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Resumo

Légica e Ontologia sao areas da Filosofia unidas como gémeas em termos de suas origens,
mas separadas por suas motivagoes e abordagens. A Ontologia Aplicada é um ramo da
Ontologia que descende da pratica analitica iniciada por Frege e Russell e que se propoe a
fornecer métodos, ferramentas e conceitos para se praticar Ontologia de modo pragmatico,
com um viés computacional e que muito se relaciona com Légica. Esta dissertagao tem
como objetivos clarificar a relagdo entre Ontologia e Légica, ao expor quais sao e como sao
representados os objetos de estudo da Ontologia Aplicada; e tratar de possiveis abordagens
para obter o que é chamado de heterogeneidade ontolégica. A heterogeneidade ontolégica
esta relacionada a um problema metatedrico fundamental: o que é uma ontologia “correta”
e quantas existem? Ao assumir uma resposta pluralista para essa pergunta, é necessario
propor métodos e técnicas que permitam processos de refinamento, integragao, conexao
e decomposicao de ontologias — esse conjunto de processos é o que constitui, de fato,
a heterogeneidade ontolégica. Inspirando-se na proposta de heterogeneidade ontologica
de Mossakowski et. al, chamada Carnapiana-Goguenista, a dissertagdo propoe uma nova
abordagem chamada de da Costa-Tarskiana — embasada na visao de pluralismo 16gico
defendida por da Costa e em operadores de consequéncia de Tarski. Por fim, a dissertagao
trata de uma classe de logicas comumente utilizada para descrever ontologias, as chamadas
logicas de descricao, e alguns de seus problemas em aberto e implicagdes metodoldgicas
que podem ser formalizadas e tratadas na abordagem da Costa-Tarskiana.

Palavras-chave: Loégica; Ontologias; Heterogeneidade.



Abstract

Logic and Ontology are regarded as twins in Philosophy due to their origins, yet separated
by their motivations and approaches. Applied Ontology is a branch of Ontology which
descends from the analytical view as touted by Frege and Russel, and whose goal is to
provide methods, tools and concepts to practice Ontology in a pragmatic manner, with
a computational bias linked to Logic. This dissertation aims to clarify the relationship
between Ontology and Logic, by exposing what are the objects of Applied Ontology and
how they are represented; and also to present possible ways to achieve what is termed
ontological heterogeneity. Ontological heterogeneity is closely linked to a fundamental
metatheoretical problem: what is a “correct” ontology and how many are there? By as-
suming a pluralist answer to this question, it is necessary to propose methods and tools to
refine, integrate, connect and decompose ontologies — indeed, this set of processes con-
stitutes what is constitutes ontological htereogeneity. Drawing from the heterogeneous
proposal due to Mossakowski et. al, termed Carnapian-Goguenism, this dissertation pro-
poses a novel approach termed da Costian-Tarskianism, based on da Costa’s view on
logical pluralism and Tarski’s consequence operators. Lastly, this dissertation discusses
a class of logics which is widely used to represent ontologies, so-called description logics,
and some of their open problems and methodological implications that may be formalized
and handled by the da Costian-Tarskianist approach.

Keywords: Logic; Ontologies; Heterogeneity.
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Chapter 1

Introduction

HIS is an essay on the interconnections between various domains of knowledge, from
T several points of view. It examines the interconnections between past and present,
theory and practice, Ontology and Logic, Computer Science and Philosophy. The unifying
element among these domains lies in a fundamental problem termed the meta-ontological
problem. In informal terms, the meta-ontological problem may be understood as the
questions of what it means for a conceptualization to be correct and whether there are
any correct conceptualizations. This key problem serves as the foundation upon which
the essay is constructed. The following is a summarized overview of the contents of each
chapter.

Chapter 2, entitled “Ontology and ontologies”, discusses the history of Ontology,
the science of what there is, and how its sub-branch of applied Ontology came to be,
influenced by computer science, knowledge representation and information management.
The chapter offers an explanation of the ways in which applied Ontology shares key
characteristics of Ontology as a field, and it presents a historical examination of the
philosophy of applied Ontology. The chapter’s goal is to elucidate how Ontology started
as a synonym to philophical inquiry, and how it came to be a term discussed in computer
science and artificial intelligence, such as in the works of McCarthy and P. Hayes [251].

Additionally, chapter 2 delineates a clear distinction between Ontology as a field
of study and ontologies as the subjects of study. In the context of this essay, an ontology,
with boldface O, is always regarded as an object within the field of applied Ontology. The
chapter presents and discusses Gruber’s widely popular definition of what is an ontology,
as reproduced below in definition 1.0.1.

Definition 1.0.1 (Ontology by Gruber). An ontology is an explicit specification of a
conceptualization.

However, Gruber’s definition is not sufficiently formal for the purposes of concretely
constructing an ontology. Chapter 2 presents Guarino’s widely acknowledged definition
of what is an ontology, a formalized account of Gruber’s definition loosely inspired by
W. V. O. Quine’s ontological commitments. This essay presents three formal definitions
for ontology, the first of which is reproduced in definition 1.0.2 below.

Definition 1.0.2 (Ontology). Let C be a conceptualization, L be a logical language
with vocabulary V and K be an ontological commitment. An ontology Og for C with
vocabulary V and ontological commitment K is a logical theory consisting of a set of
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formulas L designed so that the set of its models approximate as well as possible Ik (L),
the set of intended models of L according to K.

Lastly, chapter 2 briefly discusses about the philosophy of applied Ontology and
how it relates to how the practice of applied Ontology. In general, it may be argued
that the practice of applied Ontology is quite pragmatic, however it is not devoid of
philosophical concerns.

Chapter 3, entitled “From Metaphysics to Industry”, links the theory of applied
Ontology with its practical applications. The chapter presents the diversity of ontologies
in the literature, by discussing a number of examples of ontologies (e.g. BFO, DOLCE,
SUMO, UFO), their representation languages (e.g. OWL, CLIF, KIF, RDF), and the
philosophical choices that inform them. The chapter focuses on what are called top-level
or foundational ontologies, ontologies whose goal is to represent very general concepts,
independent of specific domains. Top-level ontologies are frequently explicit about their
philosophical choices, and attempt to serve as the basis or foundation for other ontologies.

Additionally, chapter 3 also presents an extension of Guarino’s taxonomy of ontologies
pictured in figure 1 below. To demonstrate the practical aspect of ontologies, the chapter
offers an examination of domain ontologies utilized by researchers and industry profession-
als on a daily basis, in domains such as security, engineering, management, oil business,
food industry, biology, among others.

’ Top-level ontology p- ‘

’Domain ontology g ‘ ’Task ontology ‘ ’Deviant ontology g ‘

’Application ontology F?‘

Figure 1.1: An extension of Guarino’s taxonomy of ontologies. The subscript F'? denotes
an ontology optionally belongs to a foundry.

It is noteworthy that there exists high ontological diversity in all facets of what
constitutes an ontology, and to reason over more than a single ontology is often desirable
or necessary. This relates to the concepts of ontological heterogeneity and interoperability
[392], which are fundamental to this essay. Ontological heterogeneity may be defined as a
scenario in which two ontologies make different ontological assumptions about the same
domain, potentially using different representation languages. Furthermore, ontological
interoperability refers to the ability to reason over ontologies in a heterogeneous sce-
nario. Heterogeneity and interoperability are not limited to computational systems, such
as Ontology-Based Data Access (OBDA) systems, however the concepts are frequently
seen as causes for complexity in this context. Introducing heterogeneity may difficult
interoperability, thereby introducing the need to develop methods and tools. Chapter
3 discusses some of the tooling that exists in the literature for computer systems. The
matter of developing a set of methods for interoperability is discussed extensively in the
domain of formal representation in chapters 7 and 6.

Chapter 4, entitled “The Meta-Ontological Problem” discusses the aforementioned
meta-ontological problem, hence its namesake. The chapter formally defines the problem
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and presents arguments for a reducing the problem from the ontological level into the
logical level, if one restricts the problem to the field of applied Ontology.

Definition 1.0.3 (Applied Meta-Ontological Problem). The Applied Meta-Ontological
Problem (AMOP) may be informally defined as the following two-part questions:

1. What does it mean for an ontology to be correct?

2. How many correct ontologies are there if any?

The chapter’s arguments lead to the formulation of a reduction thesis which is
based on observations from chapter 3. The reduction thesis postulates that ontologies
depend on logics in the context of applied Ontology. Consequently, the problem of cor-
rectness of an ontology may be reduced to the problem of correctness of a logic, termed
the meta-logical problem.

Definition 1.0.4 (Meta-Logical Problem). The Meta-Logical Problem (MLP) may be
informally defined as the following two-part questions:

1. What does it mean for a logic to be correct?

2. How many correct logics are there if any?

Thesis 1.1 (AMOP-MLP Reduction Thesis). The AMOP is partially reducible to the
MLP via a linguistic argument. In other words, solving the MLP is one of the steps
required to solve the AMOP.

There are two main, contrasting ways to address the meta-logical problem: logical
monism and logical pluralism. Chapter 4 presents arguments for the reduction thesis and
for logical pluralism based on pragmatic and empirical observations, thereby placing this
essay within the broader context of logical pluralism.

One consequence of adopting the reduction thesis is that one must select a par-
ticular view of logical pluralism upon which to base an approach towards ontological
pluralism. Chapter 5, entitled “From Ontology to Logic”, addresses this matter by ex-
amining the various views of logical pluralism. The chapter offers a historical overview
of different forms of logical pluralism, demonstrating the pervasiveness of this concept in
contemporary scientific thought. Among the various forms of pluralism, two stand out
by exhibiting a sense of duality — Carnapian pluralism and da Costa pluralism. A key
point of chapter 5 is that logical or ontological pluralism are not sufficient to achieve
ontological heterogeneity and interoperability. Chapter 5 examines the heterogeneous
framework developed by Kutz and Mossakowski [212] based on Carnapian pluralism,
named Carnapian-Goguenism.

Carnapian-Goguenism redefines the concept of what is an ontology by using category-
theoretical constructs from institution theory, developed by Joseph Goguen, and graph
theory. In the Carnapian-Goguenist framework, an ontology is defined with respect to a
development graph (also called a hyperontology).

Definition 1.0.5 (Ontologies and hyperontologies). An abstract structured heterogeneous
ontology with respect to some logic graph, viz. an ontology, is a node O in a development
graph DG whose underlying institution is a Grothendieck institution built over the same
logic graph. A hyperontology is the entire development graph.
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Specific operations over a development graph are what allow three different possi-
bilies of relating ontologies. These possibilities are what ensure that Carnapian-Goguenism
is a fully heterogeneous framework which supports interoperability at the theoretical level.
The possibilities are:

e Refinement: an ontology can be refined into another by specifying a mapping which
translates the former into the latter.

o Integration: two ontologies can be mapped into a third existing reference ontology.

o (Connection: two ontologies can be related via some additional interface ontology,
usually specified manually, which is used to generate an overall third ontology.

Chapter 5 extensively discusses each of the three possibilities and its variations,
providing examples. Lastly, it may be noted that Carnapian-Goguenism enjoys a com-
putational implementation named the Heterogeneous Toolset (Hets). While it is not in
scope for this essay to discuss in length about HETS, chapter 5 presents a brief overview
of the ideas behind HETS and how it is structured.

The chapter that follows, named da Costian-Tarskianism, proposes a novel hetero-
geneous framework heavily inspired by Carnapian-Goguenism, drawing from da Costa plu-
ralism and Tarski’s consequence operators. The duality between Carnapian-Goguenism
and da Costian-Tarskianism arises from the fact that Carnapian-Goguenism is based
on institutions, which intuitively represent the semantics of logics, whereas da Costian-
Tarskianism is based on consequence systems, which intuitively represent the syntax of
logics.

The da Costian-Tarskianist framework also redefines what is an ontology, albeit
not with respect to a graph-theoretical construct. An ontology is defined by extending
consequence systems to allow encoding ontological information.

Definition 1.0.6 (extended consequence system). An extended consequence system is a
quadruple (C, C,C,,T',), where C, C, are signatures, C is a consequence map and I', €
L(C) is a set, such that:

1. (C,C) is a consequence system
2. For every Cy, € C and C}, € C,, C) C Cy,
3. For every ¢p € T',, ¢ € C()) — i.e. T, is an axiomatic theory

Definition 1.0.7 (Ontology). An ontology is defined as a particular extended conse-
quence system (C, C,C,,T',). When the underlying (C, C) consequence system is implic-
itly understood, we may drop it and refer to an ontology by its components C, and T,
(also called ontological aspect components).

Similarly to Carnapian-Goguenism, da Costian-Tarskianism also supports ontolog-
ical refinement, integration and connection. However, in addition to the three possibilities,
da Costian-Tarskianism also supports ontological decomposition. Ontological decompo-
sition may be defined as the ability to extract one or more sub-ontologies from a given
ontology, it is motivated by the intuitive idea of extracting pieces of domain knowledge
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from a suitably large domain and by the empirical observation that certain ontologies,
such as BFO, are usually described in terms of sub-ontologies. Chapter 6 develops the
four operations for relating ontologies, thus demonstrating that da Costian-Tarskianism
is a suitable candidate for ontological interoperability. Lastly, the chapter offers a de-
tailed comparison between both Carnapian-Goguenism and da Costian-Tarskianism, with
remarks that not only da Costian-Tarskianism boasts ontological decomposition as a the-
oretical benefit over Carnapian-Goguenism, but also that it is not restricted by relational
semantics or external synthetic constructions to represent ontologies.

The aim of chapter 7, entitled “ From Logic to Ontology”, is to provide an overview
of logics that are in fact used to construct ontologies. Notably, neither assuming the
reduction thesis nor developing a heterogeneous framework answers the question of what
logics are suitable for developing ontologies. The chapter analyses the desirable traits of
suitable logics for this task. It should be noted that most traits arise from computational
concerns such as decidability and tractability of reasoning.

Furthermore, chapter 7 examines a particular class of suitable logics for develop-
ing ontologies, namely the class of description logics (DLs), with a particular focus on
the family of logics derived from AL. The family of logics arises by extending AL with
different role and concept constructors. For instance, the description logic SROZQ corre-
sponds to AL extended with complements, complex role inclusion, nominals, inverse roles
and qualified number restrictions, and it is the basis for the widely used representation
language OWL.

The chapter also examines some of the challenges that are inherent to the field of
ontological knowledge management. These challenges are particularly evident when devel-
oping systems based on ontologies, the aforementioned OBDA systems. Such challenges,
as inconsistency-tolerant semantics and infinite model reasoning assumptions, have also
motivated the development of non-classical description logics, such as paraconsistent and
modal description logics. The chapter provides an overview on the existing literature on
the various approaches tailored to address the challenges of ontological knowledge man-
agement. It presents a novel paraconsistent DL, PALC, currently being developed in
forthcoming papers by W. Carnielli, M. E. Coniglio, and Bueno-Soler [73]. P.ALC, herein
renamed to ALC . for terminological reasons, serves as an example of non-classical DL
aiming to solve a few of the knowledge representation and management challenges.

Chapter 7 illustrates how ontologies that are represented by description logics,
or languages based on description logics, may be transformed into extended consequence
systems via a simple procedure. Despite not formalizing an algorithm for such transforma-
tion, the examples and natural language procedure described in the chapter serve both as
proof of concept and first steps towards the development of automated tools implementing
da Costian-Tarskianism.

Finally, chapter 8 presents a summary of the preceding chapters. Additionally, it
discusses open questions in the fields of applied Ontology and Logic, based on the findings
presented and proposals made, and suggests potential research directions. Some of the po-
tential directions include: further developing da Costian-Tarskianism by implementing it
and strengthening its theoretical foundations; automating ontology construction through
data processing, an area called ontology learning; integrating neural artificial intelligence
with ontological reasoning, an area that is called neurosymbolic artificial intelligence;
among others. The chapter, thus, concludes this essay.



23

Chapter 2

Ontology and ontologies

NTOLOGY may be regarded as one of the oldest disciplines of Philosophy, next to its
O close relatives Metaphysics and Logic. As a first step, one could simply take Ontology
to be the study of what there is. Unsurprisingly, such definition is — as it is indeed
phrased — a simplification. There are a myriad of different definitions, interpretations,
approaches, branches and, of course, problems of Ontology. Perhaps the most well-known
ontological problem is that of whether there is a god or not, a problem for which many
have provided so-called ontological arguments aiming to solve it. Such arguments rely on
underlying ontological assumptions, which in turn may give rise to particular ontologies
with a lower-case O.

The objective of this chapter is to present some historical background, in hopes
to clarify some current terminology. Special care is taken to focus on a particular branch
of Ontology named Applied Ontology, a most pragmatic and formalized approach to
Ontology concerned with specific domains of discourse.

Before proceeding, it is necessary to present an additional comment on the contents
of this chapter itself. This chapter does not constitute a discourse on Ontology per se,
but rather an essay on what has been called Meta-Ontology by Inwagen [190]. Two of the
main meta-ontological issues are what Ontology itself should be about and how it should
function. This chapter attempts to address the former through a descriptive, enumerating
answer, whilst the rest of the thesis shall provide arguments for a particular answer to
the latter.

2.1 Historical Survey

HE objective of this section is to provide a non-exhaustive and descriptive account of

the history of Ontology. The purpose of such exposition is not to thoroughly examine

or argue for or against any particular philosophical view; rather, it is to acquaint the

reader with the depth of the subject and to the historical diversity of ideas. Furthermore,

the reader is encouraged to consult the references cited throughout this section for more
authoritative perspectives.

Historically, it may be argued that the practice of ontological inquiry in western
philosophy dates back to Parmenides of Elea’s sole work, his poem On Nature. In his
poem, Parmenides explicitly regards the concepts of Being and Reality as philosophical
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topics for the first time in western Philosophy [201, p.1]. As with most Pre-Socratic
writings, On Nature exists only as a reconstruction of quotations residing in subsequent
works of other authors. Nineteen such quotations (labeled fragments) are currently known
to exist and Parmenides postulates the existence of being in fragment 2 [96, p. 14]. Here
is Taran’s translation of fragment 2:

Come then, I shall tell you, and do you pay attention to the account when
you have heard it, which are the only ways of inquiry which can be conceived;
the one [says]: “exists” and “it is not possible to not exists”, it is the way
of persuasion (for persuasion follows upon truth); the other [says|: “exists-
not” and “not to exist is necessary”, this I point out to you is a path wholly
unknowable. For you could not know that which does not exist (because it is
impossible) nor could you express it. [379, p. 32]

Much is discussed about Parmenides’s usage of the term eotiv in the original Greek
fragment, roughly translated as “it is”. In particular, questions arise as to what “it” is
and what “is” refers to (e.g. existence or being or both) [96, p. 60]. Hence why Taran
[379, p. 36] simply translated it as “exists”, although the traditional reading has been
to understand “it” as the entirety of reality thus characterizing Parmenides as a monist.
Interestingly, he explicitly identifies being as thought, as evidenced by the third fragment
[379, p. 41].

Cordero [96, p. 64] additionally notes Parmenides regards the necessity of being
as equivalent to the impossibility of non-being — “exists” and “it is not possible to not
exists” —, constituting what is called Parmenides’s thesis. The keen reader with a logical
background may note some things: firstly, it seems Parmenides is informally asserting a
statement and its double negation are equivalent; secondly, there is some sense of modern
modality in Parmenides’s thesis. These points have in fact been investigated from a logical
perspective, for instance, by Marcacci [241].

Parmenides’s On Nature gave rise to what is now called Eleaticism, a school of
Ontology in which there is a single, homogeneous account of being. As per Cordero’s
translation of the eighth fragment:

There is not anything to a greater degree, which would prevent its cohesion,
neither is there anything to a lesser degree: it is wholly filled with that which
is being. It is wholly continuous: that which is being touches that which is
being. [96, p. 193]

Such account is defined by all which does not stand in contradiction to being; or,
to use double negation, all that which does not not exist. To this point, Cordero [96, p.
64] observes this should prompt an analysis of the concept of non-being and an inquiry
whether some things can not exist at all. Parmenides himself did not analyze what it
means to be non-being as for him, “[...] it is the same to think and to be” [96, p.192, F3]
and therefore there is no non-being. As a side-note, much more recently Routley [329]
and Priest [311] have proposed a theory called Noneism in which things are able to, in
fact, not exist within a formalized logical and metaphysical framework. This theory, in
turn, is in line with Meinong’s theory of objects (Gegenstandstheorie) wherein there are
objects that do not exist.
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Plato may have been one of the first to not only inspect Eleaticism in writing but
also provide arguments against it. He did it directly — or rather, indirectly, as he was
never featured as a character in any of his dialogues — in his aptly named Parmenides
dialogue and extensively throughout his other dialogues, particularly in Sophist and Re-
public. Before proceeding, it is important to note that the existing scholarly literature
on Plato is vast and ever-expanding, thus making it particularly challenging to provide a
comprehensive and condensed account of his writings [308]. Therefore, this section will
limit itself to an account of Plato’s work in terms of what is directly pertinent to the
emergence of new ontological conceptions.

In Parmenides, Plato presents eight hypotheses about the characteristics or nature
of what he calls Unity, the monistic account of reality provided by Parmenides. He shows
how the dialectical consequences of the hypotheses lead to devastating consequences.
Plato’s consequences are that firstly, Unity does not exist; secondly, regardless Unity of
whether Unity exists, it is indistinguishable from its Eleatic counterpart (i.e. being is
indistinguishable from non-being) [335, p. 48]. Furthermore, Plato refutes Parmenides’s
thesis by arguing that non-being is not the opposite of being; rather they are two distinct
concepts that are unrelated through negation. Consequently, it is not possible to define
being as the negation of non-being — for negation is not the same as opposition [103,
p. 511]. This distinction between negation and opposition may be considered one of
the first attempts to characterize negation, a topic which spawned a plethora of works in
philosophy, language, logic and psychology and is still very much actively being discussed.
The interested reader may refer to [180, 181] for a transdisciplinary account of negation
and to [394] for an investigation on the geometric aspects of negation.

Plato’s de facto ontological position actually predates both Parmenides and Sophist,
yet it permeates both dialogues as a criticism of his own theory — the well-known Theory
of Forms or Theory of Ideas. The Platonist Theory of Forms may be summarized as
a dualistic account of reality in which there are two kinds of entities: perfect, timeless
and spatially-independent entities called Forms and imperfect, time-bound and spatially-
dependent entities which are instances of Forms, that is, entities which share a Form
but are not Forms themselves. Crombie [103, p.253-254] investigates the chronology of
Plato’s dialogues and to which extent the criticisms in Parmenides and Sophist could
signify Plato changed his mind about the Theory of Forms later in his life. In any case,
Plato’s dualistic ontology is in clear contrast to the monist Eleatic tradition.

Aristotle, Plato’s pupil, not only investigated Plato’s motivations into developing
a non-monist ontology but also came up with an ontological position of his own. As noted
by [335, p. 49], Aristotle noted one of Plato’s motivations has to do with presenting an
ontology which accounts for the possibility of knowledge. In fact, Aristotle was one of
the first to acknowledge a key problem in Ontology, the topic of section 4 — namely,
what structure should an ontological account have? Aristotle does not use this precise
terminology, but rather asks of substances while directly addressing Platonism, in his work
Metaphysics A (XII). As per Aquinas’s translation of Metaphysics 1078b13-17:

We must not neglect the question whether it is necessary to posit one such
substance or more than one, and if the latter, how many; and we must also
recall the lack of statements on this point by other philosophers, because they
have said nothing about the number of these substances which can be clearly
stated. The theory of Ideas makes no proper study of this problem; for the
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proponents of the Ideas say that the Ideas are numbers, and they speak of
numbers sometimes as unlimited and sometimes as limited to the number ten.
But as to the reason why there should be so many numbers, nothing is said
apodictically. Aquinas [10, 1078b13-17]

Of course, a question arises around what exactly is a substance. This question
has sparked much discussion and permeates nearly all ontological essays to some extent.
Aristotle initially used the term substance (in Greek, odaia) in his earlier Categories to
refer to the most fundamental kind in a system of ten highest kinds of being — hence
why Aristotle cites the number ten in the aforementioned quote. Aristotle’s ten highest
kinds, dubbed categories, are: (1) substance; (2) quantity; (3) quality; (4) relatives; (5)
somewhere; (6) sometime; (7) being in a position; (8) having; (9) acting; and (10) being
acted upon [377]. A key aspect of Aristotle’s categories is that each category spawns a
hierarchy of lesser kinds. For instance, substance is divided into primary and secondary
substances, wherein secondary substances are further divided into lesser kinds. In Meta-
physics however, Aristotle actually shifted to a different, dyadic account of substance
in terms of form and matter, while still maintaining the existence of categories [327].
Schaffer [336, p. 351] broadly summarizes Aristotelian substance as the basic, ultimate,
fundamental unit of being.

There is also dispute around what exactly constitutes a category itself for Aristotle.
As pointed out by Frede [123, p. 29] categories may be the set of beings themselves in
the category, or classes of expressions of a certain kind, or yet merely concepts in and
of themselves. In any case, categories may be seen as a conceptualization of general
properties shared by beings, i.e. universal structures or patterns. It is in this context that
Aristotelian or syllogistic logic arose, in order to formalize® these universal structures via
definitions and axioms, allowing for the creation of ontological knowledge via constructive
means (as per Metaphysics 9). This class-based approach to reasoning is seen by some such
as Rayside and G. T. Campbell [323] as the origins of what is now called object-oriented
programming in computer science.

It is evident that Aristotle’s ontological account diverges from the Platonist and
Eleatic views. It not only espouses a truly pluralistic stance but also exhibits a hierarchical
structure. Parmenides, Plato and Aristotle present prototypical examples of the three
types of ontological accounts as described by Schaffer [336, p. 354] — flat, sorted and
ordered (or hierarchical), respectively.

Several contemporaries of Aristotle held opposing and agreeing views on various
degrees. For instance, the Stoics (such as Zeno of Citium) agreed that substance does
exist, but argued that substance is necessarily material, a vehicle for a divine active
principle called pneuma permeating all existence [253]. Stoic philosophy posits a system
of four categories: matter r substance, quality, disposition, and relative disposition or
relation [326, p. 394] [253]. Pyrrho of Elis, on the other hand, rejected the concept
of substances altogether [32, p. 22-23]. Despite this divergence of opinion, subsequent

IHere it is necessary to observe that the expression “formalize” is being used anachronistically in two
senses. Firstly, Aristotle did not acknowledge formalizing his ideas, for he merely sought to present a clear
way to reason about universal structures [222, p. 19]. Secondly, the current meaning of formalization is
stronger than what Aristotle presented, having to do with using formal systems and formal semantics,
and would not show up in the context of Ontology until much later. However, there is work to formalize
Aristetolian ontology according to the usual, mathematical meaning — see, for instance, Spies and Roche
[368]’s work.



2.1. HISTORICAL SURVEY 27

thinkers of Aristotle largely concurred with his class-based view of Ontology, which led to
further subdivisions up until the Middle Ages [322, p. 346] and the emergence of substance
theory. In fact, Smith and Welty [361] go so far as to boldly claim that Ontology did not
develop much in the 2000 years following Aristotle. However, this does not imply Ontology
was left in a state of stagnation. René Descartes [101, p. 1-62], Baruch Spinoza [391],
John Locke [205], Gottfried Leibniz [221], Francisco Suédrez [102], Christian Wolff, among
many others, had views on ontology, albeit all based on the concept of substance. Indeed,
the first documented instance of the term “ontology” (in Latin, Ontologiae) appeared in
Jacob Lorhadus’s book Ogdoas Scholastica, in 1606, though it did not become widely
known until Christian Wolff’s Philosophia prima sive Ontologia in 1730 [165, p. 52].

The scientific revolution is what initiated a profound transformation from substance-
based ontologies to a much broader spectrum of ontological schools, as pointed out by
Smith and Welty [361]. Indeed, this significant transformation was initiated by Immanuel
Kant’s Critique of Pure Reason [203]. Kant not only rejected substance-based ontologies,
but also rejected the possibility of a single, general ontology altogether — thus acknowl-
edging a second key problem in Ontology further discussed in chapter 4.

The Transcendental Analytic accordingly has this important result: That the
understanding can never accomplish a priori anything more than to anticipate
the form of a possible experience in general, and, since that which is not
appearance cannot be an object of experience, it can never overstep the limits
of sensibility, within which alone objects are given to us. Its principles are
merely principles of the exposition of appearances, and the proud name of
an ontology, which presumes to offer synthetic a priori cognition of things in
general in a systematic doctrine (e.g., the principle of causality), must give
way to the modest one of a mere analytic of the pure understanding. [203, p.
358-359]

The reason why Kant’s position is so radical is that, prior to his Critique, Meta-
physics and Ontology were used interchangeably in practice. This is evident from the
definition "Ontology” provided by Lorhadus. This led to concepts now called external
and internal metaphysics. The former is concerned with the study of the world, the re-
ality itself, while the latter comprises the study of specific theories or systems of belief.
Kant and his successors argue Ontology as a science should be concerned with the internal
rather than external metaphysics.

Kant’s work gave rise to a number of different currents of Ontology, both following
his own ontological position and not. A few such currents will be mentioned, however
none shall be examined to a great depth as such enterprise is not in the scope of this
chapter. Nevertheless, section 2.2 will concentrate on two such currents of Ontology
with the objective of elucidating the effective origins of Applied Ontology, which differs
significantly from other branches.

Arguably, Bernard Bolzano may be the first thinker to contribute to the new
ontological turn initiated by Kant [87, p. 23], presenting what Berg [35, p. 31] de-
scribes as an ontological account containing mereology, substances and abstract objects.
Bolzano’s work exerted great influence on two currents of Ontology which are now collec-
tively referred to as Phenomenological and Analytical, spearheaded by Edmund Husserl
and Gottlob Frege, respectively. Franz Brentano’s contributions to Ontology have also
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been credited to give rise to two further branches of Ontology now called Continental
and Austro-Polish, whose forerunners are Martin Heidegger [174, p. X] and Kazimierz
Twardowski [386].

As previously stated, the objective of this section is not to provide a comprehensive
account of the history and current trends of Ontology, as this would be a great undertaking
itself. The aim is, in fact, to provide the necessary historical background for the two
aforementioned key problems, which are later recalled in chapter 4. The two key problems
of Ontology, in turn, relate to two overarching and opposing philosophical schools: namely,
monism and pluralism. Informally, the monist ontological stance admits only a single
correct ontology whereas the pluralist stance admits several correct ontologies. This
distinction will be made clearer not only in chapter 4 but also in chapter 5.

For further references on the history of and contemporary essays on Ontology, the
reader may turn to [5, 79, 302, 399].

2.2 Applied Ontology in Theory

ROM a taxonomic point of view, applied Ontology has its origins in a sort of diamond.
It inherits concepts and features so-to-speak from the phenomenological and analytic
branches of Ontology, which in turn are derived from Kantian Ontology. This section
presents how two seemingly opposing branches of Ontology merged and culminated into
a distinct school of Ontology by first examining the concept of “formal” or “formalized”
ontologies and how it originated. This concept is fundamental to provide a set of working
definitions for Ontology and ontology in the context of applied Ontology. Finally, this
section offers an account of the philosophy of applied Ontology itself.

2.2.1 Origins

DMUND Husserl, the founder of the phenomenological school of Ontology, is respon-
E sible for first defining the term “formal ontology” in his early works, particularly
in Logical investigations [187, 188]. As Poli [301, p.2] retells, Husserl characterizes the
concept of “formal” in contrast to “material” and not in the mathematical or logical
sense. For Husserl, “material” concepts precede “formal” concepts in that they arise from
the realm of perception and regional ontologies, such as ‘animate organism’ or ‘material
thing’ [4, p.200-201]. A “formal ontology” in the Husserlian sense is a categorization of
the pure categories of objects, which apply to all domains of objects independently of
the peculiarities of them. The Husserlian — and by extension, phenomenological — view
is that formal ontology and formal logic differ in what they address, for formal ontology
deals with categorial objects and formal logic addresses the meaning of the objects [301, p.
12]. Although the two areas differ, Husserl endorses that they are not contained in each
other in any sort of hierarchy, but actually correspond to different views of reality [301,
p.4]. Figure 2.1 illustrates the divide between material and formal; logical and ontological
according to Husserl, adapted from [301].

Poli [300, p. 185] highlights that formal ontology does not rely on any specific
formalisms and actually sits in-between two other levels of theory construction. Poli refers
to the outcome of ontological inquiry as “descriptive ontology” and defines “formalized
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Concepts
Material Formal
Negation, conjunction, implication, ... | Part, whole, connection, ...
Logical -------------------- Ontological

Distinct from

Figure 2.1: Husserlian ontological taxonomy.

ontology” as a formal ontology where there is in fact a proper formalism in the form of a
codification. In order to clarify any terminological confusion, the diagram 2.2 illustrates
Poli three levels [301].

Structure Formalism

Descriptive ——— Formal — Formalized

Figure 2.2: Poli’s three levels of ontology construction.

On the other hand, the analytic school of ontology has a different view on the
meaning of a “formal ontology”. Gottlob Frege’s “Begriffsschrift” is widely regarded as
the first work on analytic ontology, in which Frege provides a logic and language-oriented
approach to ontology [124]. Frege held that ontology should be described by a “logically
perfect language”, a universal framework for thought, knowledge and reasoning — some-
thing Leibniz had previously called a characteristica universalis [85, p. 121]. Note the
Fregean view is there exists a single ontology inherently formalized by logic. For ana-
lytic philosophers, Poli’s three levels break down into two levels or perhaps even a single
level, as an ontology in the analytical sense should have structure and be presented via
formalization. To be more precise, descriptive and formal ontologies do not necessarily
correspond to ontologies per se in the analytic school, as they need not be formalized by
logic.

Subsequent thinkers of Frege, such as Bertrand Russell did endorse Frege’s view.
However, Russell’s perspective diverged from Frege in that he espoused a radical radi-
cally empiricist stance, maintaining that the most basic entity in Frege’s ontology (or,
language) should be constituted by events corresponding to sensory experience [83, p.
6]. Russell also observed that Frege’s ontology, as presented in Begriffschrift, is indeed
subject to the widely known paradox of self-reference [85, p. 122]. An interesting point,
as argued by [83, p. 7], is that neither Frege nor Russell presented an ontological account
which explicitly deals with categories or classes in the sense of Plato, Aristotle, or even
Kant?. It was in fact Rudolf Carnap, in his The Logical Structure of the World, who first
presented a comprehensive and detailed account of how to reconstruct human knowledge
by analytic means, through logical types and classes of objects defined by modalities. Car-
nap’s ontological views have historically been subject to much discussion and confusion,
as noted by Arroyo and Silva [11, p. 4]. Chapter 7 resumes a discussion on some of his
philosophy.

2Dejnozka [111] presents an in-depth essay on Russell’s ontological phases. In his essay, Dejnozka
argues that Russell held a substance-oriented view of Ontology for most part and that he had great
influence on Quine’s stance of identity.
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Despite being regarded as an analytic philosopher, Willard Van Orman Quine was
one of the first to challenge the analytic view on language or logic as ontology in his
seminal paper “Two Dogmas of Empiricism” [315]. Quine’s work blurred the boundaries
between analytic and non-analytic (and by extension, phenomenological) ontology. In ad-
dition, Quine indirectly introduced another pivotal concept in Applied Ontology: namely,
that of ontological commitments. He did so by denying what Frege and Russell termed
universals, abstract entities which stand for ontological properties or classes themselves
(e.g. attributes, numbers, properties), in his seminal essay “On What There Is” [314]. By
rejecting universals, Quine presented a method to determine what entities an ontology is
committed to:

The issue is clearer now than of old, because we now have a more explicit
standard whereby to decide what ontology a given theory or form of discourse
is committed to: a theory is committed to those and only those entities to
which the bound variables of the theory must be capable of referring in order
that the affirmations made in the theory be true [314, p.33].

In other words, Quine says an ontology is committed only to what it can refer to,
therefore endorsing a sort of “local” context for ontologies, in plural. He is in fact, very
much vocal about acknowledging the plurality of ontologies and even remarks a point of
chapter 4; if there are multiple ontologies, how to compare them? This is Quine’s inquiry:

Now how are we to adjudicate among rival ontologies ? Certainly the answer
is not provided by the semantical formula “To be is to be the value of a
variable”; this formula serves rather, conversely, in testing the conformity of
a given remark or doctrine to a prior ontological standard. We look to bound
variables in connection with ontology not in order to know what there is, but
in order to know what a given remark or doctrine, ours or someone else’s, says
there is; and this much is quite properly a problem involving language. But
what there is is another question [314, p. 34-35].

It may be noted that Quine’s ontological commitments correspond to the third
of three tenets underlying the Quinean meta-ontological framework. As summarized by
Varzi [388], the Quinean tenets or credos are:

1. There is only one notion of existence, adequately captured by the existential quan-
tifier;

2. Being and existence are the same;

3. We are ontologically committed to all and only those entities that must exist in
order for the theories or statements we hold to be true to be true.

For Quine, the “existential quantifier” which adequately captures existence is not
any first-order quantifier: it is, necessarily, the existential quantifier from first-order clas-
sical logic. Smid [356] discusses the reasons behind Quine’s choice to elect first-order clas-
sical logic as the one and only language which correctly characterizes existence. Quine’s
reasons may be briefly summarized as two overarching arguments: firstly, that first-order
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classical logic is as powerful as any logic can be while enjoying a complete proof procedure
for validity and inconsistency; secondly, that first-order classical logic is as ontologically
innocent as a logic could possibly be, precisely because first-order classical logic is complete
and, thus, logical truth may be defined proof-theoretically. However, as the subsequent
sections 2.2.2 and 2.2.3 illustrate, Quine’s conservative views have become increasingly
unfashionable in the context of contemporary, applied Ontology. Furthermore, chapter 4
expands on this point from the philosophical point of view, whereas chapter 5 examines
practical reasons why it is the case.

Inspired by Poli’s aforementioned taxonomy and based on Quine’s historical classi-
fication in [314, p. 33-35], figure 2.3 attempts to present Frege-Russell’s radically different
analytical taxonomy of ontology to contrast Husserl’s phenomenological taxonomy. The
diagram illustrates that all concepts are derived from the formal domain, however the
ontological domain spawns concepts stemming from perception. Indeed, despite the fact
that “Concepts” is not the root of the taxonomy, the Frege-Russell school does not en-
dorse a fully formalistic school of ontology for logic (and formal language) is seen as the
means to discover or arrive at abstract concepts.

Formal
Implication, negation, conjunction, ... | Perception, senses, ..
g Represented by *l’ .
Logical 4¢------------ Ontological
Concepts

Figure 2.3: Frege-Russell’s ontological taxonomy.

How might then one combine or at least accommodate for the seeming dichotomy
in the analytical versus phenomenological debate? The answer lies in pioneering work of
both Nino Cocchiarella [84] and Barry Smith [357]. Cocchiarella developed, through the
course of several years, what he termed Conceptual Realism, a formal ontology based on
linguistic and logical analysis of acts via reference and predication, not relying on any
phenomenological reductions®. Although he is regarded as an analytic philosopher and
in fact refers to his own theory as such, Cocchiarella acknowledges Conceptual Realism
is indeed based on what he calls “our scientific knowledge of the world” [83, p. 21] and
must account for certain phenomena (such as time and thought) [83, p. 25-26]. Therefore,
one may argue Conceptual Realism, analytic as it may be, has certain phenomenological
traits built into itself — namely that of relying on a descriptive ontology and using logic
to describe key phenomena.

Smith, on the other hand, is not so quick to categorize himself as analytic. He
takes the Quinean approach and does not categorize himself as either analytic, synthetic or
phenomenological, with Poli [301, p. 188] stating he lies midway between the analytic and
phenomenological traditions. Smith and Mulligan [359] presents a formal ontology based
on mereology and a non-logical language, and an application of such ontology. Although
this application is rather abstract, it sparked what eventually became a series of papers

3The term “phenomenological reduction” refers to a method developed by Husserl to describe the
process of understanding an experience or phenomenon. Kiing [210] writes on the meaning and under-
standing of Husserlian phenomenological reduction. The interested reader may also refer to [267] for an
account of research methods derived from phenomenological reduction.
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and contributions to Applied Ontology proper. In particular, Grenon and Smith [147]
developed the Basic Formal Ontology (BFO), a top level ontology which will be discussed
in chapter 3, with longstanding interdisciplinary impact.

To fully comprehend how Applied Ontology in fact came to be, it is essential to
undertake a brief excursion into the area of Artificial Intelligence (AI), focusing on a
particular a subfield of it called Knowledge Representation (KR). Contemporaneously to
the pioneering works of Cocchiarella and Smith, many Al researchers began taking an
interest in knowledge representation for machine reasoning. This led to the development
of formalization methods focused on machine-oriented representation, the earliest work
being that of Newell, Shaw, and Simon’s language-based approach and J. A. Robinson’s
logic-based approach [276, 328].

Notably, McCarthy and P. Hayes [251] recast several problems of knowledge rep-
resentation under the light of epistemology and metaphysics, such as what it means for
a representation to metaphysically adequate, and proposed a logic-based formalism for
what they called an epistemologically adequate system. In their paper, McCarthy and
P. Hayes defined what is referred to as the Frame Problem — how may we encode, in
common-sense and logic-based knowledge representation, the fact that the world remains
unchanged until certain events trigger change? Attempting to answer the Frame Problem
drove further kinds of representation methods, such as frames as proposed by Minsky [257]
and Brachman [51]. The methods of formalization derived from knowledge representation
and the acknowledgment of the Frame Problem mark the beginnings of ontologies in the
sense of Applied Ontology, paving way to those described in chapter 3. As a matter of
fact, one of the earliest appearances of the term “ontology” as a logic-based formalization
of a specific domain (i.e. common-sense knowledge), committed only to that specific do-
main, is P. J. Hayes’s ontology for liquids as in physics [109, 172]. On the other hand,
Cyc is one of the first (and perhaps only) large-scale instances of an ontology in the same
sense, whose construction has in fact not concluded yet [225].

Applied Ontology proper, viz. as it is currently regarded, finally culminated in
the works of Gruber and Guarino [149, 150, 156], something Guarino [153] himself ac-
knowledges on behalf of the research community. Even though the term “ontology” had
been seeing usage in the context of Computer Science prior to Gruber [150], not only
in Al [361, p. v] but also in database systems and information modeling [165, p. 57],
past research did not give any particular importance to how the term was used. As per
Guizzardi [165, p. 58]:

[...] none of these efforts took ontology seriously, in the sense that the choices
of categories that are part of the conceptualization underlying these languages
were not based on Ontology in the philosophical sense. Guizzardi [165, p. 58]

As a matter of fact, Smith and Welty [361] and Guizzardi [165, p.58] both point
that haphazardly creating ontologies with no philosophical grounding as being the un-
derlying source of many problems permeating information systems, conceptual modelling
and computer science as a whole to this day. On this topic, Stonebraker writes an essay
on data integration and its issues [374].

Gruber [150] explicitly redefined the term “ontology” in a computational context
and first expressed concerns which fundamentally shaped applied ontology — namely,
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portability and complexity of ontology representations. His definition and concerns are
the starting point for the next section.

2.2.2 Working definitions

Y summarizing the past section, one could firstly define applied Ontology as the sub-
branch of Ontology married to artificial intelligence, computer science and logic.
While applied ontology is closely linked to these areas of knowledge, it is merely linked
and not fully intertwined. According to Guizzardi [165, p. 56], applied Ontology concerns
itself with “formal ontological theories that can be developed and applied in the solution
to problems in the fields of computer and information sciences and, in particular, of
conceptual modeling”.

Gruber [150] defines the starting point of applied Ontology’s subject matter in his
first definition of what is indeed an ontology:

Definition 2.2.1 (Ontology by Gruber). An ontology is an explicit specification of a
conceptualization.

Notice the definition is rather high-level and makes no mention of logic or frame-
based representations, nor makes any artificial intelligence or machine reasoning remarks.
Later on, Borst [46] and Studer, Benjamins, and Fensel [376] expanded this definition into
two slightly more encompassing definitions:

Definition 2.2.2 (Ontology by Borst). An ontology is a formal specification of a shared
conceptualization

Definition 2.2.3 (Ontology by Studer et. al). An ontology is a formal, explicit specifi-
cation of a shared conceptualization.

All of these definitions share the same vagueness about terms conceptualization,
explicit specification and shared. This is a point tackled by Guarino, Oberle, and Staab
[160] and Neuhaus [273], who decidedly scrutinize each term in order to yet again re-
define ontology in a much more precise sense through means of a set-theoretical description
parameterized by a logical language. In essence, Guarino, Oberle, and Staab [160] present
a re-contextualized and updated interpretation of themes and definitions espoused in
several of Guarino’s earlier works [155, 156, 162].

Guizzardi [165] notes the motivation for Guarino’s work on providing a formal
definition of ontology indeed stems from the vagueness in Gruber’s, Borst’s and Studer,
Benjamins, and Fensel’s definitions, which allows for a broad spectrum of specifications
to be classified as “ontologies”.

In order to present Guarino’s formal definition of “ontology”, one must first define
a few fundamental blocks, very much in a manner that is done by Guarino, Oberle, and
Staab [160] and Guizzardi [165]. Namely, the necessary blocks are conceptualizations
and specifications, and in particular, the distinction between extensional and intensional
conceptualizations.

Definition 2.2.4 (Extensional relational structure). An extensional relational structure
(a conceptualization according to M. R. Genesereth and Nilsson [133]) is a tuple (D, R)
where:
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e D is a set called the universe of discourse

e R is a set of relations over D

As Guarino, Oberle, and Staab [160] note, this requires one to explicitly identify
the existing entities and define their relations based on a particular state of the world.
This has the following implications:

1. If any change happens to D leading to a different universe of discourse D’, one may
potentially have to redefine every R; € R, giving rise to yet another conceptualiza-
tion (D', R/)

2. Therefore, this definition relies on particular observations of world states instead of
underlying concepts permeating the universe of discourse [160, p. 5.

In light of these restrictions, Guarino [155] proposed a different definition of con-
ceptualization based on the observation that when reasoning about concepts, it is much
more convenient to talk about the intended characteristics of a certain concept instead
of explicitly identifying all that it consists. For this reason, he called this new definition
an intensional relational structure, a minimal framework to reason about the intended
characteristics of conceptualizations whilst considering all possible world-states, despite
not forcing one to explicitly define such states [165, p. 80].

In order to clearly state Guarino’s intensional definition, it is necessary to define
worlds and world-states. As the reader acquainted with non-classical logics will note, and
indeed as it is remarked by Guarino, Oberle, and Staab [160], the terminology is quite
similar to Kripke-style possible-world semantics by no coincidence.

Definition 2.2.5 (World and world-states). Given a specific system* S being modeled,
a world-state w is a maximal observable state of affairs, a unique assignment to all
variables which characterize the system. A world 20 = (W, <) then is a totally ordered
set of world-states W, where the order < corresponds to S’s evolution in time. If time is
abstracted away, a world-state coincides with a world.

World-states and worlds are used to define what is an intensional relation, also
called conceptual relation by Guarino.

Definition 2.2.6 (Intensional relation or conceptual relation). Let S be a system, D
an arbitrary set of distinguished elements of S and W the set of world-states of S. We
shall call the tuple (D, W) the domain space of S. An intensional relation (or conceptual
relation) p" over (D, W) is a total function p™ : W — 2" mapping a world-state to an
n-ary relation on D.

A possible intuitive understanding behind the definition above is an intensional
relation p™ allows one to “query” how a world-state maps to a domain configuration, as
a world-state may include more information that what is assumed in the domain. What
follows is Guarino’s definition of conceptualization, in the intensional framework..

4Guarino, Oberle, and Staab [160] deliberately use the terms system and variable in a loose sense. To
increase preciseness, one could define a system S as a set of sets 7; of totally orderable tuples T}, that is
S ={T1,7z,...}. BEach element of a tuple T} is then a variable of the system, which does not necessarily
correspond to an element of domain D.
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Definition 2.2.7 (Intensional relational structure or conceptualization). An intensional
relational strucutre (or conceptualization according to Guarino) is a triple C = (D, W, R)
where:

e D is a set called the universe of discourse
« IV is a set of world-states (also called possible worlds)

« MR is a set of conceptual relations on the domain space (D, W)

Definition 2.2.7 concludes Guarino’s take on what is a conceptualization. As per
Studer, Benjamins, and Fensel [376], a conceptualization alone does not comprise an
ontology, for it still lacks a way to specify it. For instance, one could describe the set of
conceptual relations SR of a conceptualization using natural language, say in English, a
domain-specific language, or a logical language. In any case, one may build a specification
of a conceptualization by using a language L. Guarino [155, p. 8] defines “formal”
as being “machine readable” and thus rules out natural languages from being used for
formal specifications.

A language L is said to be committed to a conceptualization if it specifies such
conceptualization. Guarino [155, p. 9-10] provide definitions for ontological commit-
ments in the extensional and intensional sense, although only in the intensional sense is
a specification called an ontological commitment per se.

Fix L to be some variant of a first-order logical language, with purely relational
vocabulary V — that is, a set of constants and predicate symbols, but no function symbols.

Definition 2.2.8 (Extensional first-order structure). Let L be a first-order logical lan-
guage with relational vocabulary V and S = (D,R) an extensional relational structure.
An extensional first-order structure (or model for L) with respect to a system S is a tuple
M = (S,I) where I (called an extensional interpretation function) is a total function
I :'V — DUR mapping each v € V to either an element of domain D or an extensional
relation R; € R.

The reader familiar with model theory will note this is a very standard definition
of structure for first-order languages, as is presented for instance in Hedman [173, p. 59].
Guarino extends this definition to the intensional case.

Definition 2.2.9 (Intensional first-order structure or ontological commitment). Let L
be a first-order logical language with relational vocabulary V and C = (D, W,R) an
intensional relational structure (or, equivalently, a conceptualization). An intensional
first-order structure for L is a tuple K = (C,Z) where Z (called intensional interpretation
function) is a total function Z : V. — D U R mapping each v € V to either an element of
domain D or an intensional relation R; € A.

Intuitively, the term ontological commitment is used as a reference to Quine’s
ontological commitments in how they are used to restrict what ontologies are able to
refer to. Indeed, ontological commitments may be used to constrain models of a given
language, giving rise to the concept of intended models.
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Definition 2.2.10 (Intended models). Let C = (C, W, R) be a conceptualization (as per
2.2.7), L a first-order logical language with vocabulary V and K = (C,Z) an ontological
commitment. A model M = (S, I), with S = (D, R) is an intended model according to K
iff:

1. For all constant symbols ¢ € V, I(c) = Z(c)

2. There exists a world-state w € W such that, for each predicate symbol v € V, there
exists an intensional relation p € R such that Z(v) = p and I(v) = p(w).

The set Ix(L) of all models of L that are compatible with K is called the set of intended
models of L according to K.

Condition 1 of the above definition states constant symbols need to be mapped to
identical elements of the universe of discourse. Condition 2 states there must be a world-
state w in which each every predicate symbol v is mapped to an intensional relation p
whose value p(w), at that world-state, coincides with the extensional interpretation of the
predicate I(v). In other words, there must be a world where intensional and extensional
counterparts coincide.

The purpose of intended models is not to match a given conceptualization, but
rather to bound the interpretation of such conceptualization to a certain perimeter of
models. As per Guarino [155]:

A set of intended models is therefore only a weak characterization of a con-
ceptualization: it just excludes some absurd interpretations, without really
describing the “meaning” of the vocabulary [155].

In [155, p. 5], Guarino provided yet another revised, natural language definition
of ontology stemming from intended models. What follows is the slightly shortened and
modified version of the same natural language definition encountered in [160, p. 11], for
this version emphasizes more clearly Guarino’s view of what constitutes an ontology is
functional, viz. it is based on what is an ontology’s purpose.

Definition 2.2.11 (Ontology by Guarino et. al). An ontology is a logical theory designed
to account for the intended meaning of the vocabulary used by a logical language.

5 later revisits the matter of defining ontologies in a much more pragmatic sense,
but for now the term ontology (with a lower-case O) in the context of applied Ontology
may be understood as presented in the formal definition below.

Definition 2.2.12 (Ontology). Let C be a conceptualization, L be a logical language
with vocabulary V and K be an ontological commitment. An ontology Ok for C with
vocabulary V and ontological commitment K is a logical theory consisting of a set of
formulas L designed so that the set of its models approximate as well as possible Ix(L),
the set of intended models of L according to K.

Guarino’s definition of ontology is, intuitively, a logical theory which attempts to
capture ontological commitments. It reverses the roles of ontological commitments when
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compared to Gruber [150]’s view — ontologies arise from ontological commitments and not
vice-versa. Intended models commit to a certain conceptualization and an ontology in the
current sense reflects this commitment by attempting to approximate its intended models.
In other words, ontology specification strives to internalize ontological commitments as
much as possible, however there may be a gap between the set of intended models and
the set of models which satisfy the logical theory of an ontology. This may be visualized
in figure 2.4 below, where the set of models which satisfy the ontology Og does not match
the set of intended models I (L).

Conceptualization C
A

Commitment K = (C, I}

Language L

Modeis M(L)

Ontology O

Intended Models Ik (L)

Figure 2.4: How an ontology arises as a specification of a conceptualization. From [155,
p. 5] and [164, p. 8].

Notice Guarino’s definition is not prescriptive, viz. it does not impose any sort of
restrictions nor does it provide a process through which one may decide which domain,
vocabulary or language to use. Furthermore, the definition of ontologies places them in a
sort of conceptual vacuum. It does not provide a direct framework or way for ontologies
to interact with each other, aside from perhaps the underlying ontological interrelations
that may be drawn at the meta-theoretical level through set theory. For instance, one
could say a proper sub-ontology Ox = L’ of an ontology Ox = L according to Guarino is
such that L' C L.

Additionally, it is imperative to note that Guarino’s definition does not state that
L is, exclusively, first-order logic. This illustrates that existence in applied Ontology is
not contingent on any dogmatic imperatives such as what Quine had argued for. Fur-
thermore, it is perhaps inconsistent that Guarino’s definition (and, by extension, many
definitions built upon it) utilizes Quine’s ontological commitments as its foundations, but
rejects Quine’s view on first-order logic as the de facto language for representing existence.
However, it is not contradictory. This is because an ontology, as per Guarino, does not
aim to represent reality in its entirety and, as such, may accommodate or represent several
forms of existence.

Despite the aforementioned lack of prescriptivity and internalized tools for ontology
interaction in definition 2.2.12, the third tenet of the original definition of ontology (i.e.
definition 2.2.3) is the sharing aspect of conceptualization. Thus, the matter of ontological
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interaction is an integral part of Applied Ontology, and it has been acknowledged as such
since the foundational period of the area, including by Guarino [155, 158], Gruber [150)]
and Bylander and Chandrasekaran [58]. Guarino, Oberle, and Staab [160] rely on the
semiotic triangle devised by Ogden and Richards [281], based on work by Saussure, Frege
and Peirce, to explain why conceptualizations must be shared — the main point being
shared vocabulary alone is not enough to ensure clear reasoning in a multiagent scenario.
Thus, although definition 2.2.12 places ontologies in individual vacuums, the process of
constructing a particular ontology requires consensus at the meta-ontological level. In
fact, this is what the expression “approximates as well as possible” is encapsulating.

Chapters 3 and 4 revisit the topics of choice of language, vocabulary and domain,
alongside the matters of ontology integration, interoperability and granularity. For the
time being, definition 2.2.12 suffices as a starting point to specify what is the subject
matter of applied Ontology.

2.2.3 On the philosophy of applied Ontology

EFORE heading into the next chapter, it is necessary to examine the philosophy of
B applied Ontology. The reason for doing so is to clearly set applied Ontology apart
from other similar-sounding branches of Ontology. This section, then, doubles as a pref-
ace to understand the mindset and philosophical assumptions behind the ontologies to
described in the forthcoming chapter.

Perhaps an initial question one may ask is whether applied Ontology as practiced
is still tethered to any particular philosophical underpinnings. There are indeed varying
degrees of explicit philosophical concern in papers in the area, ranging from none (such
as more machine-oriented and domain-focused works, see for instance [14, 209, 395, 398])
to foundational works such as previously cited [46, 150, 155, 361, 376]. But is there a
common philosophical aspect shared among the literature? Bihan and Barton [40] argue
this question has a positive answer®:

Applied ontologies are often based on metaphysical principles that are not
inspired by contemporary physics. These principles are sometimes closer to
common sense (and the naive physics coming with it) or classical physics. |...]

Other applied ontologies do not rely as explicitly on human common sense
but aim at providing an ontology compatible with some special sciences such
as biomedicine, where the first aim is not to develop metaphysical principles
inspired by contemporary physics. This is due to the fact that for their largest
part, many special sciences such as biomedicine do not require the use of
physical models more elaborate than naive or classical physics. [40, p. 4]

To put the quote above into context, Bihan and Barton are interested in providing
an argument for the usefulness of analytic metaphysics by extending the heuristic value
argument of French and McKenzie [126]. Hence, the term “metaphysical principles” in the
quote refers to are principles from analytic metaphysics. Regardless of the dispute sur-
rounding analytic metaphysics, one may check that indeed none of the previous definitions

5In this excerpt, the term “applied ontologies” refers to ontologies in the sense defined in the previous
section.
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of ontology presented in the previous section considered scientific standards. Bihan and
Barton [40] further dissect another philosophical position permeating applied Ontology:

[...] an ontology built upon a non-physicalist methodology might facilitate
computations. [...| using somewhat simpler metaphysical principles from an-
alytic metaphysics (rather than a description based on contemporary physics)
might be a way to ensure that the logical consequences remain computable in
a reasonable time for practical purposes. Additionally, these principles enable
human users to browse and use the ontology more easily than if it was based
on e.g. quantum mechanical or relativistic principles. [40, p. §]

The literature on applied Ontology is also generally pragmatic, as the prioritization
of computational tractability is a primary concern. This is highlighted by Grenon and
Smith [147]:

[...] aline should be drawn between external reality and whatever our systems
of private or collective representation might be. The focus of ontology is not
the latter, but the former. But there is nonetheless some truth behind the
motivations of the pragmatist conceptualist: for one thing, we do want our
representations to be useful; for another, people do actually differ and disagree
in their representations of the world. [146, p. 78]

It is evident, then, that applied Ontology incorporates elements from both (ana-
lytic) metaphysics and conceptual pragmatism. One may also inquiry whether applied
ontologists respect the traditional epistemology vs. ontology divide. Although ontologies
are devoid of epistemological content®, the process through which they are built across the
literature of applied Ontology is not. This assertion is not unexpected, as it is consistent
with the “shared” tenet of ontology construction. This is evidenced once again by Grenon
and Smith [147]:

[...] the ontologist who is concerned with reality must make provisions for
the evolution and refinement of the views underlying her work. [...] We must
be ready to abandon views and introduce unforeseen elements, even if this
requires us to redo laborious work.

[...] as ontologists, our methodology must also make provisions for the pos-
sibility of maintaining equally legitimate realist perspectives on reality. [147,

p. 79-80]

In broad strokes, one may characterize the philosophical views shared by the ma-
jority of the applied Ontology as clearly being still tied to metaphysics (albeit clearly not
in a traditional sense as described in section 2.1, being much closer to analytic views),
and guided by both conceptual pragmatism and realist adequatism and perspectivalism
[40, 147, 250]. The interested reader may refer to [147] and the third chapter of [165] for
a much deeper foray into the philosophy of ontological analysis in the context of applied
Ontology.

6This, again, relates to the fact that ontologies merely attempt to capture models ascribed by onto-
logical commitments.
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In conclusion, it is imperative to issue a terminological warning. Applied Ontol-
ogy is not to be confused with “Scientific Ontology”, a term coined by Chakravartty [78].
Applied Ontology is clearly oriented towards a formal, machine-oriented treatment of its
subject matter (i.e. ontologies), driven by the recently mentioned philosophical views. In
contrast, Scientific Ontology is an account of Ontology based naturalized metaphysics, a
distinct branch of Ontology. In addition, in certain contexts, the term “applied Ontology”
is used to refer to a concept that is, in fact, not applied Ontology at all. For instance,
Jacquette [196] uses the terms “applied Ontology” and “applied scientific Ontology” in-
terchangeably — both being much closer to analytic Ontology than to applied Ontology
in the current sense. It is perhaps fortuitous that such a semantic discrepancy has arisen,
as it serves to illustrate the limitations of natural language as a means of developing
ontologies that can guarantee interoperability.
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Chapter 3

From Metaphysics to Industry

THE following quote may be considered an adequate introduction to the chapter’s ob-
jectives:

We find it remarkable that an activity that traces its origins to the work of
philosophers who lived more than two millennia ago has become central to
the development of modern information technology. [159, p. 2]

The “activity” Guarino and Musen refer to is, of course, Ontology in the sense that
is described in the historical remarks of chapter 2. This chapter will examine the ways in
which applied Ontology has become a central concept in modern information technology.
It will present a number of concrete instances of ontologies currently being used in several
domains, including industry, science, and academia. It will also inspect what choices of
domain, language each ontology possesses and what ontological commitments they are
bound to. Such inspection will demonstrate the relationship between theoretical concepts,
as presented in the previous chapter, and their applications.

3.1 A taxonomy of ontologies

IVEN the absence of universal consensus or enforced choice of language, domain, and
G vocabulary, it is evident that there exist a multitude of ontologies in the literature.
This observation, coupled with the problem of integrating different ontologies, has led
Guarino [155, p. 7-8] to propose a taxonomy of ontologies based on their level of generality,
illustrated in figure 3.1:

o Top-level ontologies describe the most general concepts such as space, time, matter,
object, event, action, among other. These concepts are independent of a particular
problem or domain. Guarino suggests using unified top-level ontologies in cases
where there is a large community of users.

e Domain and task ontologies describe the vocabulary related to a generic domain
(like medicine, automobiles, law) or a generic type or activity (such as diagnosing,
selling, judging) by specializing terms introduced in a top-level ontology.
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o Application ontologies describe concepts specific to a particular domain and task,
usually consisting of specializations of both related ontologies. The concepts corre-
spond to the roles played by domain entities performing a certain activity, here are
some examples:

— autotmmune disease in the domain medicine and task diagnosing.

— spare component in the domain automobiles and task building.

— lawsuit in the domain lew and task judging.

’ Top-level ontology ‘

’Domain ontology‘ ’Task ontology‘

’Application ontology‘

Figure 3.1: Guarino’s taxonomy of ontologies, extracted from [155] (and originally pre-
sented in [157]).

The computer science oriented reader may initially regard application ontologies as
being merely data or knowledge bases, where each entity is a row of a database or a node
in a knowledge base. This is not the case, for application ontologies distinguish them-
selves for two reasons. Firstly, the purpose of ontologies is to represent state-independent
information whereas data and knowledge bases store both state-independent and state-
dependent information (such as a list of currently known diseases or active lawsuits).
Secondly, for the purpose of an ontology is also to capture the semantics behind concepts
and provide a framework for reasoning about them. Conversely, databases are concerned
with the systematic storage of structured data. Furthermore, knowledge bases may be
regarded as a superset of ontologies and databases, as they allow for reasoning and storage
of structured data simultaneously [155, p.8] [199].

The next few sections present examples of top-level, domain, and task ontologies.
The deliberate choice to omit application ontologies lies in how they differ from task or
domain ontologies.

Application ontologies are more finely grained than domain ontologies, and are
tailored to the specific needs of a particular application, such as healthcare, manufac-
turing, or finance. In general, application ontologies utilize concepts and relationships
from domain ontologies while also including additional concepts and constraints that are
specific to the application context. For example, an ontology of sports designed to cap-
ture concepts and relationships between sports-related concepts, across all existing sports
such as football, basketball, volleyball etc. would be considered a domain ontology. An
ontology of football based on the ontology of sports, with additional concepts and re-
lationships specific to football, would comprise application ontology. In summary, the
distinction lies in the level of specialization and granularity. As the focus of this chapter
is directed towards issues concerning applied Ontology as a whole, it is not within scope
of this discussion to address the specific of application ontologies.
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There are, however, outliers which do not conform to Guarino’s taxonomy. A
domain ontology does not necessarily need to be derived from a top-level ontology —
as previously remarked, the definition of ontology allows for an “ontological vacuum” of
sorts in which ontologies can freely exist without being aware of each other. One possible
term for ontologies which do not conform to Guarino’s taxonomy is deviant ontologies.
Deviant ontologies can exist at any level of the taxonomy and a particular example will
be described in section 3.4.

Another crucial concept in the field of applied Ontology is that of an ontological
foundry, which directly relates to the “shared” aspect of ontological analysis. An on-
tological foundry or simply foundry is an organization which maintains and develops a
collection of ontologies, deviants or not, focusing on maintenance and ontological qual-
ity. Foundries address the aforementioned “ontological vacuum” by developing tools that
facilitate collaboration and interoperability of ontologies. The number of ontologies man-
aged by a foundry can range from a single one to more than a hundred [171, 209, 269,
362]. A few examples of ontological foundries are:

» The Open Biological and Biomedical Ontologies (OBO) Foundry [362].
o The Industrial Ontologies Foundry (IOF) [209].
o The Ontology-Driven Data Documentation for Industry Commons (OntoCommons)

[2].

Figure 3.2 proposes an extension of Guarino’s taxonomy, which considers deviant
ontologies and foundries.

’ Top-level ontology ‘

Domain ontology - ‘ ]Task ontology g ‘ ]Deviant ontology g

’Application ontology Fﬂ

Figure 3.2: An extension of Guarino’s taxonomy of ontologies. The subscript F'? denotes
an ontology optionally belongs to a foundry.

3.2 Top-level ontologies

oP-level ontologies, also called upper or foundational ontologies, attempt to provide
T an answer to the following foundational question — in a classification of reality, what
is the structure of the very top level? [198]. In answering this question, top-level ontologies
provide a useful base or foundation of categories! upon which to build domain and task
ontologies, usually facilitating their integration in a practical application [303, p. 573].
Top-level ontologies are particularly biased in a sense, for the ontological commitments

LA category being an overall “class of entities”, a distinguished set of the domain of a given ontology.
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they capture are very broad and often correspond to assumptions about the nature of
categories themselves.

As Jansen [198] notes, the very first top-level ontology (in the traditional philo-
sophical sense) is Aristotle’s list of categories, for it is an attempt to characterize all reality
via classes of entities. It can be reasonably argued that every ontology described in the his-
torical subsections of chapter 2 can be considered a top-level ontologies. This is because
the philosophical discipline of Ontology has always sought to address the fundamental
question of what exists. Nonetheless, none of the aforementioned ontologies align with
the definition of ontology, as they were never presented through a formal representation
language.

This section presents top-level ontologies which are in fact compliant to Guar-
ino’s definition, and it seeks to familiarize the reader with the array of responses to the
aforementioned foundational question. The objective of this section is not to examine
the philosophical presuppositions and ontological commitments of each ontology. How-
ever, it is necessary to briefly discuss such topics when presenting the classes an ontology
contains. For a treatise dedicated to the philosophical principles underlying in top-level
ontologies, the reader may refer to [198]. Gangemi et al. [130] and J. F. Sowa [367] analyze
how choosing a philosophical principle concretely affects the task of building a top-level
ontology. Lastly, the reader may refer to the thorough survey [287] dedicated to top-level
ontologies.

Cyc

The Cyc top-level ontology consists of not only a top-level ontology but an overall project
whose aim is capture common-sense knowledge and reasoning, covering all things from
abstract ideas to concrete entities. The Cyc project started in the 1980s led by Douglas
Lenat and has been under active development since, although now under guidance of the
Cycorp company [358]. Cyc is a closed source ontology, meaning one cannot examine its
implementation details to understand its structure, but an open variant named OpenCyc
was released by Cycorp in 2002 as a subset of its closed counterpart. As of 2021, Cyc
contains around 1.5 million concepts (i.e. a vocabulary of 1.5 million terms and relations)
and around 25 million rules to reason about those concepts (i.e. the ontological theory
consists of at least 25 million axioms) [104, p. 6].

Cyc is not particularly opinionated as far as its actual “top-level” structure goes,
with no explicit ontological commitments. One key relation in Cyc’s vocabulary is the “is-
a” relation, for every concept in Cyc descends from a top Thing concept via this relation.
The “is-a” relation allows for multiple inheritance as can be seen from the snapshot of
Cyc’s top-level structure in figure 3.3 [287, p. 85-86].

The representation language of choice for Cyc is called CycL. CycL is not a logic per
se, such as first-order logic or first degree entailment [282], but rather a language heavily
influenced by the programming language Lisp and predicate calculus. Initially, CycL
started out as an extension of RLL, a frame-based? Representation Language Language,
also developed by Douglas Lenat [145], but it has since been rebuilt to increase expressive

2A frame is a structure initially devised by Minsky [257] to represent situations in a machine-readable
format. Minsky was originally interested in the problem of representing knowledge purely in the context
of artificial intelligence.
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Figure 3.3: Cyc’s top-level concept structure, adapted from [287, p. 84]. Observe how
certain concepts inherit from more than one concept, such as IntangibleStuff and
Attribute.

power [227]. Hence, the language is split between a frame language and a constraint
language — the frame language encodes knowledge and the constraint language constrains
knowledge and allows for reasoning. Additionally, the language is further split into so-
called epistemological and heuristic levels, called EL and HL respectively, and most of
the inference reasoning happens at the heuristic level because of efficiency concerns [226,
p. 50-53].

What follows is an example of how to encode knowledge in Cycli, creating ef-
fectively what is known as a knowledge base. Because CycL is built on top of Lisp, all
CycL-specific keywords (called units) in the language are prefixed by #7, including con-
stants, predicates, quantifiers, and functions. For instance, the aforementioned “is-a”
predicate is represented in CycL as #%IsA (technically, predicates behave as truth func-
tions). Suppose one would like to represent two employees of a certain company in CycL
and specify both work in the same department. To do so, it is necessary to use CycL’s
frame and constraint languages.

First, one needs to declare two CycL. units, Alice and Bob, which represent the
two employees, as shown in listing 3.2.

#hAlice
#/%instanceOf (#%ComputerEngineer #JEmployee)
#hage (31)
#/worksAt (#% AcmeCompany)

#/%workingDepartment (#)ResearchAndDevelopment)

#%Bob
#/instanceOf (#%Physicist #J/Employee)
#hage (29)
#%worksAt (#%AcmeCompany)

#/%workingDepartment (#)ResearchAndDevelopment)
Listing 3.1: Units representing knowledge about employees.

The knowledge base may be tested by declaring other units via the constraint
language. Listing 3.2 illustrates some built-in units in CycL for knowledge reasoning and

querying.
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(#%AllHaveSame (#%Employee #)alllInstances) #}workingDepartment)
(#),ThereExists x (#),Employee #)alllnstances)
(#%instance0f x #/Physicist))
(#%GreaterThan (#%Bob #jage) 30)
(#%IsA #)Alice #/ComputerEngineer)
Listing 3.2: Statements on the knowledge base defined in figure 3.2. Observe the third
statement is not true and hence if executed by Cyc, would return false.

BFO

The Basic Formal Ontology (BFO) is a top-level ontology originally devised by Grenon
and Smith [148] in the context of geospatial reasoning®. As opposed to Cyc, BFO does
not aim for a comprehensive account of common-sense knowledge — rather, it is fully
committed to being a small, upper ontology designed for ontological integration.

BFO is heavily inspired by the Aristotelian approach to ontology building, and
as such it is also clear on what philosophical principles it incorporates as ontological
commitments [40]. At the top of the categories is Entity, similar to Cyc’s Thing. All
other categories descend from Entity, its direct children being Continuant and Ocurrent.
Occurrent correspond to entities which persist through time by having temporal parts,
such as a life or an action (smiling, frowning, raining), whereas Continuant correspond
to entities existing in a given instant in time?, such as a person or a smile. By making
this distinction, Bihan and Barton [40] note BFO is recalling the philosophical issue of
temporal parts, in particular the perdurantism vs. endurantism debate. BFO’s answer to
the debate is ecumenical, as it internalizes both views.

As a side effect of its ecumenical position, BFO may be broken down into two
disjoint sub-ontologies [249, p. 2|:

o SNAP: a series of snapshot ontologies Oy indexed by time — at the top of each
ontology lies the category Continuant

o SPAN: a single videoscopic ontology O, whose top category is Occurrent.

An ontology in SNAP represents entities existing at a given moment in time,
whereas SPAN represents entities unfolding through time. The SNAP ontologies are
further subdivided into 18 categories and SPAN is subdivided into 17 categories. Partic-
ularly, BFO also makes the distinction between universals and particulars [40] It is not
in scope to dive into each of BFO’s categories. However, the following may be asserted:
unlike Cyc, BFO is intended to be light and extensible with only 36 categories as pictured
in figures 3.4 and 3.5.

Otte, Beverley, and Ruttenberg [284] note BFO is committed, at a high-level, to
three specific principles:

3As an interesting historical remark, it may be noted Pierre Grenon worked at Cycorp prior to devel-
oping BFO.

4Tt should be noted that such an entity may exist in more than one instant in time. However, its
existence must be explicitly stated at all instants where applicable.
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Figure 3.4: BFO categories from SNAP, extracted from [284].
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Figure 3.5: BFO categories from SPAN, extracted from [284].

1. Ontological Realism: BFO strives to represent actual reality and not language,
concepts or mental representations of reality.

2. Fallibilism: BFO is subject to change given new scientific discoveries. This is ev-
idenced by the fact that BFO has several versions with varying degrees of change
among them.

3. Adequatism: In BFO, entities in scientific disciplines should not be reduced to some
other domain of science deemed more fundamental.

As Otte, Beverley, and Ruttenberg [284, p. 5-7] note, BFO allows for mereological
and spatio-temporal reasoning. Its theory of parts is based on Minimal Extension Mere-
ology (MEM) [354] and its support for temporal reasoning is based on Allen’s algebra
[6]. Thus, the is_a relation is responsible for constructing the hierarchy of classes, and
several other relations exist to encode and internalize MEM and Allen’s algebra. For
instance, an Occurrent may be a temporal_part_of another Occurrent; a Continuant
may participate_in a Process (which in turn is_a Ocurrent). Unlike Cyc, BFO’s
is_a does not support multiple inheritance.

In terms of representation, BFO has been presented in several representation lan-
guages, depending on its version. Due to being rooted in fallibilism, there are actually
several iterations or versions of BFO, the most distinct being BFO 1.1 and BFO 2.0
[343]. BFO 1.1 has been axiomatized using three different representation languages: a
sub-language of the Web Ontology Language (OWL) named OWL-DL, the OBO Format
(OBOF) and Isabelle, whereas BFO 2.0 dropped Isabelle in exchange for a dialect of
Common Logic (CL) [366], the Common Logic Interchange Format (CLIF). Section 3.5
and chapter 7 discuss at length, but for the time being it suffices to note they are all
based on (a fragment of) first-order logic. As a matter of fact, the ISO/IEC 21838-2:2021
standard axiomatizes BFO using first-order logic [191].
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In order to gain a more a more concrete understanding of the nature of BFO, it is
necessary to examine some fragments of BFO’s OWL-DL and CLIF representation. List-
ing 3.2 presents the top-most category, Entity, in the OWL-DL representation language
as extracted from the source code®. Listing 3.2 also presents the same top-most category,
Entity, in CLIF.

1 <owl:Class rdf:about="http://purl.obolibrary.org/obo/BF0_0000001">

2 <rdfs:label xml:lang="en">entity</rdfs:label>

3 <rdfs:subClass0f rdf:resource="http://www.w3.0rg/2002/07/owl#Thing"
/>

4 <ns2:BF0_0000179>entity</ns2:BF0_0000179>

5 <ns2:BF0_0000180>Entity</ns2:BF0_0000180>

6 <ns2:TA0_0000600 xml:lang="en">An entity is anything that exists or
has existed or will exist. (axiom label in BF02 Reference: [001
001])</ns2:IA0_0000600>

7 <ns2:IA0_0000112 xml:lang="en">Julius Caesar</mns2:IA0_0000112>

8 <ns2:TIA0_0000112 xml:lang="en">Verdikapos;s Requiem</
ns2:IA0_0000112>

9 <ns2:TA0_0000112 xml:lang="en">the Second World War</
ns2:IA0_0000112>

0 <ns2:TA0_0000112 xml:lang="en">your body mass index</
ns2:IA0_0000112>

1 <rdfs:isDefinedBy rdf:resource="http://purl.obolibrary.org/obo/bfo.

owl"/>
</owl:Class>

N}

Listing 3.3: BFO’s Entity represented in OWL-DL.
1 (cl-text http://ontohub.org/bfo/Entity.clif

3 (cl:import http://ontohub.org/bfo/aux/unaryRelation.clif)
\ (cl:import http://ontohub.org/bfo/exists_at.clif)

6 (cl:comment " skskskskkskskkkkkkkkkkkkkkkkkx ')

7 (cl:comment 'Declarations and defined expressions')
s (cl:comment " skkskkkkkokokskkkkokkkokkkkkkk ')

1o (unaryRelation Entity)

1 (Cl:comment ' skskskokskok sk skok sk ok sk sk ok sk ok sk ok ok ok sk sk ok 1)
13 (cl:comment 'Axioms ")
1 (Cl:comment sk sksk sk skok sk ok ok s ok ok sk ok ok ok ok k ok ok ok 1)

6 (forall (x)

7 (if

18 (Entity x)

19 (exists (t)

20 (and

21 (TemporalRegion t)
22 (exists_at x t)))))

5Tt should be noted the commentaries with examples of entities are indeed included in the source code
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)
Listing 3.4: BFO’s Entity represented in CLIF.

Observe that there aren’t any axioms concerning Entity, as it is taken as a prim-
itive. In OWL-DL, Entity is based on OWL’s internal Thing class, while in CLIF it
is represented via a unary relation. TemporalRegion is a category that has also been
encoded in both representation languages. Listing 3.2 presents the TemporalRegion en-
coded in OWL-DL, whereas listing 3.2 presents the same category in CLIF.

<owl:Class rdf:about="http://purl.obolibrary.org/obo/BF0_0000003">
<rdfs:label xml:lang="en">occurrent</rdfs:label>
</owl:Class>
<!-- http://purl.obolibrary.org/obo/BF0_0000008 -->
<owl:Class rdf:about="http://purl.obolibrary.org/obo/BF0_0000008">
<rdfs:label xml:lang="en">temporal region</rdfs:label>
<rdfs:subClass0f rdf:resource="http://purl.obolibrary.org/obo/
BFO_0000003"/>
<owl:disjointWith rdf:resource="http://purl.obolibrary.org/obo/
BFO_0000011"/>
<owl:disjointWith rdf:resource="http://purl.obolibrary.org/obo/
BFO_0000015"/>
<owl:disjointWith rdf:resource="http://purl.obolibrary.org/obo/
BFO_0000035"/>
<ns3:TIA0_0000602>(forall (x) (if (TemporalRegion x) (Occurrent x)))
// axiom label in BF02 CLIF: [100-001] </ns3:IA0_0000602>
<ns3:IA0_0000601 xml:lang="en">Every temporal region t is such that
t occupies_temporal_region t. (axiom label in BF02 Reference:
[119- 002])</ns3:IA0_0000601>
<ns3:TA0_0000116 xml:lang="en">Temporal region doesn&apos;t have a
closure axiom because the subclasses don&apos;t exhaust all
possibilites. An example would be the mereological sum of a
temporal instant and a temporal interval that doesn&apos;t overlap
the instant. In this case the resultant temporal region is
neither O-dimensional nor 1-dimensional</ns3:IA0_0000116>
<ns3:BF0_0000180>TemporalRegion</ns3:BF0_0000180>
<ns3:BF0_0000179>t-region</ns3:BF0_0000179>
<ns3:TIA0_0000602>(forall (r) (if (TemporalRegion r) (
occupiesTemporalRegion r r))) // axiom label in BF02 CLIF:
[119-002] </ns3:IA0_0000602>
<ns3:IA0_0000602>(forall (x y) (if (and (TemporalRegion x) (
occurrentPart0f y x)) (TemporalRegion y))) // axiom label in BF02
CLIF: [101- 001] </ns3:IA0_0000602>
<ns3:IA0_0000600 xml:lang="en">A temporal region is an occurrent
entity that is part of time as defined relative to some reference
frame. (axiom label in BF02 Reference: [100-001])</
ns3:IA0_0000600>
<ns3:IA0_0000601 xml:lang="en">All parts of temporal regions are
temporal regions. (axiom label in BF02 Reference: [101-001]) </
ns3:IA0_0000601>
<rdfs:isDefinedBy rdf:resource="http://purl.obolibrary.org/obo/bfo.
owl"/>
</owl:Class>
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<!-- http://purl.obolibrary.org/obo/BF0_0000011 -->
<owl:Class rdf:about="http://purl.obolibrary.org/obo/BF0_0000011">
<rdfs:label xml:lang="en">spatiotemporal region</rdfs:label>

5 </owl:Class>

<!-- http://purl.obolibrary.org/obo/BF0_0000015 -->
<owl:Class rdf:about="http://purl.obolibrary.org/obo/BF0_0000015">
<rdfs:label xml:lang="en">process</rdfs:label>
</owl:Class>
<!-- http://purl.obolibrary.org/obo/BF0_0000035 -->
<owl:Class rdf:about="http://purl.obolibrary.org/obo/BF0_0000035">
<rdfs:label xml:lang="en">process boundary</rdfs:label>
</owl:Class>

Listing 3.5: TemporalRegion represented in OWL-DL.

(cl:text http://ontohub.org/bfo/TemporalRegion.clif
(cl:import http://ontohub.org/bfo/Occurrent.clif)

(cl:comment ' skskskskskokskskokskokkkkskkkkkkkkk ')

(cl:comment 'Declarations and defined expressions')
(cl:comment " skskskskokokskokokskokskkokskkkkkkkkk ')

(Universal TemporalRegion)
(isA TemporalRegion Occurrent)

(forall (x)

(iff
(TemporalRegion x)
(occurrent_part_of x time_R)

))

(cl:comment 'Because of the reflexivity of occurrent_part_of it
follows:

(TemporalRegion time_R)

")

(cl:comment ' sk kskskkskskokskkokkkokkkkkkkkk ')
(cl:comment 'Axioms ")

5 (cl:comment ' kskskokskskokskkokkkokkkokkkkkkk ')

(cl:comment "All temporal regions are either 0D or 1D. [FN0O09-0011")
(forall (t)
(iff
(TemporalRegion t)
(or
(1DTemporalRegion t)
(ODTemporalRegion t))))

5 (cl:comment "Every temporal region occupies_temporal_region itself.

[137-0011")
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(forall (x)
(if
(TemporalRegion x)
(occupies_temporal_region x x)))

(cl:comment ' skskskskokskskokkkokkkkkkkkkkkk ')

(cl:comment 'Theorems ")
(cl:comment ' skskskskskokskskokkokkkkkkkkkkkkk ')

5 (cl:comment "All occurrent_parts of temporal regions are temporal

regions. [101-002]")

(forall (x y)
(if
(and
(occurrent_part_of x y )
(TemporalRegion x))
(TemporalRegion y) ))

Listing 3.6: TemporalRegion represented in CLIF.

Despite both languages being deemed adequate to represent BFO by its developers,
they are quite distinct not only in terms of syntax but also modularity, orthogonality, ex-
pressivity, implementation details, and performance. As BFO is an open source ontology?®,
the interested reader may refer to the actual code to understand its inner workings.

DOLCE

The Descriptive Ontology for Linguistic and Cognitive Engineering (DOLCE) is a top-
level ontology initially developed as part of the WonderWeb Project [250] and remains
under active development at the Istituto di Scienze e Tecnologie della Cognizione (CNR-
ITSC)’s Laboratory of Applied Ontology led by Guarino [249, p. 4]. Borgo et al. [44]
present a historical account on DOLCE and its variants, which will be reproduced shortly.

Similarly to other top-level ontologies, DOLCE is clear on what principles it stands.
DOLCE is, as its name suggests, designed towards human common sense and natural
language, and it is committed to ease interaction with human agents by “making already
formed conceptualizations explicit” [40, 250], positioning itself fully as descriptive. As
Borgo et al. [44, p. 2] note, DOLCE’s response to the universal vs. particular debate
is that all entities are particulars, whereas properties and relations are universals. This
means the top-level class in DOLCE’s taxonomy is explicitly Particular, as depicted in
figure 3.6. DOLCE sits in-between BFO and Cyc in terms of dimensions, with around
200 classes and 40 axioms in its OWL representation.

In [154], Guarino outlines a personal history of DOLCE and compares it with BFO
in terms of principles and philosophical choices. Borgo et al. [44, p. 3-4] clearly lay out
the principles behind DOLCE’s taxonomical and axiomatic choices:

o Continuants vs. occurrents: Similarly to BFO, DOLCE distinguishes and internal-

Shttps://github.com/BFO-ontology /BFO
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Figure 3.6: Fragment of DOLCE’s taxonomy, extracted from [44].

izes endurants (in BFO’s terminology, ocurrents) and perdurants (in BFO, contin-
uants). In order to connect these two kinds of entities, DOLCE provides a special
relation called “participation” — an endurant participates in a perdurant. This is
radically different compared to BFO, where continuants and ocurrents (i.e. the
SNAP and SPAN ontologies) are seen as “different views” of reality, which do not
connect or talk with each other [154, p. 7].

o Independent vs. dependent entities: DOLCE also distinguishes between dependent
and independent entities. Dependent entities, such as features, depend on some

physical object to exist, which in turn depend on the existence of at least one event
(its life).

e Processes vs. events: As per figure 3.6, processes and events are different types of
perdurants. Their distinction is mereological — in short, events are not cumulative.

o Properties, qualities and quantities: In DOLCE, qualities are entities which can
be perceived and measured. DOLCE includes a typology of qualities to allow for
type-based comparison of qualities.

o Function and role: Despite having a Role class, DOLCE does not explicitly formal-
ize functions and roles (unlike BFO) but includes a “classification” relation which
connects roles to other entities.

o Relations: Aside from aforementioned “participation” and “classification” relations,
DOLCE also contains “parthood” and “constitution” relations. “Parthood” is time-
indexed when connecting endurants and atemporal when connecting perdurants or
abstracts, while “constitution” relates spatio-temporally co-located entities. As an
example, Borgo et al. [44] cite the relation between the matter constituting a statue
and the statue itself.

Concerning representation languages, DOLCE was the first top-level ontology to
be formalized using first-order logic [250], with a proof of consistency later devised by Kutz
and Mossakowski [212]. The actual logic of choice was the first-order quantified modal
logic QS5 as presented by Fitting and Mendelsohn [121] plus the Barcan and converse
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Barcan formulas which state, when interpreting modality as necessity and possibility, that
all possible entities are real entities. This characterizes DOLCE as a possibilist ontology,
i.e., its domain of discourse consists of all possible entities [44, p. 5].

The axioms below are extracted from DOLCE’s QS5 axiomatization and relate
to the “constitution” relation, as presented in [250] and later re-presented in [44]. The
right-side notes refer to the axiom labels in [250].

K(z,y,t) — ((ED(z) V PD(x))) A (ED(y) V PD(y)) AT(t) Constitution typing, Ad20
K(z,y,t) — (PED(x) <+— PED(y)) Ad21
K(z,y,t) — (NPED(x) <— NPED(y)) Ad22
K(z,y,t) — (PD(z) <— PD(y)) Ad23
K(z,y,t) = —K(y, z,t) Ad24
(K(z,y,t) NK(y, 2,1)) — K(z, 2,t) Ad25
K(z,y,t) = (PRE(z,t) A PRE(y, 1)) Ad26
K(z,y,t) +— V' (P(t,t) = K(z,y,t)) Ad27

As previously mentioned, “constitution” is a temporal relation between two enti-
ties, it is represented as K(z, y, t) meaning x constitutes y at instant in time ¢. The symbol
t' represents an instant in time different from ¢. The symbols PRE and P represent the
relations “being present at” and “parthood” — PRE(x,t) means x is present at ¢ and
P(x,y) means x is part of y while P(x,y,t) means z is part of y at time ¢". The terms
XYZ(z) reads as x is XYZ, where XYZ is one of DOLCE’s classes (e.g. ED, PD, T, etc.) as
shown in figure 3.6.

As QS5 is not a representation language, nor is it decidable [208], Masolo et al. [250]
also represented DOLCE in the Knowledge Interchange Format (KIF) [132], a predecessor
of CLIF. DOLCE also has different versions, but unlike BFO it is not versioned in a se-
quential sense. DOLCE’s versions, such as DOLCE-lite, DOLCE-ultralite, DOLCE-zero,
are actually application-oriented variants with smaller taxonomies and reduced sets of
axioms [176, 292]. These variants have been represented in OWL, the Resource Descrip-
tion Framework (RDF) and DAML+OIL. Listing 3.2 illustrates how DOLCE-Ultralite
represents the Concept class in RD.

:Concept
a owl:Class ;
rdfs:comment """A Concept is a SocialObject, and isDefinedIn some
Description; once defined, a Concept can be used in other
Description(s). If a Concept isDefinedIn exactly one Description,
see the LocalConcept class.
The classifies relation relates Concept(s) to Entity(s) at some

TimeInterval""""“xsd:string ;
rdfs:isDefinedBy <http://www.ontologydesignpatterns.org/ont/dul/
DUL.owl> ;

rdfs:label "Concept"@en, "Concetto"@it ;

"Notice that DOLCE overloads its language in a computational sense. The same symbol, P, technically
represents two different relations depending on arity.
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rdfs:subClass0f :SocialObject, [
a owl:Restriction ;
owl:onProperty :isDefinedIn ;
owl :someValuesFrom :Description

1, [
a owl:Restriction ;
owl:allValuesFrom :Concept ;
owl:onProperty :hasPart

1

owl:disjointWith :InformationObject, :Situation, :SocialAgent

DOLCE and all of its variants are open-source. The initial QS5 representation of
DOLCE can be found in the original WonderWeb report [250], alongside its KIF repre-
sentation.

SUMO

The Suggested Upper-Merged Ontology (SUMO) is the largest openly-available top-level
ontology, with more than 25.000 categories or classes (called “terms” in SUMO) and 80.000
axioms. It was initially presented by Niles and Pease [278], developed in the context of
the Standard Upper Ontology Working Group. Similarly to Cyc, SUMO is on the edge
of what can be considered a top-level ontology, for its categories range from the top-level
class Entity down to Game, Surgery and WarmBloodedVertebrate [295].

SUMO is particular in that it is very openly a “modular ontology”, much more
so than BFO, possessing many sub-ontologies. In fact, the upper-level portion of SUMO
is regarded by its authors as a sub-ontology in itself, and it is further broken down into
other sub-ontologies that exhibit different dependencies among each other. There is also
a mid-level sub-ontology inside of SUMO called MId-Level Ontology (MILO) whose goal
is to connect the upper-level SUMO to its 30 currently available domain sub-ontologies.
Thus, the entirety of SUMO consists of the upper-level sub-ontology, MILO and all the
domain sub-ontologies.

Figure 3.7 depicts the taxonomy of SUMO’s top-level sub-ontology. Although
this is not the case for the top-level portion, SUMO allows for multiple taxonomical
inheritance, akin to Cyec.

SUMO is represented in SUO-KIF, a simplified variant of the KIF representation
language. Listing 3.2 is an excerpt of the HouseHoldAppliances sub-ontology document-
ing an axiom concerning the entity BodyCareAppliance:

;5 BodyCareAppliance
(subclass BodyCareAppliance HouseholdAppliance)

(documentation BodyCareAppliance EnglishLanguage "&%
HouseholdAppliance
designed to be used for exercise or personal body care.")

(termFormat EnglishLanguage BodyCareAppliance "body care appliance
")
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Figure 3.7: SUMO’s top level classes.

; if it is BodyCareAppliance then hasPurpose - patient is Human/
BodyPart
(=>
(instance ?7DEVICE BodyCareAppliance)
(hasPurpose 7DEVICE
(exists (7PROC ?7PATIENT)
(and
(instance 7?PROC Process)
(instrument ?PROC ?7DEVICE)
(patient 7PROC 7PATIENT)
(or
(instance ?7PATIENT Human)
(instance ?PATIENT BodyPart))))))

In contrast to BFO and DOLCE, the philosophical assumptions underlying SUMO
are rarely discussed or brought to the fore. Magee [240, p. 246] remarks this may be due
to SUMO’s own syncretic nature. SUMO was constructed by manually merging several
prior ontologies into a single hybrid ontology. As a result, it inherits the majority of
the underlying assumptions of its constituent ontologies. Nevertheless, as evidenced by
Niles and Pease [278] themselves, achieving a harmonious integration was not always
feasible, necessitating some difficult decisions. For instance, for instance, SUMO adopts
an endurantist perspective.

SUMO is also an open source ontology® and enjoys specific tools for developing
and using it, such as the SUMOjEdit text editor [294] and the SigmaKEE integrated
development environment [296].

8https://github.com/ontologyportal /sumo/
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UFO

The Unified Foundational Ontology (UFO) was presented by Guizzardi [165] in his PhD
thesis, being initially developed over the course of several papers [166]. Guizzardi pro-
posed UFO as a new foundational ontology explicitly geared towards conceptual modeling,
rooted in several philosophical and non-philosophical domains, such as cognitive science
and linguistics. As noted by Guizzardi et al. [167], UFO’s overall goal is to ease conceptual
modelling:

The ultimate goal of this project is, thus, providing well-founded engineer-
ing mechanisms for helping modelers to achieve intra-worldview consistency,
i.e., ontological consistency when taking the world a certain way, and inter-
worldview interoperability, i.e., making explicit the ontological commitments
of a worldview such that different worldviews can safely interoperate [167, p.
4]

UFO is structured as a four-category ontology in the sense of [233]. A four-
category ontology contains four fundamental categories of beings: substantial and non-
substantial particulars; substantial and non-substantial universals. UFO contains several
micro-theories, each representing a fundamental conceptual modelling notion stemming
from ontological foundations [167]. Some of UFO’s micro-theories include:

e Theory of types and taxonomic structures: this theory is concerned with the cate-
gorization and hierarchy of objects, termed object identifiers, and is formalized in a
sortal quantified modal logic;

o Theory of part-whole relations: similarly to other top-level ontologies, UFO contains
the requisite conceptual framework for describing mereological relations;

o Theory of particularized intrinsic properties, attributes and attribute value spaces:
this theory is concerned with properties unique to particular entities;

o Theory of particularized relational properties and relations: this encodes the prop-
erties and relations between entities and proposes a way to link particularized prop-
erties to propositions via Weak Truthmaking [161]

e Theory of roles: this theory is concerned with the roles entities can embody and
what identities they might take on;

o Theory of events: this is a spatiotemporal theory with mereological aspects, it states
how events may be ordered and how they relate to causation and change;

e Theory for multi-level modeling: this theory provides a framework for hierarchical
or layered structure descriptions;

Furthermore, UFO distinguishes entities between endurants and perdurants. In a
manner analogous to BFO, UFO has sub-ontologies for addressing both kinds of entities
and an additional one for a third kind of entities:

o« UFO-A, an ontology of endurants, i.e. entities which do not change in time;
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« UFO-B, an ontology of perdurants, i.e. entities which unfold in time and have
temporal parts, referred to as events in UFO;

« UFO-C, an ontology of social and intentional entities built on the foundations of
UFO-A and UFO-B.

In order to provide an overview of the UFO taxonomy and to introduce some of
the terminology used, a kind is a sort of endurant type, this is a rigid type which allows
instantiation of individuals in all applicable situations. Examples of kinds include dog,
car, book, organization. Intuitively, kinds refer to concepts described by substantives.
In fact, kinds or specializations of kinds are rigid sortals. Sortals need not necessarily
be rigid, for they may also be anti-rigid and further divided into phase and roles. Roles
encode the relational classification conditions of contigent nature, such as musician as a
role of a person in the scope of a band relator, employee in the role of a person in the
scope of an employment relator.

Figure 3.8 presents the taxonomy of UFO classes, as extracted from [167], illus-
trating how kinds, sortals and roles relate.
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L Q {disjoint, complete}
Concrete Abstract
Individual Individual
{disjoint} L (disjoint, complete} o o
Perdurant Endurant Perdurant || Endurant Quale Set
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{disjoint, complete} % [ ﬁ {disjoint, complete} a
s"lfrs'a""al M.?'"E"t Substantial Moment
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Object Collective Quantity Intrinsic Relator - A f Intrinsic
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NonSortal) Mixin Space

Figure 3.8: A fragment of UFO’s taxonomy, reproduced from [167, p. 5].

In terms of representation language, UFO has been fully formalized using first-
order logic in [305]°. Guizzardi et al. [167] formalized UFO’s micro-theory of types and
taxonomic using QS5, similarly to DOLCE. A distinguinshing feature of UFO is its utiliza-
tion in the development of an ontology-driven conceptual modelling language, OntoUML,
which in turn is now used to represent UFO-backed models [165]. OntoUML, very much
like its counterpart UML (which stands for Unified Modeling Language), has a visual rep-
resentation through diagrams. Figure 3.9 depicts how the sentence “There is a four-legged
table made of wood. Some time later, a leg of the table is replaced. Even later, the table

90penly available at https://github.com /unibz-core/ufo-formalization
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is demolished so it ceases to exist although the wood is still there after the demolition.”
may be represented in OntoUML, also extracted from [167, p. 18].

<<quantity>>
Wood Portion
<<formal>> 4
<<kind>> constituted by <<role>>
component function | Wooden Table Component | 1 1 Wood Component Constituent
{incomplete,
disjoint} %
<<subkind>> <<subkind>>
Table Top Component Table Leg Component
A
<<role>> <<role>> <<role>> <<role>> <<role>>
Top Component Left Rear Leg Left Front Leg Right Rear Leg Right Front Leg
1 1 1 1 1
<<compohentOf>>
<<componentOf>> <<componentOf>>
1 1 1
<<kind>> >
<<componentOf>> 1 Wooden Table 1 <<componentOf>>

Figure 3.9: Sample of knowledge representation in OntoUML, from [167, p. 18].

Current research on UFO is mainly carried out by the Ontology and Conceptual
Modeling Research Group (NEMO), based in the Federal University of Espirito Santo. An
implementation of a subset of UFO, developed by NEMO, is open source and implemented
in RDF for OWL compatibility!".

And many others

It should be noted that there are a number of top-level ontologies that are currently in
using. Some further examples are the General Formal Ontology (GFO) [231], the General-
ized Upper Model (GUM) [26], the TUpper Ontology [152], Yet Another More Advanced
Top-leve Ontology (YAMATO) [258], the Object-Centered High-Level Reference Ontol-
ogy (OCHRE) [340]. There is indeed an entire issue from the Applied Ontology journal
dedicated to top-level ontologies [45].

Two key points pertaining to top-level ontologies will be highlighted:

o There is diversity in unity: despite the fact that all top-level ontologies share a
common goal, namely to create a common formal representation of reality in a
practical sense, there is much diversity not only in terms of underlying philosophical
choices but also in pragmatic decisions such as representation language and size.

o Committing to a particular top-level ontology can be costly: this may be perceived
as a consequence of the preceding point. Due to the high degree of diversity, fully
committing to one specific ontology to develop a domain or task ontology can be a
time-consuming endeavor.

10 Available at https://nemo-ufes.github.io/gufo/
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3.3 Domain and task ontologies

HIS section presents a few examples of ontologies based on previously discussed top-

level ontologies. This overview will be brief and will focus on key points, as discussing

each domain and task ontology can rapidly evolve into a dedicated discussion. Addition-

ally, it is necessary to recall the general objective of this chapter is to not focus on any
particular ontology.

o Combined Security Ontology (CSO) [1]: CSO is an a domain ontology based on
UFO whose goal is to align terminology for the security and safety domains.

+ Goal Oriented Ontology (GORO) [271]: GORO is task ontology also based on UFO
whose purpose is to formalize concepts of Goal-Oriented Requirements Engineering

(GORE).

« ROMAIN [204]: ROMAIN is a domain ontology based on BFO whose purpose is
to represent industrial maintenance knowledge and relationships.

« Domain ontology for offshore petroleum production plants (O3PO) [334]: O3PO
is another domain ontology based on BFO to deal with semantic interoperability
issues in oil and gas. It has also been validated using real-world data from Brazil’s

Mero oil field.

« Food processing ontology (Onto-FP) [268]: Onto-FP is a task ontology based on
DOLCE geared towards representing food product transformations with a temporal
aspect. In [268], the authors detail an application in the domain of winemaking.

 Enterprise Application Integration Ontology (ENIO) [48]: ENIO is a domain ontology
based on both DOLCE and SUMO via alignment and is concerned with the domain
of enterprise application integration.

These few examples highlight how far and wide top-level ontologies may spread
in various domains and tasks. As a last remark, the reader may refer to De Baas et al.
[110]’s review of 40 domain ontologies only in the domain of Materials Science alone.

3.4 Deviant ontologies

N conclusion to the examination of ontologies, it is necessary to consider a specific
deviant ontology that stands out: the Gene Ontology (GO) [91].

GO may be considered the most successful ontology to date, despite not being
based on any top-level ontology. In fact, GO was developed prior to the development, let
alone the implementation, of any top-level ontology [14]. It is a domain ontology which
describes biological knowledge through three disjoint application sub-ontologies:

o Molecular Function: a sub-ontology describing molecular-level activities performed
by gene products;
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e Cellular Component: a sub-ontology describing cellular structures where a gene
performs a function;

« Biological Process: a sub-ontology describing organism-level activities accomplished
by several molecular functions.

In terms of size, as of 2024 GO contains over 42 thousand terms and over 7
million gene annotations, covering over 5 thousand different species. Hence, despite its
non-conformity to Guarino’s taxonomy, GO may be considered a massive ontology.

Unlike the aforementioned top-level ontologies, GO has no clear statements of
its ontological commitments. However, GO does exhibit a sort of prototypical notion of
mereology as can be seen by its four kinds of relations between entities: is a, part of, has
part and requlates.

As far as representation languages, GO is described in OWL and also in OBOF.
Despite not being based on any prior ontology, GO is part of the OBO foundry [194].

The success of GO highlights that deviant ontologies should be taken into consid-
eration when proposing tools for ontological interoperation. Another widely used deviant

ontology, whose discussion is not in scope for this section, is the Foundational Model of
Anatomy (FMA)!!.

3.5 Developing ontologies

As this chapter draws to a close, it is imperative to briefly examine the underlying meth-
ods, tools and ways of working to develop ontologies. The past sections presented a few
representation languages for ontologies. However, the matter of choosing and developing
representation languages is only a fragment of a whole area of study named ontology engi-
neering. Ontology engineering is concerned with the overall methods and methodologies
for building presentations.

Corcho, Ferndndez-Lépez, and Gémez-Pérez [94] present an early overview of
methods, tools and languages for building ontologies, the main one of which being On-
toClean, a meta-theoretical framework for ontology development. OntoClean was devel-
oped by Guarino and Welty [163] as the first attempt to formalize ontological analysis in
a systematic way. It is based on establishing four metaproperties of ontologies: identity,
unity, rigidity and dependence. Later on, in OntoClean 2.0, two more metaproperties
were added: permanence and actuality [396]. The point of OntoClean is to use these
metaproperties to assess and compare key traits of ontologies.

Some other methodological frameworks for building ontologies are the Karlsruhe
ontology (KAON) [239] and the Developing Ontology-Grounded Methods and Applica-
tions (DOGMA) framework [370]. Both frameworks have been developed to manage
manual ontology development.

In recent times, there has been a notable shift in the focus of the literature towards
the task of (semi)-automated ontology learning from data. Ontology learning has always
been an area of interest in ontology engineering — for instance, Buitelaar, Olejnik, and

1 Openly available at http://sig.biostr.washington.edu/projects/fm/AboutFM.html/.
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Sintek [57] present an extension of the ontology editor Protégé [134] with this purpose.
However, more recent advances in natural language processing and machine learning have
permitted the development of more sophisticated methods for ontology learning, such as
those described in [15, 397]. It appears that automated ontology learning and evaluation
may continue to be a significant area of focus in ontology engineering in the near future.
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Chapter 4

The Meta-Ontological Problem

HIS chapter introduces and defines a problem within Meta-Ontology that has been

discussed throughout the previous chapters. It will examine how Applied Ontology

deals with this problem by investigating its philosophy and ultimately take a stance on
the problem.

4.1 Definition and Motivation

ﬁ S a first step, it is necessary to clearly define the key problem that will be addressed
in this chapter, which bears the same name as the chapter itself.

Definition 4.1.1 (Meta-Ontological Problem). The Meta-Ontological Problem (MOP)
may be informally defined as the following two-part questions:

1. What does it mean for an ontological account to be correct?

2. How many correct ontological accounts are there if any?

In the literature of applied Ontology, Guarino [158] was one of the first to analyze
a ramification or a particular aspect of the MOP by looking at the so-called interaction
problem coined by Bylander and Chandrasekaran [58]:

Representing knowledge for the purpose of solving some problem is strongly
affected by the nature of the problem and the inference strategy to be applied
to the problem [58, p. 232].

With regard to the interaction problem, Guarino [158] sustains the thesis the
domain knowledge should be independent of a particular problem. The domain knowledge,
according to Guarino, should be modelled so as to enable reusability. This observation
led to his taxonomy, presented in chapter 3, and it is indirectly the intuitive basis for
description logics, presented in chapter 5.

Nevertheless, it appears that Guarino’s thesis is insufficient to address the MOP.
This is because the MOP is not only concerned with a particular issue of representing
knowledge of a given domain or solving a particular problem. In fact, its roots in the
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broader context of philosophy of science can be traced to the work of Duhem [116] on the
underdetermination of scientific theories in physics and, perhaps unsurprisingly, to the
work of W. V. Quine [314].

Recalling chapter 2, W. V. Quine [314] argues an ontological account is a reflection
of the ontological commitments one makes with respect to a theory. Furthermore, he
argues that empirical observation does not validate a theory — what it does is, perhaps,
validate whether all ontological commitments of such theory made are consistent or not
with the empirical observations that have been made. This implies that it is not possible
to assess consistency of a single ontological commitment with respect to an empirical
observation.

Going further back in time, prior to Quine’s work on the philosophy of science,
Descartes [112] had already written about prototypical ramifications of the MOP. Descartes
[112] presents different “demons” whose purpose is to distort empirical observations and
to impede any kind of possibility of assessing the “correctness” of any ontological account.
Neither Descartes, nor W. V. O. Quine, nor Duhem have clearly stated the MOP, how-
ever they all touched on assumptions, causes, consequences or limitations of the MOP,
suggesting its fundamental status in philosophical discourse.

4.2 A potential reduction

N the spirit of complexity theory, it is conceivable that the MOP might be reducible to a
language problem if it were to be limited to the domain of applied Ontology. The term
language does not correspond to the discipline, in the Wittgensteinian sense — rather,
the problem at hand is the problem of choosing a language L to build an ontology. This
section posits that a reduction already permeates the literature of applied Ontology, as
will be demonstrated clear shortly. Additionally, this section will attempt to elucidate
why such reduction is at times taken for granted and why so.

As a first step, we define a sub-problem of the MOP for applied Ontology:

Definition 4.2.1 (Applied Meta-Ontological Problem). The Applied Meta-Ontological
Problem (AMOP) may be informally defined as the following two-part questions:

1. What does it mean for an ontology to be correct?

2. How many correct ontologies are there if any?

As chapter 2 discussed, an ontology must, by definition, be described by a formal
language L. Furthermore, chapter 3 illustrated, virtually all existing ontologies have been
built on representation languages either in part or fully based on logics. In fact, Guarino’s
definition (definition 2.2.12 in chapter 3) takes for granted that L is a logic of some sort
and ontological commitments are represented via an axiomatization of the domain, viz.
through a set of formulas comprising a logical theory. It is evident that the task of
establishing the axiomatization lies at the meta-discussion level'. Nevertheless, there is
an underlying task to be addressed: how does one go about choosing which L or, more
specifically, which logic to use?

1 As the reader may recall, an ontology is a shared conceptualization
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The past observations may be summarized as the following problem in the disci-
pline of Logic:

Definition 4.2.2 (Meta-Logical Problem). The Meta-Logical Problem (MLP) may be
informally defined as the following two-part questions:

1. What does it mean for a logic to be correct?

2. How many correct logics are there if any?

The preceding observations on the fact that, in applied Ontology, an ontology
depends on a logic by definition, lead to the following thesis:

Thesis 4.1 (AMOP-MLP Reduction Thesis). The AMOP is partially reducible to the
MLP via a linguistic argument. In other words, solving the MLP is one of the steps
required to solve the AMOP.

One might inquire as to how plausible the thesis is. By looking back at chapter
2, it can be argued that the thesis has been assumed throughout much of the existing
literature. To begin with, when initially presenting his definition of ontology, Gruber
[150, p. 909] remarked that “formally, an ontology is the statement of a logical theory”,
which Kutz and Mossakowski [212, p. 259] interpret as follows:

[...] on a technical level, an ontology is seen as equivalent to a logical theory,
written in a certain formalism. [212, p. 259

It thus appears that the ontological game was rigged from the outset. This is
further evidenced when, for instance, Lange et al. [216, p. 2| states that first-order logic
is required for formalizing mereology and spatio-temporal reasoning — both of which
are clearly ontological concepts. Finally, it is common practice in applied Ontology to
systematically analyze and compare representation languages (which are based on logics)
in order to choose one to build out an ontology (see, for instance, [95, 402]).

4.2.1 Side effects of reducing

Most of the literature seemingly assumes the thesis in varying degrees of explicitness.
Nevertheless, it is still of interest to underscore some of the side effects that have been
introduced by it, either directly or indirectly.

If the thesis is assumed to be true, the task of determining the correctness of an
ontology according to some definition depends on the task of determining the correctness
of a logic according to some definition further parameterized by a definition of ontological
correctness. One may build two different ontologies O; and O, using the same language
(logic) L, but the question of how well each ontology represents their domain, according
to the reduction thesis, is not only a matter of what ontological axioms are established
and how well they are written — it is initially a matter of how precisely the underlying
logic L itself is able to capture the intended ontological content of an axiom.

Some authors are against the reduction thesis 4.1, such as Neuhaus and Hastings
[275] for practice-based reasons. Indeed, reducing the task of developing or choosing an
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ontology to the task of building or developing a logic is at odds with the shared, inter-
operable aspect of ontology’s own definition. Neuhaus and Hastings’s main argument is
ontology building inherently requires consensus amongst the ontology users and devel-
opers, since “a pre-existing ‘shared conceptualisation’ is a rare luxury” [275, p. 20] and
adding logical axioms to a theory is merely a step in the process.

Additionally, the thesis can only be taken as true if one agrees that Logic as a
discipline and logics as the subject of such discipline are devoid of ontological content.
For if Logic has ontological content of its own, the ontology of Logic could be reduced by
Logic itself as per the thesis. This would entail the reduction thesis to be circular in a
particular case and thus either false or trivially true (i.e. if a “no-operation” reduction is
acceptable). This actually corresponds to what Cocchiarella [85] referred to as the logic
as language vs. logic as calculus debate, recalling the work of Heijenoort [175], which in
turn echoes the syntax vs. semantics divide in Logic as a discipline. The view of logic
as language imbues logics with ontological content (embedded semantics for a certain
domain), while the view of logic as calculus takes logics to be abstract calculi which allow
for many interpretations over varying domains. In practice, though, this debate is not a
real threat to the thesis — as Cocchiarella [85, p. 8] notes, the current consensus not only
in applied Ontology but in Philosophy as a whole is to see logic as calculus.

4.3 How to solve the problem?

ROM this point onward, the reduction thesis 4.1 shall be taken as granted and the focus
F shall shift towards the MLP. In essence, there are two possible approaches ways to
address the problem: assuming logical monism, which entails the pursuit of the “one true
logic”, or the assumption of logical pluralism, which necessitates the ability to manage a
plethora of logics.

What follows is a sketch of an argument for logical pluralism. The reason it is
a sketch is two-fold. Firstly, the argument is not concerned with the epistemological
and metaphysical implications of choosing one position over the other — in fact, this
section does not make mention of or considers if there are any. Secondly, the argument is
very much pragmatic and observational. It is a fact that there are already a plethora of
different ontologies at varying levels of domain with different representation languages,
and as a consequence there are several underlying logics of choice.

In many scenarios, it is either desired or simply necessary to integrate, merge,
align or integrate ontologies. These processes collectively consist what is referred to
as “interoperability” in the context of applied Ontology [283]. To this effect, there is
much research on tools and methods of ontological interoperability [59, 63, 119, 129, 200,
299, 371, 372, 375]. As noted in chapter 3, there is diversity even attempting to achieve
unity. For instance, several upper level ontologies, such as SUMO and DOLCE are indeed
designed with integration in mind [125]. The choice of a representation language for an
ontology is also itself seen as an important problem in the field [402]. Even if ontologies
are to be designed using a common language from the beginning, the question of what
common language to pick is a debate in and of itself. Thus, it seems being pluralist is
almost an inescapable reality for the working ontologist. And by the reduction thesis,
being a logical pluralist is a necessity for ontological pluralism.
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4.3.1 The added cost of monism

Despite the dramatic shift in perspective in the previous paragraph, some researchers in
applied Ontology adhere to logical and ontological monism. The most prominent example
of this was Douglas Lenat, who persistently pursued the objective of developing Cyc as the
single, homogeneous all-encompassing ontology. To a less extreme extent, Barry Smith
is also an ontological and logical monist in that he touts BFO as the one upper-level
ontology, from which all other ontologies should descend from, such as the Common Core
or Industrial Ontologies Foundry ontologies. 2

Let us consider a hypothetical ontological monist as a thought experiment. By
being an ontological monist, one is tasked to present the one true ontology. Suppose one
does find such ontology via an ontological oracle. Now one faces the current situation —
despite having the one true ontology at hand, there are many other candidates in practice,
being used in real-world applications. Accordingly, the ontological monist must choose
to either disregard the other candidates, thereby adopting a form of ontological solipsism
and accepting an ontological vacuum; or acknowledge the fact and devise a method to
translate or subsume the existing ontologies into the one true ontology.

Suppose, on the other hand, one is an ontological pluralist. Rather than attempt-
ing to find the one true ontology, one needs to establish or choose a framework for plural-
ism. Suppose the ontological pluralist chooses one via an ontological oracle. They are now
tasked with developing tools and methods for integrating, merging, matching, translating,
and subsuming ontologies into other existing ontologies. Note that the subsumption and
translation of ontologies is a requisite aspect of ontological pluralism.

Note that an ontological monist who does not embrace ontological solipsism will be
required to develop a significant subset of the same methods and tools that an ontological
pluralist must develop. In light of this pragmatic and instrumental observation, the debate
between pluralism and monism debate, in the context of applied Ontology, may be framed
candidly as follows: “ontological monism is simply pluralism with extra steps”. Once again
by the reduction thesis, “ontological” may be exchanged for “logical” throughout the entire
argument sketch. Figure 4.1 depicts the argument as a flowchart.

4.3.2 The hidden price of pluralism

Since both monism and pluralism ultimately reach the same end status, provided one does
not accept the ontological vacuum, what are the potential consequences of embracing of
pluralism? The answer lies in the choice a pluralist framework. This is not a straight-
forward matter, as it becomes a question of choosing a variant of logical pluralism (by the
reduction thesis). Such variant needs to be sufficiently flexible to align with the objectives
of applied Ontology, yet not so flexible as to permit an “anything goes” scenario. The next
chapter presents some variants of logical pluralism that have been proposed throughout
history, with a focus on a select few promising candidates based on analysis of the existing
literature. These promising candidates will then be explored in detail to generate sufficient
machinery and tools for heterogeneous reasoning.

2Interestingly, Smith was the editor-in-chief for the journal The Monist from 1992 until 2016. Despite
the name, the journal does not advocate for monism or any specific line or philosophical tradition as
Smith himself has said [360, p. 158].
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(Start argument)

Monism Pluralism

Find one true Choose pluralist
ontology framework

|

Devise tools
for ontological
interoperability

Ontological solipsism?

Accept ontological vacuum

Figure 4.1: Sketch of argument for ontological pluralism.

This section closes the debate between pluralism and monism, as the debate itself is
not within the scope of this work. For a more comprehensive and contextualized overview
on the topic, the reader may refer to [93, 252, 331].
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Chapter 5

From Ontology to Logic

HIS chapter initiates the interdisciplinary dialog proper between Logic and Ontology.

It will present a historical overview of logic, with a particular focus on variants of

logical pluralism. From the variants, two closely related instances are employed to spawn

dual methodologies for logical and ontological integration. One of these methdologies is
the existing Carnapian-Goguenist, while the other is the novel da Costian-Tarskianist.

Some previous knowledge on Logic and Category Theory is assumed throughout
the chapter, at least from a conceptual point of view. On the matter of Logic, the
unfamiliar reader may refer to [9, 173, 310, 321] for introductory accounts of varying
depths covering propositional, first-order and some non-classical logics. The reader may
refer to [238, 325] as introductions to Category Theory, while readers with a focus on
logic may be interested in [140].

5.1 Historical Remarks

OGICAL pluralism has had a long and rich history [65, 93], it is therefore unsurprising

that there exist several different interpretations of it. In broad strokes, logical plural-

ism accepts the existence of more than a single correct logic, usually taken to be “classical

logic” as presented by Frege [124]. The idea of logical pluralism, alongside the debate

between monism and pluralism, gained considerable momentum following the works of
Carnap [71] on logic and language [65, p. 2].

A side remark: the term “classical” in “classical logic” is anachronistic, for it does
not refer to the logic as practiced during what is known as classical antiquity in the
discipline of History [151]. For instance, W. A. Carnielli, Pizzi, and Bueno-Soler [77, p.
25] highlight Aristotle wrote the first known treatment of modal logic in his Organon,
despite living in classical antiquity. This does not mean he was a logical pluralist though
— as Caret [65] pointed out, most logicians from Aristotle until Frege had the objective
of presenting the one true logic, superior to all others. It is merely an aspect of Aristotle’s
one true logic that it had modal components in it, for the debate between pluralist and
monist in logic was not considered.
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5.1.1 Ways of logical pluralism

This section presents a non-exhaustive overview of the various forms of logical pluralism
that acknowledge the monist versus pluralist debate. This account is by no means com-
prehensive, as the objective is to merely illustrate the considerable diversity that exists in
the literature in preparation for the subsequent sections. The interested reader may refer
to [66], [65] and [93] for additional references on the history of logical pluralism.

Vasiliev’s “imaginary logic” tolerant of contradictions

Nicolai A. Vasiliev may be regarded as one of (if not the) first logical pluralist(s). V. A.
Bazhanov [28] argues Vasiliev’s works are at the turning point of the prehistory and
history of paraconsistent logic, as he is the first to present a formal account of a logic
devoid of the law of excluded middle. Vasiliev called his logic “imaginary logic” and
rooted it in several areas of knowledge, from C. S. Peirce’s logic to Charles Darwin’s ideas
on evolution. The “imaginary” aspect indeed comes from Lobachevsky’s work on non-
Euclidean geometry, which Vasiliev employs to describe the construction of his imaginary
logic — via an imaginary geometry method [27]. In Vasiliev’s logic, there are three kinds
of partial propositions!: affirmative, negative and accidental. From the three kinds of
propositions, Vasiliev presents a new kind of negation and thus conceives a logic free of
the classical laws of the excluded middle and non-contradiction.

It is interesting to note that Vasiliev had views of the connections between On-
tology and Logic. Namely, he posited that Logic as an area of study has an inherent
ontological aspect which dictates what sort of logics one may stumble upon. As per V. A.
Bazhanov [28], with his emphasis:

Vasiliev persistently stressed the primacy of an ontological aspect of
logic. By changing the ontology, combining the features of reality, we can
get different imaginary logics, since the method of imaginary logic opens up
the possibility of experimentation in logic, of giving up certain logical prin-
ciples and seeing what comes of this rejection. This method resembles the
"experimental methods of the natural sciences” (Vasiliev, 1912, p. 20). [28,

p. 4]

In order to establish exactly what sorts of logics are acceptable or may be cre-
ated via the imaginary method, Vasiliev relies on his concept of “metalogic”: the laws
enabling proposition and reasoning or the science of structures valid for every logical sys-
tem. Among these laws, Vasiliev mentions the law of non-self-contradiction (an assertion
cannot be true and false simultaneously) and tertium non datur (an assertion is either true
or false). In other words, according to him, there are two logical levels — the metalogical
level which is non-negotiable and the ontological level which can be varied and may, for
instance, not include the classical law of non-contradiction (i.e. anything follows from an
assertion and its negation). Vasiliev’s imaginary logic leverages this two-level distinction
to deny the law of non-contradiction at the ontological level and thus is “tolerant” of
contradictions.

'Propositions of the form “Some S are (not) P”.
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Vasiliev is regarded as a pluralist de facto for not only acknowledging the plurality
of multiple logical systems but also presenting a framework to characterize and generate
new logical systems. As per V. A. Bazhanov’s translation of Vasiliev’s writings:

“I am very well aware of the fact, - wrote Vasiliev in 1912, - that my idea
of new logic contradicts the millenial conviction of mankind... I'm risk [sic]
falling under the charge of logical heresy” (Vasiliev, 1912, p. 246). [27, p. §]

Girard’s unification of classical, intuitionistic and linear logics

In [136], J. Girard presents a view of logical pluralism motivated by the objective of
unifying different logics into a common system, where logics are not disjoint and may
interact with each other. Although it could initially be seen as a monist view, viz. an
attempt to generate the one true logic, J. Girard is clear to state the goal of unification is
to be able to view logics as fragments of a larger system and indeed establish them on equal
reasoning footing — as he puts it, to allow a classical theorem to have an intuitionistic
corollary and vice versa [136, p. 202].

To accomplish unification, J. Girard [136] introduces a sequent calculus named LU.
LU embeds three different logics inside itself, namely classical, intuitionistic, and linear
logic — the last of which being a sort of refinement of both classical and intuitionistic logics
defined in [135]. In order to compartmentalize LU into the three fragments, J. Girard
introduces the concept of polarized formulas: positive, neutral and negative formulas.
The polarity of formulas adds a new semantic layer to LU, as each connective has a
polarity table assigned to alongside its truth table. The polarity of a formula determines
which sequent rules are applicable, an aspect of LU that may be understood intuitively as
generating the three fragments. Given that the fragments are all within the same system,
the fragments are able to interact with one another.

Laurent later expanded on the overall idea and mechanisms of embedding different
logics as fragments of a larger system in his doctoral thesis [218]. His work gave rise to
polarized proof theory and, by extension, several works using unification and polarization
techniques [86, 219, 220, 229].

Prawitz’s “logical ecumenisms”

Prawitz [306]’s view of logical pluralism is rooted in the assumption that the meaning
of logical constants is circumstantial and depends on what one wants to say with one’s
logical sentences, a view he has consistently held throughout his works (see, for instance,
[307]). In particular, Prawitz’s concrete objective in [306] was to reconcile or harmonize
the different meanings intended by the same logical symbols in intuitionistic and classical
logic.

In order to achieve such reconciliation, Prawitz proposed a natural deduction sys-
tem where both classical and intuitionistic logic co-exist by sharing certain logical symbols
(the universal quantifier V, the conjunction A, the negation — and the absurd constant
1), but have their own symbols for existential quantifiers 3;, 3., disjunctions V;, V. and
implications —;, —. (where the index ¢ denotes the classical symbol and i denotes the
intuitionistic symbol). Prawitz called these symbols “ecumenical” if they do not collapse
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into one another and allow intuitionistic and classical logicians to reason about both logics
in the same mixed system:

If they are sufficiently ecumenical and can use the other’s vocabulary in their
own speech, a classical logician and an intuitionist can both adopt the present
mixed system, and the intuitionist must then agree that A V. —A is trivially
provable for any sentence A, even when it contains intuitionistic constants,
and the classical logician must admit that he has no ground for universally
asserting AV; - A, even when A contains only classical constants. That would
require a general method for finding for any A a canonical proof of AV, =A
whose immediate sub-proof must be either a proof of A or a proof of = A, and
we do not know any such method. [306, p. 15]

Prawitz’s pluralism via ecumenical systems has since been extended to other kinds
of logics, such as modal logics in [247], and other mechanisms to combine logics [297]. The
reader can refer to [298] for a recent survey on Prawitzian ecumenism and the systems it
spawned.

Beall and Restall’s case-based pluralism

J. Beall and Restall [30]’s logical pluralism rests on the tenet that logical consequence,
as opposed to logical truth, is the main subject matter of Logic as discipline. That is,
different logical systems have different notions of logical consequence and these notions
are not competing, instead they are to be set on equal footing as far as logical citizenship.
Furthermore, the validity of a logical argument depends on the underlying notion of
consequence one is using. This is best encapsulated by the Generalized Tarski Thesis, as
phrased by Russell [331]:

Thesis 5.1 (Generalized Tarski Thesis (GTT)). An argument is valid, if and only if in
every case, in which the premises are true, so is the conclusion.

The precisification of what is meant by case, is, according to J. Beall and Restall
[30], what characterizes a logic — viz. what are the models one is considering. Addition-
ally, J. Beall and Restall note that pluralism arises when one assumes that the Generalized
Tarski Thesis is true and that case, may be specified in at least two, equally acceptable,
ways. This take on pluralism has since been termed case-based pluralism.

J. C. Beall and Restall’s works are seminal, in that thy state a clear position on
logical pluralism [29], and later expand the literature by further defending their position
[29] and scrutinizing the meaning of “case”, “valid”, and “consequence” [31]. However, the
proposal for case-based pluralism is predominantly assertive and not necessarily concerned
with providing methods for assessing, combining or relating logics. This in contrast with
the work by Prawitz [306] and J. Girard [136], both of which are concerned with concrete,
specific logics. J. Beall and Restall’s proposal, on the other hand, is broad and far-
reaching.

As a matter of fact, due to its broad philosophical span and openness to interpre-
tation (e.g. what exactly should constitute “every” or “case” in the Generalized Tarski
Thesis), case-based pluralism has received several objections. It is not within this chap-
ter’s scope to increase the conceptual granularity and present further aspects of case-based
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pluralism or its objections, however the reader may refer to [331] for an overview. Case-
based pluralism may be summarized as J. Beall and Restall [30] have done themselves:

Logic is a matter of truth preservation in all cases. Different logics are given
by different explications of these cases. This account of the nature of logical
consequence sheds light on debates about different logics. Once this realisa-
tion is made apparent disagreements between some formal logics are shown
to be just that: merely apparent. A number of different formal logics, in
particular, classical logics, relevant logics and intuitionistic logics, have their
place in formalising and regulating inference. Each is an elucidation of our
pretheoretic, intuitive notion of logical consequence. [30, p. 17]

Varzi’s logical relativity

Varzi [389]’s take on logical pluralism both extends and departs from J. Beall and Restall’s
case-based pluralism. Varzi argues that indeed logics are characterized by the class of all
possible cases, or as he puts it more precisely, models to interpret a given language.
However, Varzi’s view is that there is no unique way of settling on how interpretation
should work for a language and there is no unique way to define a logical language modelled
after natural language.

In fact, Varzi is clear to state he is aligned with Tarski et al’s liberalism and
relativism when it comes to choosing logical constants:

The relevant claim is that all (or any) terms of the language could in principle
be regarded “as logical” — and I agree with that. [389, p. 5]

Varzi takes this position and attempts to generalize it as far as possible by present-
ing an abstract characterization of the semantic aspect of logics through Ajdukiewicz and
Lambek’s categorial grammars [3, 214]. Varzi’s technical account will not be presented in
its entirety, for it is quite involved. However, it is necessary to highlight that the objective
with such technicality is to pave way for the possibility of a general relativistic semantic
framework, and to strengthen Varzi’s position on relativism:

This concludes the technical point, which [...] should establish the claim
that the distinction between logical and extra-logical terms is ultimately un-
grounded, hence the claims leading to what I have called Tarskian Relativism.
(389, p. 18-19]

Overall, Varzi’s logical relativism allows for a plurality of logics to be considered
correct as there are several, equally correct ways to choose the logical constants of a logic
[378]. This focus on logical connectives has more recently been echoed in the work of
Kissel [206], whose pluralist position is that not only the choice of logical constants, but
the choice of their meaning gives rise to equally correct logics, if choosing their meaning
is done under a particular framework.
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Shapiro and Cook’s logic-as-modelling pluralism

Cook and Shapiro depart from the view that Logic should be concerned with logical
consequence and suggest that the point of a formal logic is to model a natural language
[93, 350, 351]. The term “model” does not refer particularly to the semantic aspect of
logics (as in model theory), but rather to a concept more closely aligned with that of
models in Physics for explaining natural phenomena or linguistic models for explaining
natural language structure (such as grammar, semantics, pragmatics). On the matter of
models, Shapiro [351] writes:

Of course, a model should also be “realistic” in that some of its features do
correspond, more or less, to features of what it is a model of—logical aspects
of natural languages in the present case. There should be a balance between
simplicity and closeness of fit. With models generally, it is usually not a
question of “getting it exactly right,” even if the purposes and aspects being
modeled are kept fixed. For a given purpose, there may be bad models—
models that are clearly incorrect—and there may be good models, but it is
unlikely that one can speak of the “correct model.” There is almost always a
gap between a model and what it is a model of. In most cases, one can make
a model more “realistic” (i.e., more correct) at the cost of making it more
cumbersome to work with and more difficult to study and use. [351, p. 48]

It may be noted that view of modelling and its ensuing matters of correctness
could relate to Box’s aphorism “all models are wrong”, initially stated (albeit in different
wording) in [50] in the context of statistical models. This aphorism encodes the contrast
of epistemic truth versus epistemic usefulness, a topic found in the works of several writers
prior, such as [316] and [393].

Since logics are to be seen as models, there may be several competing logics for
modelling the same language. The question of the correctness of a logic could then become
stratified. This means that a logic would be subject to degrees of correctness: comparable
or non-comparable, absolute or relative to an objective. This could lead one to assume the
position of logical nihilism, a view positing that there are no correct logics whatsoever.
In order to avoid logical nihilism, Russell [331] notes Cook suggests two possible kinds of
pluralism from the logic-as-modelling view: the goal-relative view, where correctness of a
logic depends on an externally defined goal; and an extension of the goal-relative view,
where two logics could be equally correct with respect to a goal.

Carnap’s principle of tolerance

Rudolf Carnap is regarded as one of the forerunners on the matter of pluralism, whose
work is considered by Caret [65, p. 2] as the first of three milestones of logical pluralism.
Indeed, Carnap’s so-called Principle of Tolerance is one of the first prototypical approaches
to logical pluralism [324]. It is defined rather bluntly as follows [71] in The Logical Syntax
of Language:

Definition 5.1.1 (Carnap’s Principle of Tolerance). It is not our business to set up
prohibitions, but to arrive at conventions. [71, p. 52]
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Carnap further elaborates his principle in the following passage which is often-
quoted alongside the definition:

In logic, there are no morals. Everyone is at liberty to build up his own logic,
i.e., his own form of language, as he wishes. All that is required of him is
that, if he wishes to discuss it, he must state his methods clearly, and give
syntactical rules instead of philosophical arguments. [71, p. 52]

Carnap’s principle is quite bold in that there is no mention of any particular “rules
of thought” or meta-logic underlying how logics must be build. Taken at face value, it
may be interpreted as a descriptive manifesto on formalizing thought for sharing purposes.
Additionally, it may be noted that Carnap mentions syntactical rules in his Principle of
Tolerance. Historically, Carnap’s work pre-dates formal model theory. His aim was, in
fact, to formalize semantics and scientific practice [68, 69, 223].

According to Caret [65, p. 3], Carnap’s view is very much instrumental — ac-
cepting a given logic depends on how efficient it is as an instrument relative to a what
Carnap calls a “linguistic framework”. Carnap introduced the concept of linguistic frame-
work in “Empiricism, Semantics and Ontology” to refer to a system of rules over terms
and predicates devised to speak and reason about a particular subject or set of entities.
For instance, a linguistic framework the terms and predicates used when talking about
numbers or a physics theory. As noted by Price [309], Carnap’s objective with linguistic
frameworks is to separate internal from external questions: internal questions may be an-
swered by reasoning within the framework itself, whereas external questions rest outside
the reasoning capabilities of the framework.

For Carnap, the question of which logic is the one true logic, if in fact there is one,
is external relates to the matter of electing a linguistic framework as the one true linguistic
framework. This would require a linguistic framework to be capable of answering whether
it is correct itself, a question which resides in the domain of external questions. Therefore,
the matter of choosing a framework or a logic is a pragmatic matter, it depends on how
well suited a given logic is based on the goals it is supposed to accomplish.

Arroyo and Silva [11] extract a different excerpt from Carnap’s work to illustrate
and elaborate on his Principle of Tolerance:

[1] Let us grant to those who work in any special field of investigation the
freedom to use any form of expression which seems useful to them; [2] the
work in the field will sooner or later lead to the elimination of those forms
which have no useful function. [67, p. 40]

Based on this excerpt, Arroyo and Silva [11] argue Carnap’s view is pragmatic and
also empirical, since it is actually motivated by the quest of dealing with different scientific
frameworks. That is, the choice between two logics (or, two scientific frameworks) depends
on conventions and observations of what works in practice. Arroyo and Silva [11] agree
with Caret [65] in that Carnap’s view (framed as linguistic realism in [11]) is in line with
the “logic as calculus” view:

What Carnap’s linguistic realism cannot do is to specify a fact of the matter
about what exists in reality, so the realism is confined with existence questions
that don’t go beyond any given linguistic framework. [11, p. 15]
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W. V. Quine [313] and Popper [304] have widely criticized Carnap’s views?, which
in turn led a decline in interest pertaining to Carnap’s works. Nevertheless, his views
continue to exert a significant influence on the literature. Section 5.2.1 details how Car-
nap’s pluralist perspective gave rise to the implementation of an approach of ontological
heterogeneity.

da Costa’s principle of non triviality

Newton Carneiro Affonso da Costa is widely acknowledged as the founder of the so-
called Brazilian school of paraconsistency for his pioneering work on inconsistent (but
non-trivial) formal systems and for presenting formal calculi for reasoning over such in-
consistent systems [99, 100]. da Costa is also renowned for developing the concept of
quasi-truth, a generalization of Alfred Tarki’s definition of truth. This concept attempts
to capture the meaning behind theories of certain pragmatist thinkers such as Charles
Sanders Peirce and William James [256]. It is noteworthy that the underlying logic of
quasi-truth has been demonstrated to be paraconsistent, as evidenced by D’Ottaviano
and Hifume [106], highlighting a connection between the two concepts.

Perhaps less well-known is da Costa’s perspective on logical pluralism proper. As
D’Ottaviano and Gomes [105] note, da Costa has consistently sought to place inconsistent
and consistent systems on equal footing, even prior to presenting paraconsistent logics in
his thesis. da Costa was in fact inspired by Carnap’s Principle of Tolerance, and coined
his own Principle of Tolerance in Mathematics in [98]. The following is a translation of an
excerpt where da Costa first enunciates Principle of Tolerance in Mathematics. Emphasis
and casing come from [105].

Summing up all forethought, we propose a Principle of Tolerance in Mathe-
matics, akin to Carnap’s in Syntax, enunciated as follows: From the syntactical-
semantical point of view, every mathematical theory is admissible so long it
is not trivial. In broad strokes, there exists in Mathematics all which s not
trivial.

da Costa’s principle is very keen on wording to characterize non-trivial theories as
admissible. Drawing from this fact, W. A. Carnielli and Marcos [75] discuss the relation-
ship between the concepts of contradictoriness, inconsistency, explosiveness and triviality
— triviality entails contradictoriness and inconsistency, however the opposite does not
necessarily hold. Indeed, as W. A. Carnielli and Marcos [75, p. 19] note, trivial logics
are not particularly useful for the purpose of modeling reasoning, since any statement
holds in such logics. Consequently, they propose renaming da Costa’s principle to the
Principle of Non-Triviality. In any case, this pragmatic observation is in accordance with
da Costa’s actual view, as evidenced by the following translated excerpt from his thesis

[100]:

[...] for several reasons, such as, for example, comparative analysis of consis-
tent systems and correct valuation, from the metamathematical point of view,
of the several principles at stake, it is then convenient to study inconsistent

2It may be noted, however, that Popper misrepresents Carnap’s position. Michalos [255] writes a brief
review on the topic.



5.2. TOWARDS HETEROGENEITY 76

systems in a direct manner. But, for that, it is a requirement to structure new
kinds of elementary logic, with the help of which it is possible to manipulate
such systems.

In a manner of speaking, da Costa’s Principle of Tolerance, or Principle of Non-
Triviality as it shall be referred to heretoafter, represents a kind of duality to Carnap’s
Principle of Tolerance. The former is concerned with syntax, since triviality is a purely
syntactical concept, whereas the latter is concerned with semantics. The chapter 6 ex-
pands on this duality by discussing W. A. Carnielli and Marcos’s formalization of da
Costa’s Principle of Non-Triviality via consequence relations.

5.2 Towards heterogeneity

T should be noted that a philosophical view of logical pluralism provides a means to
I accept and acknowledge a diversity of logics. However, in general, such a view does
not provide mechanisms for logics to interact. For this reason, in the context ontological
interoperability, it is necessary to develop frameworks for implementing not only logical
pluralism but also logical and, by the reduction thesis from chapter 4, ontological het-
erogeneity. Logical heterogeneity differs itself from logical pluralism in that it extends
beyond mere acceptance, toleration, acknowledgement or support of different kinds of
logics. In order to implement or develop heterogeneity, it is necessary to present methods
for integrating, refining, splicing, slicing, joining, and in general, manipulating different
logics.

The preceding section presents several prespectives on logical pluralism exhibit-
ing a spectrum of formalization or, as it may be termed, mechanization of pluralism.
For example, Girard’s view of logical pluralism led to polarized proof theory, which pro-
vides mechanisms for unifying logics. Conversely, it could be argued that the case-based
approach proposed by Beall and Restall, and logic-as-modelling perspective by Shapiro
and Cook’s, do not intend to provide such a set of mechanisms. In light of these con-
siderations, the suitability of adopting a pluralist view, say P,, as the foundation of a
heterogeneous framework is contingent upon how opinionated P, is in terms of formal-
izing or representing logics, as well as the ease with which P, may be extended into a
framework.

This section presents Liicke’s heterogeneous framework which extends Carnap’s
pluralist view through Goguen’s institution theory [235], thus being termed “Carnapian-
Goguenism”. Carnapian-Goguenism illustrates how a particular choice of pluralist view
may lead to a framework, however it should not be taken as the only possible framework.
This section serves, therefore, as a preamble for the novel framework, termed da Costian-
Tarskianism, presented in chapter 6. Da Costian-Tarskianism in fact heavily draws from
Carnapian-Goguenism, hence why such attention is taken to reproduce this framework in
the following subsection.

It may be noted that each heterogeneous framework may offer different definitions
of what constitutes a logic, a concept that has been largely overlooked until now, and
what is an ontology. This means that heterogeneous frameworks may formally abandon
Guarino’s definition from chapter 2. However, it is desirable, in general, to retain some
of the key aspects of Guarino’s definition.
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5.2.1 The Carnapian approach

The Carnapian approach towards ontological heterogeneity stems from the work developed
by members of the Common Framework Initiative (CoFI) over the course of more than
a decade (see [38, 333] for some history on CoFI), culminating in the creation of the
Distributed Ontology, Model and Specification Language (DOL) [263]. Tt is noteworthy
that none of the CoFI members had initially been concerned with applied Ontology;
rather, their focus was on algebraic specification matters. It was only much later, in [235]
proper, that ontological specification received its due attention. This further highlights
the pervasiveness of the reduction thesis, as discussed in chapter 4.

What is a logic?

Since the purpose of a heterogeneous logical framework is to provide tools to manipulate
logics, it is first necessary to define what is, in fact, a logic. To answer this, Mossakowski
et al. [266] re-interpret institution theory to provide a category-theoretical definition of
what is a logic. Their approach sits within the domain of Universal Logic, an analogy
to Universal Algebra (i.e. the mathematical study of properties common to all algebraic
structures) popularized by Béziau [37].

J. A. Goguen and Burstall [139] originally utilized institutions in the context of
formal software specification, as a very abstract way of specifying computer programs.
Moreover, for practical reasons, they did not originally use category-theoretical constructs
to define what is an institution is. Despite this, this section will present a category-
theoretical definition following [235].

The notation in this section is fairly standard in the category theory literature.
Given a category C, |C| denotes its objects and C? denotes its opposite category. Given
two morphisms f and g from C, g o f denotes composition. The category Set denotes
the category whose objects are small sets and morphisms are functions, and CAT is the
quasi-category of all categories.

Definition 5.2.1 (Institution, as per [266]). An institution is a 4-tuple
I = (Sign, Sen, Mod, )

where

 Sign is a category of signatures and signature morphisms®

e Sen : Sign — Set is a functor assigning for each signature ¥, the set of its sentences
Sen(Y) and for each signature morphism o : ¥ — 3/, the sentence translation map
Sen(c) : Sen(X) — Sen(Y).

e Mod : Sign”” — CAT is a functor assigning each signature X to a category of
models Mod(X) over ¥ and each signature morphism o : ¥ — ¥’ to a reduct

3Liicke [235] deliberately do not specify what are the actual objects and morphisms of Sign. The
motivation for this is that signatures of an institution are chosen based on the logic one wants to represent,
thus different institutions (representing different logics) have different categories of signatures. Moreover,
it is not necessary to specify a highly abstract category of signatures (as presented, for instance, by Jacobs
[195])for any and every institution.
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functor Mod(o) : Mod(X') — Mod(X). Mod(c)(M') may be written as M’ [, and
be called the o-reduct of M’, while M’ is called the o-expansion of M’ |,.

« =y is a satisfaction relation, =xC |Mod(X)| x Sen(X) for each ¥ € |Sign|. Such
that for each o : ¥ — ¥/ in Sign, the following satisfaction condition holds:

M’ oy Sen(o)(6) iff Mod(c) (M) =5 ¢
for each M’ € |Mod(X’)| and ¢ € Sen(X).

It is necessary to make a few remarks about this definition. An institution captures
the semantic aspect of a logic and, as Mossakowski et al. [266, p. 4] note, is that
all components of an institution are parameterized by signature. The signature of an
institution does not contain logical symbols (for example, A, V, etc. from propositional
calculus). It is the role of the Sen functor to implicitly encode the logical symbols.
Note that an institution is devoid of any syntax-related constructs, such as a consequence
operator or an entailment system. For this reason, a single institution corresponds to
an entire class of logics — when one attaches a syntactical construct (i.e. a consequence
operator or an entailment system) to an institution, it then becomes a signature-agnostic
logic proper. See the definition of logic presented by Meseguer [254] for a concrete formal
account of this idea.

In addition, the informal reading of the satisfaction condition can be stated as
follows: if a model satisfies a certain sentence under a particular satisfaction relation,
then the translated model also satisfies the translated sentence, and vice versa. In other
words, truth is invariant under change of notation and context. The keen reader may
note that the Mod functor could also be defined in terms of the Sign category instead
of its opposite, i.e. one could define Mod’ : Sign — CAT. In this case, the satisfaction
condition would be stated as follows: for each o : ¥ — ¥/, Mod'(c)(M) s Sen(c)(¢)
if and only if M =5 ¢. The rationale for employing the opposite category will become
evident in the subsequent discussion about morphisms between institutions.

Institutions are able to represent a wide array of different logics. The following
are some examples of logics formalized as institutions, the majority of which comes from
[235].

Example 5.2.1. Propositional logic can be formalized via the following institution Prop =
(SetSign, PropSen, PropMod, |=). Here is how each component is defined:

e The category SetSign has as its objects sets X of propositional symbols and as
morphisms functions o : ¥; — 5. In this case, T and L are taken to be be
propositional symbols as well, represented by true and false respectively.

o PropSen : SetSign — Set maps each signature ¥ to the usual set of propositional
sentences® Sen(X) and maps each signature morphism o : ¥; — 35 to a morphism
L(X1) — Sen(Xs) replacing each propositional symbol of 3; by the corresponding
symbol of ¥y according to o.

e PropMod : SetSign” — CAT maps each signature X to a parameterized category
PropMody, whose objects are functions ¥ — {true, false}, also called ¥-models.

4This can be obtained, for instance, via the closure of all usual propositional and logical symbols.
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Additionally, PropMod maps each signature morphism o : 3; — ¥, to a functor
PropMody,, — PropMody,, which reduces a Ys-model M, to a ¥j-model M; by
composing M o 0.

The satisfaction relation |= is defined according to standard truth-table semantics,
meaning truth is evaluated in a bottom-up manner by evaluating propositional symbols.

Example 5.2.2. As institutions are parameterized by signatures, it is challenging to pro-
vide a concrete example. One can instead consider a toy (instance of an) institution, for
illustrative purposes. Let us fix a signature category PropSign; containing only three ob-
jects, A, true and false and no morphisms®. The corresponding concrete institution Prop,
is defined as the tuple (PropSign,, PropSen,, PropMod;, |=3). The functor PropSen,
generates, so-to-speak, all sentences using the propositional symbols from PropSigns and
logical symbols, i.e. sentences such as AN A, AN AV true, false VA — true,...
PropMod; generates two models for the signature PropSign,, namely two functions f,
fo such that f1(A) = true and fo(A) = false. The role of the actual Prop institution,
from the previous example, is to generalize over this toy concrete institution.

Example 5.2.3. Untyped first-order logic with equality can also be represented via an
institution FOL™. The signatures are first-order signatures, tuples consisting of a set of
function symbols with arities and a set of predicate symbols with arities, and signature
morphisms map symbols while preserving arities. Models are usual first-order structures
and sentences are usual first-order formulas. Sentence translation means replacing trans-
lated symbols, and model reduction (or translation) means restructuring a model to fit
the signature morphism. Satisfaction is the usual satisfaction of a first-order sentence
given a first-order structure. One can “extend” the institution FOL™ to obtain another
institution FOL™®™ representing many-sorted first-order logic (see [139] for more details
on these institutions). The top-level ontology DOLCE, from chapter 3, has in fact been
formalized using first-order logic.

Example 5.2.4. It is also possible to represent modal logics using institutions. Consider
the institution K representing the modal logic (i.e. propositional logic equipped with a
single modality operator and a single extra axiom). The signature of K is SetSign, the
sentence functor is similarly defined as PropSen adding the unary [J operator. Models
of K are standard Kripke models (corresponding to sets with accessibility relations) and
satisfaction is standard modal satisfaction. Other modal logics can also be represented
similarly, such as S4 and S5.

The modal first-order logic QS5, also used to formalize DOLCE, can be formalized
using institutions. It can be regarded as a combination between S5 and FOL™. The
signature of QS5 is the same as that of FOL™, the sentences are also similar to those of
FOL™ including boolean quantifiers, identity and adding the [J operator while removing
constants and function symbols. Predicate symbols in QS5 can be marked as either
flexible or rigid with respect to the domain. Models are constant-domain first-order Kripke
structures, with usual first-order modal satisfaction. Because modal logics can actually be
seen as fragments of first-order logic [387], combining modality and quantification entails
many syntactical and semantic complications as Liicke [235, p. 23] note.

Example 5.2.5. Description logics can be formalized as institutions. We will look at the
simplest example, ALC and defer a deeper discussion for chapter 7. This example has

5This category can also be called a discrete category.
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been extracted nearly verbatim from [235, p. 273]. Signatures of the description logic
ALC consist of a set B of atomic concepts and a set R of roles, while signature morphisms
provide respective mappings. Models are single-sorted first-order structures that interpret
concepts as unary and roles as binary predicates. Sentences are subsumption relations
C} C 5 between concepts, where concepts follow the grammar

C == B|T|L|C1UC2|C1NC2|-C|¥ R.C|3 R.C

Sentence translation and reduct is defined similarly as in FOL™. Satisfaction is the
standard satisfaction of description logics. The reader can refer to [234] for a deeper
institutional-theoretic account of description logics.

As noted by Mossakowski et al. [266, p. 5] Many other families of logics can
be represented using institutions, such as description, higher-order, paraconsistent, sub-
structural, polymorphic, coalgebraic, temporal, object-oriented logics, Common Logic and
relational schemes. Chapter 7 will revisit some of these logics.

Two institutions can isomorphically represent the same logic®, a fact which may be
regarded as an issue from the philosophical point of view. In order to address this issue,
Mossakowski et al. [266] present the concepts of institution morphism and comorphism
with the intention of providing a more definitive answer to the question of what is the
identity of a logic. In a subsequent paper, the same authors [264] address the question
of what is a logic translation by using institution comorphisms (originally from [137]).
A logic translation in the institutional-theoretic framework is defined as an institution
comorphism itself as follows:

Definition 5.2.2 (Institution Comorphism). Given two institutions I and J with [ =
(Sign, Sen, Mod, =) and J = (Sign’, Sen’, Mod', =), an institution comorphism from I to
J consists of a functor ® : Sign — Sign’ and natural transformations 5 : Mod'o® = Mod
and o : Sen = Sen’ o ® such that the following satisfaction condition holds

M sy an(e) <= Be(M') 5 ¢

Let us dive into each component:

o ®(X) is the translation of signature ¥ € |Sign| from institution [ into a signature
> € |Sign'| from institution J.

» ax(¢) is the translation of a X-sentence ¢ € [Sen(X)| from [ into a ®(X)-sentence
¢’ € |Sen’(®(X))| from J

o [x(M’) is the translation (i.e. reduction) of a ®(X)-model M’ € [Mod'(®(X))| from
J to a ¥-model M € [Mod(X)| from I.

Given that two institutions I and J formalize two classes of logics, the intuitive in-
terpretation of an institution comorphism is that it maps one institution to another while
preserving satisfaction in each institution, i.e. the satisfaction condition. It should be
noted that this notion of translation is based solely on preservation of truth. A subinsti-
tution, originally defined by [254], is a particular kind of institution comorphism defined
as follows:

6Technically, the same class of logics.
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Definition 5.2.3 (Subinstitution). A subinstitution is an institution comorphism such
that ® is an embedding of categories, ay is injective and fy is an isomorphism for every
3.

Subinstitutions capture the intuitive notion of having one logic inside another.
For instance, propositional logic is usually seen as being “part of” or “embedded inside”
untyped first-order logic. This is precisely represented by a subinstitution between Prop
and FOL™.

What is an ontology?

Following up on [264, 266], Liicke [235] put forward a comprehensive framework for logical
and ontological integration. Their view on logical and ontological integration is termed
Carnapian-Goguenism, as an homage to both Rudolf Carnap and Joseph Goguen, since
it is inspired by Carnap’s Principle of Tolerance and Goguen’s (and Rod Burstall’s) work
on institutions and “Semantics First!” motto”.

Liicke [235] lay out their framework by redefining what is an ontology and pro-
viding mechanisms for ontologies to interact. The initial step towards their endeavor is
presenting the concept of a development graph.

Definition 5.2.4 (Development Graph). A development graph over an institution I =
(Sign, Sen, Mod, |=) is a vertex and edge-labeled directed, acyclic graph (DAG) DG =
(N, L), where:

o N is a set of of nodes, where each node N € A is labeled with a pair (XN, U¥)
such that XV is a signature and U C Sen(X%) is the set of local azioms of N.

e L is a sorted set of directed links:

— definition links K < N annotated with a signature morphism o : K — N;
— hiding definition links K % N annotated with a signature morphism o : ¥V —
YK going against the direction of the definition link;

— theorem links K --» N for each K , N € N such that the following property
holds: for all M € Mod(N), M [,€ Mod(K).

Definition links state the theories of nodes that are linked, while theorem links pos-
tulate relations between different nodes. A link may be annotated to express it possesses
a particular property.

Definition 5.2.5 (Link annotations). A global definition (or theorem) link K --» N
p

may be annotated with p € {cons, mono} to express it is:

e cons: a conservative extension link, meaning every K-model has a o-expansion to
an N-model

"This motto appears in a very direct manner in a never-published textbook by Goguen on theorem
proving and algebra [138, p. 25-26].
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e mono: a conservative extension link such that any isomorphism h: A [,— B [, B
between reducts of N-models has a o-expansion to an isomorphism A — B between
K-models.

A development graph DG is necessarily defined over an institution I, however one
can assume that [ is any institution if it is not explicitly stated. Development graphs
intuitively capture the notion of importing an ontology into another whilst translating
symbols. To be a bit more precise, suppose, for the time being, that an ontology is a
theory (i.e. a subset of Sen(o)) over an institution. Classes of models and theories are
defined over a node of a development graph as follows:

Definition 5.2.6 (Class of models over a development graph). Given a development
graph DG = (N, L) and a node N € N, its associated class of models Modpg(N) (or
N-models) is inductively defined as the ¥"-models M for which:

o M satisfies the local axioms WV i.e. M |= 1 for each ¢ € UV
o foreach K & N € £, M |, is a K-model
e for each K % N € L, M has a o-expansion M’ (i.e. M’ [,= M) that is a K-model.

Definition 5.2.7 (Theory over a development graph). Given a development graph DG =
(N, L) and anode N € N, its associated theory Thpg(N) is inductively defined to consist
of

o all the local axioms W&

o for each K = N € L, all of Thpg(K) translated by o.

The class of Modpg(N) of a node N corresponds to the models which satisfy the
axioms U under the satisfaction relation Fyv and, additionally, the models which satisfy,
under appropriate translations, all the theories of the nodes linked to N via definition and
hiding links. Similarly, the theory Thpg(/N) corresponds of a node N corresponds to the
axioms WY plus all the axioms of the nodes linked to N via theorem links.

The notion of importing an ontology into another can be made clearer now. If
there is a definition link between two nodes K and N in a development graph, the theory
of N must include the translated theory of K. If one interprets the theory of a node
as being an ontology, definition links can be understood as “injecting” an ontology into
another. It may be noted that this interpretation assumes both ontologies have the same
underlying institution.

The fact that development graphs are defined over a single institution means they
are unable to represent heterogeneous theories. This is because an institution is have
taken to be equivalent, in terms of semantics, to a single logic. In order to overcome
this apparent limitation, Liicke [235, p. 285] introduce Grothendieck institutions, as
initially developed by Diaconescu [113]. Grothendieck institutions are an instance of a
Grothendieck construction, a category-theoretical apparatus to encode several categories
inside a single category.®

8Spivak [369, p. 367] presents the following slogan for Grothendieck constructions: “The Grothendieck
construction takes structured, tabulated data and flattens it by throwing it all into one big space. The
projection functor is then tasked with remembering which box each datum originally came from.”
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Definition 5.2.8 (Grothendieck institution). Fix an arbitrary graph of institutions and
institutions comorphisms (called a logic graph). A Grothendieck institution is defined by
its components as follows. A signature in the Grothendieck institution over this graph
consists of a pair (L, X)) where L is a logic formalized as an institution and ¥ is a signature
in the logic L. A Grothendieck signature morphism (p,o) : (L1, %) — (Lo, 35) consists
of a logic translation formalized as an institution comorphism p = (®,«,5) : Ly — Lo
plus an Ly-signature morphism o : ®(3;) — ;. Sentences, models and satisfaction in
the Grothendieck institution are defined in a componentwise manner.

Finally, ontologies and hyperontologies are defined as follows:

Definition 5.2.9 (Ontologies and hyperontologies). An abstract structured heterogeneous
ontology with respect to some logic graph, viz. an ontology, is a node O in a development
graph DG whose underlying institution is a Grothendieck institution built over the same
logic graph. A hyperontology is the entire development graph.

This new definition states an ontology cannot exist in isolated form — that is, it
exists as part of a development graph. Even if the development graph were to consist
of a single node, it could be subjected to graph-theoretical operations such as adding
more nodes and edges. This is in contrast to definition 2.2.12, which does not presuppose
the existence of any underlying structure upon which ontologies rest. Additionally, this
breaks the so-called ontological vacuum discussed in chapter 2, enabling the development
of methods to relate and combine ontologies.

How to relate ontologies?

Empowered by definition 5.2.9, Kutz and Mossakowski [212, p. 288-289] present three
different possibilities of relating ontologies:

e Refinement: an ontology can be refined into another by specifying a mapping which
translates the former into the latter.

o Integration: two ontologies can be mapped into a third existing reference ontology.

o (Connection: two ontologies can be related via some additional interface ontology,
usually specified manually, which is used to generate an overall third ontology.

Integration and connections are symmetric combination techniques in that the or-
der in which the ontologies participate in the combination is inconsequential. In contrast,
refinements are asymmetric, for the mapping may not necessarily be reversible. A refine-
ment operation captures the idea of mapping a “coarser” (or less expressive) ontology
into a “finer” (or more expressive) ontology.

Refinement. Liicke [235, p. 289] define homogeneous and heterogeneous refinements,
making a distinction between both. Homogeneous refinements follow the usual definition
from specification theory, as presented in [16], while heterogeneous refinements are defined
in a manner that is tailored to suit the Carnapian-Goguenist approach.



5.2. TOWARDS HETEROGENEITY 84

Definition 5.2.10 (Standard or homogeneous refinements). Given two ontologies O; and
O, in the same logic (or institution), O, is called a standard refinement of Oy if there is

a theorem link O; --» O that follows from the underlying development graph.

Definition 5.2.11 (Heterogeneous refinement). Given two ontologies O; and Oy, Oy is
called a (heterogeneous) refinement of Oy if:

« there is an ontology O} (called a monomorphic extension) such that there exists a

. . oy . g
conservative monomorphic definition link Oy —— O} and
mono

e there is a theorem link O, Ty O

that follows from the underlying development graph. If the theorem link is conservative,
the refinement is called conservative as well. This can be visualized via the following
diagram:

Figure 5.1: Heterogeneous refinement from O; to O,.

The intuitive reading of heterogeneous refinements is they constitute means for
refining ontologies with “non-comparable” logics. For instance, if O; has sorts whereas
O, does not, a heterogeneous refinement first finds a common super-logic O whose theory
is a super-set of that of O;. Refinements have the following properties:

Proposition 5.2.1. For a heterogeneous refinement

1. any Os-model can be translated to an O1-model;

2. logical consequence is preserved along refinement, i.e. if O1 = ¢ then Oy |=

0= (0 (9));
3. for conservative refinements, any O1-model can be translated to an Og-model;

4. the target of a conservative refinement has at least as many non-isomorphic models
as the source.

Proof. Due to Liicke [235, p. 290-291]. O

A sub-ontology is also defined in terms of a refinement and depends on the concept
of subinstitution.
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Definition 5.2.12 (Sub-ontology). An ontology O is a (heterogeneous) sub-ontology of
Oy if O4 is a (heterogeneous) refinement of O; such that:

 the monomorphic extension is trivial (i.e. the identity),
 the signature morphism part of the theorem link is a monomorphism,

o the institution comorphism part of the theorem link is a subinstitution.

Refinements can compose under certain conditions, namely when the underlying
Grothendieck institution of the development graph is semi-exact. This is defined as fol-
lows:

Definition 5.2.13 (Semi-exact institutions). An institution is semi-ezact if Sign has
pushouts and, moreover, the model functor takes any pushout

Yo —— X,

-

Yy —— Np

in Sign to a pullback
Mod(X) +——— Mod(%)

-

Mod(%;) «— Mod(XRr)

of categories. In other words, for any pair (M, M) € Mod(3;) x Mod(Xs) that is
compatible, meaning M, and M, reduce to the same »-model, can be amalgamated to a
unique X z-model M. Similarly, any pair of model morphisms that are compatible in the
same sense can be amalgamated to a model morphism.

Semi-exact institutions refinements have the following property [235, p. 293]:

Proposition 5.2.2. In semi-exact institutions, heterogeneous refinements compose.

Proof. Composition is as follows, where the square is a pushout:

g1 / /
O1 —jiongr Oy =====-----3 > O
91 mono
o2 ’ 02
Oy ~=---mmm-- > O3 Gono O3

By semi-exactness, monomorphicity lifts along pushouts. [
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Diaconescu [114] and Mossakowski [260] present the conditions under which an
institution is semi-exact. Several institutions such as Prop, FOL, QS5, K are semi-exact.

Liicke [235] also define what it means for two ontologies to be equivalent in terms of
refinements. Intuitively, two ontologies are equivalent if one can be directly or indirectly
refined into the other, i.e. if one can be extended any number of times until it is refined into
the other. If no extension steps are required, the ontologies are called weakly equivalent.
This is formalized via the two definitions that follow.

Definition 5.2.14 (Weak equivalence). Two ontologies O; and O, are called weakly
equivalent if they can be conservatively refined into each other.

Definition 5.2.15 (Pre-equivalence and equivalence). Two ontologies O; and O, are
called pre-equivalent, written O; = O,, if there is a common monomorphic extension O
of O; and O,. Fquivalence of ontologies is defined to be the transitive closure of pre-
equivalence.

Liicke [235] present some properties of (weak or pre-)equivalence in section 3.1.2.

Integration. The second possibility of ontological operations consists of Carnapian-
Goguenist integration of ontologies. As stated previously, two ontologies O; and Os
are intuitively integrated into a third ontology O, a reference ontology, by means of re-
interpreting or aligning O; and O, to suit the “point-of-view” (i.e. signature, sentences,
models and semantics) of O.

While Licke [235, p. 296] acknowledge the work of [342] on semantic integration,
they present a less restrictive definition which is also based on refinements, and does not
enforce the ontology to be consistent regardless of the input ontologies. This restriction
lift permits the use of paraconsistent logics in all involved ontologies (both input and
reference). Their definition of ontological integration is as follows:

Definition 5.2.16 (Heterogeneous integration). Given ontologies O; and O, and a ref-
erence ontology O, in institutions I, I and I, respectively, we say O heterogenously
(conservatively) integrates Oy and Oy if there are (conservative) refinements from both

O; and Os.
/ /
01 Oy
o1 7 01 02 Pl o2
// mono mono \\\
0O, O Os

In this diagram, O is the result of a heterogeneous integration between O; and O,. If 6;
and Ay are monomorphic, O is the result of a conservative heterogeneous integration.

Connection. As integration relies on the existence and a priori knowledge of a reference
ontology, it is often too difficult to guarantee that such an ontology exists. For this
reason, Liicke [235] propose ontological connection as a means of linking two ontologies.
This is achieved by specifying or computing a new ontology over a so-called bridge theory
formulated over a signature that crosses the two input ontologies. They present three
different possibilities of connection, with increasing levels of abstractness: connections
through alignments, connections through interfaces and colimits and connections through
specific modular ontology languages.
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The Carnapian-Goguenist approach to ontological connection is particularly suited
to ontologies built over a specific class of logics, namely description logics. For this reason,
the terms “symbol” and “concept” are used nearly interchangeably in the sequel. That is
because a symbol in the signature of a description logic (in institutional-theoretic lingo)
is a concept.

Connections through alignments serve to address the issue of connecting two
ontologies by specifying an interface between them. This was initially presented by
Zimmermann et al. [403] as the operation of alignment, of which there are two kinds:
V-alignments and W-alignments (which are composed of V-alignments). Liicke [235]
defines V-alignments as:

Definition 5.2.17 (V-alignments). Given ontologies O; and O,, an interface for them
is a triple
(X,01: X — Sig(01),09 : ¥ — Sig(02))

where Sig(O) denotes the signature of O’s underlying institution. The interface informally
specifies that:

« concepts 01(c) in O7 and o5(c) in O, are identified for each concept ¢ in X, regardless
of whether the concepts share the same name and

« concepts in Sig(O2) \ U esig(0,) 01(¢) and Sig(O2) \ U.csig(0,) 72(¢) are kept distinct,
again regardless of whether the concepts share the same name.

The interface of an alignment does not provide the bridge ontology required to connect the
two ontologies. To obtain it, one must compute the connection ontology O through the
interface (a process which Zimmermann et al. [403] call merging) by a category-theoretical
pushout. The pushout is called a V-alignment over the interface.

Intuitively, the computed ontology O consists of a disjoint union of O; and O,
with a way to identify what symbol belongs to what ontology. It should be noted that
once an interface has been established, computing the connection ontology is a relatively
straight-forward process. However, there is no unique way for automatically specifying
the interface. Instead, this must be done manually.

Example 5.2.6. Consider two ontologies O; = ({Window, Bat, Job}, ¥1) and Oy =
({Window, Bat, Occupation}, W), where Bat refers to baseball bat in O; but O, refers to
the animal. Suppose an interface ({Window, Job}, o1, 09) specifying that:

1. Window is mapped to the same symbol in O; and Oy, i.e. o1(Window) = Window €
Sig(O;) and similarly for o9

2. Job is mapped to the same symbol in Oy and to Occupation in Oy, i.e. o3(Job) =
Occupation € Sig(Os)

The V-alignment over the interface is constructed as the following pushout, where O is
the connection ontology as pictured in figure 5.2 below:

As Liicke [235] note, V-alignments are sufficient to deal with synonymy (a situation
where different symbols have the same meaning, such as Job and Occupation in example
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6]
{Window,Baseball_Bat,Mammal__Bat,Occupation}
-7 f~-_

01 02
{Window,Bat,Job} {Window,Bat,Occupation}

{Window,Job}

Figure 5.2: Example 5.2.6 visualized. Observe that o; and o, constitute a V-shape.

5.2.6) and homonymy (when identical symbols have different meanings, such as Bat in
example 5.2.6), but they are still subject to issues of polysemy (when two symbols have
different but related meanings). That is, given two ontologies sharing the same symbol, a
symbol is said to be polysemous if the theory of each ontology contains different sentences
concerning the same symbol. Once again taking the example 5.2.6, suppose that Window
refers to the same concept but each input ontology describes it via different axioms, thus
Window is polysemous.

Additionally, V-alignments are not able to deal with concept subsumption —
that is, a scenario where the input ontologies encode concepts and subconcepts such as
Person and Woman. Zimmermann et al. [403] present W-alignments to overcome the
subsumption issue. The computed ontology in a W-alignment is not the result of a
pushout; rather, it is a a bridge ontology. This bridge ontology does not necessarily
commit to the theories of the input ontologies, but it includes subconcepts sentences for
each subsumed concept, such as Woman C Person.

Furthermore, M-alignments are Liicke’s answer to the issue of concept subsump-
tion. They are a generalization of V-alignments whose computed ontology do commit to
the theories of each input ontology [235].

Definition 5.2.18 (M-alignments). Given two ontologies O; and Oy, let O and O% be

(typically conservative) extensions of O; and O, respectively such that:

e new symbols are introduced to account for subsumed concepts

e new sentences are introduced for each subsumed concept to introduce subconcept
relationships

An M-alignment over O; and O, is then defined as a V-alignment over O§ and Og. The
connection ontology O is computed as the pushout of the M-alignment. Figure 5.3 below
contains an example of a M-alignment.

@)
{Woman, Person, Bascball_Bat,Mammal_Bat,Occupation}
oy [

Oﬂ
{\’VomanEPe son} {Person,Occupation}

O
{Woman,Bat,Job} {Person Job} {Person,Bat,Occupation} Occupatlon}

Figure 5.3: Example of M-alignment and pushout calculation.



5.2. TOWARDS HETEROGENEITY 89

Liicke [235] further generalize the concept of connection via an interface by cal-
culating the colimit of a diagram (instead of a particular pushout). This is defined as
follows.

Definition 5.2.19 (Colimit connection). Given two ontologies O; and Oy, take 3; to
be a sub-signature of O; and ¥, to be a sub-signature of O; and B an interface between
O; and Oy (in the sense of an alignment). The colimit connection of O; and O is the
ontology O computed from the diagram in figure 5.4.

S A

o 0,
21 Z2
Figure 5.4: Colimit connection diagram.

Lastly, Liicke [235] present an approach to ontological connection based on dis-
tributed description logics (DDL) [43] and £-connections [213]. Kutz introduced &-
connections in his doctorate thesis as a new technique for combining logics guaranteeing
preservation of decidability — if the input logics are decidable, then so is their connection
[211]. A detailed definition of ontological connection through &-connections is beyond
the scope of this section, as it is quite technically involved. However, what follows is an
attempt to describe their intuitive working.

&-connections may be thought of many-sorted heterogeneous theories where the
component ontologies can be formulated in different underlying logics, so long as they
share the same many-sorted vocabulary. In order to relate the different ontologies, £-
connections provide link relations and operators to manipulate and reason with link re-
lations. In a certain way, £-connections internalize the meta-discussion of connecting
ontologies and logics down to the language level — the act itself of connecting ontologies is
a language-level of object and thus can be manipulated. The reader can refer to [143, 144,
286] and, of course, [235] for an overview of ontological connections over £-connections.

Some considerations

The Carnapian-Goguenist approach is appealing for a number of reasons. Primarily,
the existing literature on institution theory is extensive, with Diaconescu’s Institution-
Independent Model Theory serving as a foundational text in the field of institution-free
model theory — a “universal” model theory which does not depend on any particular un-
derlying institution. Secondly, there is production-ready computer software based on this
approach, the heterogeneous toolset (HETS) [265], supporting many ontology represen-
tation languages and also automated reasoning through formal provers such as FaCT++
[383] and Isabelle [293]. HETS was originally introduced by Mossakowski as part of his
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habilitation thesis [261] and has since been continuously evolving.” In particular, it sup-
ports the representation language of Thousands of Problems for Theorem Provers (TPTP)
system, a library for evaluating automated theorem provers, and thus also benefits from
TPTP’s connectivity to many provers. The current architecture of HETS as well as the
languages it supports is pictured in figure 5.5, taken directly from the project’s homepage.

Architecture of the heterogeneous tool set Hets

Tools for specific logics Logic graph Tools for heterogeneous
specifications

(Haskell g Isabelle )
A LF

HasCASL CspCASL |
VSE CoCASL
o (,’k Ade\]CASL

= el

®
Theorem.provers A RelScheme OWL
Rewriters ——\Propositional Y,

Conservativity checkers . - =
Model fiZ\ders Grothendieck logic
Model checkers | (Flattened logic graph)

Figure 5.5: The architecture of HETS.

As previously mentioned, Carnapian-Goguenism also gave rise to a specification for
ontological interoperability based on institution-powered formal semantics — DOL [263].
DOL is a specification language designed for knowledge representation and interoperability
across different Ontology, Model and Specification (OMS) systems.

Despite the available literature and existing software, there are at least two clear
shortcomings of Carnapian-Goguenism:

o Firstly, one must manage and specify logics based on their semantics. Institutions
are restrictive in this sense, as the semantic entailment relation is specified as a
family of sets restricted by category-theoretic models. This is prohibitive of using
novel semantics, such as non-deterministic semantics [90] and possible translation
semantics [245], at least without considerable effort when possible.

e In order to add a new kind of logic to an already existing development graph,
one must recompute the Grothendieck institution from the graph. An alternative
approach would be to assume that the Grothendieck institution must always be
rebuilt. However this would entail a significant computational cost, which must be
taken into account.

9Openly available at https://github.com/spechub/Hets.
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Chapter 6

da Costian-Tarskianism

HIS chapter presents a novel approach for ontological heterogeneity that draws heavily
from Carnapian-Goguenism, as described in the previous chapter. The approach is
provisionally designated da Costian-Tarskianism, named after da Costa’s Principle of
Tolerance in Mathematics and after Alfred Tarski’s work on the concept of a consequence
operator. The steps to lay out our approach will follow exactly the same structure as
section 5.2.1, in order to facilitate the comparison between da Costian-Tarskianism and
Carnapian-Goguenism.

Tarski [380] initially presented the consequence operator as way to characterize
what a logical system should preserve in order to be called a proper logic. The operator
draws from the closure operator originally presented by Kazimierz Kuratowski, and it
attempts to capture, as suggested by its name, the notion of what formulas should follow
as syntactical consequences of a given theory in a rather general and abstract way. The
consequence operator is defined as follows, as per Marcos [245, p. 17]:

Definition 6.0.1 (Consequence operator or relation). For a given set For of formulas,

”—Q P(For)x For is a consequence operator (or relation) if the following three conditions
hold:

1. If AeT then I" ”— A reflexivity
2. If A ”— Aand A CT then I’ “— A monotonicity
3. If A ”— Aand ', A ”— B then AT ”— B transitivity

As previously noted, Marcos [245] renamed da Costa’s Principle of Tolerance in
Mathematics to Principle of Non-Triviality and formalized it using the consequence op-
erator ”T over a given logic L. In addition to the Principle of Non-Triviality, they define
two other logical principles:

PRINCIPLE OF NON-CONTRADICTION (PNC)
L must be non-contradictory: II'VA (T ”7f AorT ”7% —A)

PRINCIPLE OF NON-TRIVIALITY (PNT)
L must be non-trivial: II'3B (T ”7% B)

PRINCIPLE OF EXPLOSION (PoE) or PRINCIPLE OF PSEuDO-scoTus (PPS)
L must be explosive: VI',; A, B (I', A, = A ”T B)
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The objective of defining such principles is to capture meta-logical properties of a
given logic. In this regard, da Costa’s principle is in essence stating that no admissible
logic should violate PNT. Marcos [245] defines, for instance, a paraconsistent logic as a
logic such that PNC and PNT hold but not PPS. This meta-logical framework consists
of the foundations of da Costa-Tarskianism.

6.1 What is a logic?

NLIKE Carnapian-Goguenism, the da Costian-Tarskianist approach does not utilize
U institutions to define classes of logics via their semantics. Instead, consequence
systems are chosen to represent classes of logics via their syntaz. As W. Carnielli et al. [74]
have shown, various kinds of calculi, such as Hilbert calculi, sequent calculi and tableau
calculi, induce consequence systems. Consequently, consequence systems are sufficiently
abstract to permit the construction of heterogeneous operations.

Prior to defining consequence systems, it is necessary to present some preliminaries.
Many of the definitions hereafter are due to W. Carnielli et al. [74], the first of which is
that of a signature.

Definition 6.1.1 (Signature). A signature C' is a countable family of sets Cj where
k € N. The index k states the arity of the connectives, meaning C}, is the set of k-ary
connectives. Usually C' is a finite set.

The set Cj of zero-ary connectives over a signature C' is usually called the set of
constants of C'. Given two signatures C’ and C”, it is customary to write ¢’ < C" if
CY C €, for every k € N. It may be noted that a signature C, in the current context,
does contain the logical symbols.

A signature induces a language over it. Intuitively, the language of the signature
is the set of all formulas that can be inductively constructed using its connectives and
variables.

Definition 6.1.2 (Language of a signature). Let C' be a signature and = = {§,, : n € N*}
be an enumerable set called the set of schema variables. The language over C' is the set
L(C) inductively defined as follows:

o £ € L(O) for every € € £
e c€ L(C) for every ¢ € Cj
o (c(¢1,...,0r)) € L(C) whenever ¢ € Cy, k> 1, and ¢1,...,¢r € L(C).

Signatures can be related in a categorial setting via signature morphisms. Signa-
tures and signature morphisms constitute the category Sig. Observe that in this context,
Sig denotes a specific and highly abstract category of signatures tailored for the approach,
whereas the category Sign in definition 5.2.1 is specific to a particular institution.

Definition 6.1.3 (Signature morphism). A signature morphism h : C' — C’ is a family
of maps hy, : Cy, — C},, where k € N.
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Definition 6.1.4 (Category of signatures). The category of signatures Sig is defined as
follows:

o The objects are signatures ¢

o The morphisms are signature morphisms as described above

Composition of morphisms h and g is defined as the composition of each indexed map,
i.e. ho g is the family of maps hj o g, and the identity morphism is the family map of
identity morphisms, i.e. id, where k € N.

One may generate a new signature from two inputs by means of fibring. The
fibring of two signatures is defined below.

Definition 6.1.5. The fibring of signatures C' and C” is the signature
Cl U C”
such that (C"UC"), = C,, U CY for every k € N.

Signatures and their associated languages are fundamental to define consequence
systems. As Citkin and Muravitsky [82] note, Tarski not only presented consequence oper-
ators in his 1930 paper but also consequence systems indirectly. Intuitively, consequence
systems talk about the closure of consequence operators — that is, the set of all formulas
which follow from a given theory. Consequence systems and consequence operators induce
one another, as pointed out by Citkin and Muravitsky [82].

Definition 6.1.6 (Consequence System). A consequence system is a pair (C, C) where C'
is a signature and C: PL(C) — PL(C) is a map with the following properties:

1. TC () extensivity
2. I'y CT'y then C(I'y) C C(T'y) monotonicity
3. C(C(I")) € (I) idempotence

Before proceeding, it is necessary examine in greater detail the reasons for choosing
consequence systems over more complex machinery from proof theory, such as abstract
proof systems as presented by W. Carnielli et al. [74] themselves or even a categorial
approach as described by Hyland [189]. As previously noted, consequence systems can
be employed to represent the syntactical aspect of a wide array of logics. Indeed, con-
sequence systems are sufficiently capable of expressing, intuitively, what set of sentences
may be deduced from another set of sentences, but not precisely how. That is, the con-
sequence operator does not encode a proof: the entire sequence of steps necessary to
deduce a set of consequents from a set of antecedents. While this may be a shortcom-
ing for certain applications where explainability is a major concern, it is not the case
from the ontological point of view. The primary objective of a heterogeneous applied
ontological framework is to provide the ability to describe and reason about concepts.
However, the specific mechanisms underlying reasoning are relegated to the domains of
metaphysics and grounding. The primary contention of this paper is that, in the field of



6.1. WHAT IS A LOGIC? 94

applied Ontology, the ontologies do not require self-awareness, that is, they do not need
to encode information about their own inner workings.

Consequence systems represent a class of logics and are devoid of a semantic con-
struct, thus exhibiting a sort of duality to institutions. A consequence system may also
be attached to a semantic construct, such as algebraic semantics as done via W. Carnielli
et al’s interpretation systems [74, p. 92], resulting in a signature-bound logic (also called
a logic system). Because consequence systems are built on top of a particular signature,
this is a key distinction between them and institutions. This fact is also the reason the
duality is not mirror-like. As noted by M. Coniglio [89], a better candidate for proper
mirror-like duality, when compared to institutions, are Meseguer’s entailment systems.

W. Carnielli et al. [74] also define some particular types of consequence systems.
In what follows, PgnS denotes the set of all finite subsets of S.

Definition 6.1.7 (Compact Consequence System). A consequence system (C, C) is com-
pact or finitary if

cr)y = |J c@

PPy I

For each I' C L(C). Compact consequence systems are also called abstract systems in

[108].

Definition 6.1.8 (Quasi-consequence System). A quasi-consequence system is a conse-
quence system such that idempotence, as defined in 6.1.6 does not necessarily hold.

Definition 6.1.9. A consequence system (C, C) is closed for renaming substitutions if
o(C(I)) € C(o(I))

for every I' € L(C') and every renaming substitution o, i.e. o({(}) = {('} for each { € E,
where ¢’ € Z. If the inclusion holds for every substitution, the consequence system is
called structural.

Consequence systems may be related in an order theory sense, by introducing
a weakness relation, and also in a categorial setting, by defining morphisms between
consequence systems. Consequence systems and their morphisms constitute a category,
Csy.

Definition 6.1.10 (Weakness relation). The consequence system (C, C) is weaker than
consequence system (C’, C'), written

(C,C) <(C",C)

if L(C) € L(C") and C(I') € C/(I") for every subset I' of L(C'). Additionally, (C,C) is
partially weaker than consequence system (C’, C'), written

(C,C) <, (C",C)
if L(C') C L(C") and C(0) C C'(D).

Definition 6.1.11 (Consequence system morphisms). A consequence system morphism
h:{C,C) — (C',C") isamap h: L(C) — L(C") such that

h(C(I')) € C'(h(I))
for every I' C L(C).
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One can think of consequence system morphisms as transformations that weakly
translate consequence. If {¢} is a consequent of I" via C in the source consequence system,
then h({¢}) is a consequent of h(I") in the target consequence system.

Definition 6.1.12 (Category of consequence systems). The category of consequence sys-
tems Csy is defined as follows:

» The objects are consequence systems (C, C)

o The morphisms are consequence system morphisms as described above

Composition of morphisms A and g is defined as the usual composition of maps goh. The
identity morphism is the identity map, i.e. h(X) = X for every X.

The category Csy may be thought of as the web which connects classes of logics
(i.e. consequence systems) whenever it is possible to establish a weak translation between
their deductive aspect. That is, if a consequence system’s consequence map C is a subset
of another consequence system, under some translation, then there is a morphism between
them.

6.2 What is an ontology?

IMILARLY to institutions, consequence systems, in and of themselves, are insufficient
S to describe ontologies, as they lack the mechanisms to encode ontological informa-
tion!. For this reason, it is necessary to employ an approach analogous to the Carnapian-
Goguenist way, whereby the logical machinery is extended with ontological axioms.

The intuitive understanding behind this approach is that an ontology is merely a
consequence system plus a theory (i.e. the set of ontological axioms). This method of
definining ontologies is more straight-forward than the Carnapian-Goguenist approach,
although it initially places ontologies in an ontological vacuum (as in chapter 2). extended
development graphs represent a potential solution to this apparent limitation, as they
permit ontologies to be related.

It is necessary to note that one could “append” axioms, representing an ontological
theory, to an existing consequence system by changing its consequence operator. By doing
so, one obtains a new class of logics including the ontological theory as axioms. Thus, a
consequence system could be defined as an ontology itself. However, the reasons for not
doing so are of philosophical and computational nature. On the first point, by making
the ontological theory explicit, one draws the boundary between what is inherent to an
intuitive “mode of reasoning” (i.e. a class of logics, the consequence system itself) and
what is particular to a description of the world (i.e. the ontological axioms themselves).
This position follows N. C. A. d. Costa’s view on the distinction between Logic and
Ontology, both as philosophical areas and as objects, as exposed in [97]. Furthermore,
such position is aligned with Guarino’s thesis that domain and reasoning knowledge should
be independent Guarino [158]. With regard to the second point, clearly specifying the

IThis claim relies on the philosophical distinction between Ontology and Logic, as described in chapter
2
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ontological axioms, and presenting an algorithmic way to manage such axioms, increases
the inherent modularity of the approach. By not equating a consequence system to
an ontology, it is possible to utilize a single consequence systems to generate several
ontologies based on it.

As a preliminary step, below is the definition of an extended consequence system.

Definition 6.2.1 (extended consequence system). An eztended consequence system is a
quadruple (C,C,C,,T,), where C,C, are signatures, C is a consequence map and T, €
L(C) is a set, such that:

1. (C,C) is a consequence system
2. For every Cy, € C and C}, € C,, C;, C Cy,

3. For every ¢p € T',, ¢ € C() — i.e. [, is an axiomatic theory

An ontology is then defined as a particular kind of extended consequence system.

Definition 6.2.2 (Ontology). An ontology is defined as a particular extended conse-
quence system (C,C,C,,T',). When the underlying (C,C) consequence system is implic-
itly understood, we may drop it and refer to an ontology by its components C, and [,
(also called ontological aspect components).

The rationale behind extending a consequence system is now evident. It is pos-
sible to distinguish between the ontological content and the purely logical machinery,
while allowing the machinery to handle ontological knowledge. From this point onward,
the terms “extended consequence system” and ontology are used interchangeably in the
context of the da Costa-Tarski approach. The point is that ontologies are a specific kind
of extended consequence systems whose theory I' is defined to match the definition of
ontology discussed previously in definition 2.2.11 by Guarino.

Extended consequence systems and their morphisms constitute the category ECsy:

Definition 6.2.3 (Category of extended consequence systems (or ontologies)). The cat-
egory ECsy of extended consequence systems is defined as follows:

o Its objects are extended consequence systems (C, C,C,, T',)

« A morphism between extended consequence systems (C4, C4, C4 T'4) and (OB, CB, CE T'P)
is a consequence system morphism h : (C4, C4) — (CB, CP) such that h(T'4) = I'B.

Composition between extended consequence system morphisms works as expected, com-
posing consequence system morphisms and composing the I' mappings. The identity
morphism is the consequence system identity morphism, since id(I") = T.

It should be noted that ontologies are not defined with respect to development
graphs and do not require a Grothendieck construction in order to relate two ontologies
based on different underlying logics. Nevertheless, it is possible to construct a graph
structure that allows ontologies to be related via morphisms of ECsy, and additionally
via other operations such as fibring and splitting. Consequently, ontologies in the da
Costa-Tarski sense are sufficiently flexible to be independent of external structures such
as graphs. However, they permit the existence of such external structures in a manner
that is both useful and coherent.
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6.3 How to relate ontologies?

HIS section details the structures and mechanisms required to relate ontologies. The

following is based on the machinery developed by W. Carnielli et al. [74] to reinter-

pret morphisms and other operations between consequence systems as means to refine,
integrate and connect ontologies.

Yet again inspired by the approach from Liicke [235], we shall now define the
concept of an extended development graph. This will form the basis of our framework
and will slowly become mutated with add-ons to increase complexity and expressivity of
operations.

Definition 6.3.1. An extended development graph is a vertex and edge-labeled directed,
acyclic graph (DAG) AG = (N, L), where:

o N isaset of nodes, where each node N € N is labeled with an extended consequence
system (O, CN CON TN)

o L is a sorted set of directed links:

— definition links K " N where h is an extended consequence system morphism

— theorem links K -~ N for each K ,N € N if the consequence system labeling
K is weaker than the consequence system labeling N, c.f. definition 6.1.10.

An extended development graph captures a web of ontologies related by defi-
nition links, corresponding to morphisms, and induced links, corresponding to existing
weakness relations. If there is a theorem link between two ontologies, it is possible to
informally assess that one is a non-conservative sub-ontology of the other. Same as in the
Carnapian-Goguenist approach, the fact extended development graphs are directed and
acyclic ensures that there are no circular definitions.

6.3.1 Refinement

Ontologies defined via extended consequence systems can also be refined in a manner that
is highly analogous to the process of refining their institution-based counterpart. There
are two kinds of refinements, homogeneous and heterogeneous.

Definition 6.3.2 (Homogeneous refinements). Given two ontologies O; and O, in an
extended development graph, O, is called a homogeneous refinement of Oy if there is a

theorem link Oq RN Os.

Definition 6.3.3 (Heterogeneous refinements). Given two ontologies O; and Oz, O, is a
heterogeneous refinement of O in the underlying extended development graph if:

o there is a third ontology O} such that a definition link O LN O, exists, where h is
monomorphic

e there is a theorem link O, RN O,



6.3. HOW TO RELATE ONTOLOGIES? 98

Refinements in the context of extended consequence systems are sufficiently sim-
ilar to those of institutions that they may be represented diagrammatically in the same
manner, as depicted in figure 6.1. However, the meaning of each link is quite different in
each approach. In the Carnapian-Goguenist approach, for one ontology to be heteroge-
neously refined into another, the latter must conserve models of the former. On the other
hand, in the da Costian-Tarskian approach, refinement conserves theoremhood.

Figure 6.1: Heterogeneous refinement from O; to Os.

One can also informally define mirrored definitions of equivalence relations, as
presented in definitions 5.2.14 and 5.2.15. Two ontologies are weakly equivalent if they
can be heterogeneously and conservatively refined into each other (i.e. they preserve
each other’s theorems), and they are pre-equivalent if they share a common monomorphic
extension.

6.3.2 Integration

As defined by Liucke [235], integration between ontologies is based on refinements. This
approach will be followed here, as it is a parallel to the existing framework.

Definition 6.3.4 (Heterogeneous integration). Let O; and O, be ontologies and O a
so-called reference ontology, in a given extended development graph. We say O heteroge-
nously (conservatively) integrates O1 and O, if there are (conservative) refinements from

both 01 and 02.
/ /
0} 0y
o1 //7( 01 02 K‘\ g2
// mono mono \\\
O

In this diagram, O is the result of a heterogeneous integration between O; and O,. If 6;
and Ay are monomorphic, O is the result of a conservative heterogeneous integration.

01 02

6.3.3 Connection

Thus far, it appears that extended consequence systems and institutions are operationally
analogous, as evidenced by the superficial similarity of the machinery for connecting and
integrating. From this point onward, the operational parallels will be broken down by the
introduction of a new tooling system. As a brief reminder, the objective of the connection
operation between two ontologies is to generate a third, novel ontology that retains char-
acteristics of the input ontologies. In the da Costa-Tarskian approach, ontologies may be
connected by means of fibring.
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Fibring was originally presented by Gabbay as a means to combine two normal
modal logics into a third normal bimodal logic [127, 128]. A. Sernadas, C. Sernadas, and
Caleiro [344] generalized fibring to deal with propositional logics in general — given two
propositional logics L; and Ls, the fibring of them is a new logic Lo Ly which is a minimal
conservative extension of both. Although fibring has been further generalized in various
accounts (see, for instance, [61, 346, 349]), we will present a slightly modified version of
algebraic fibring as presented in [74, p. 150-160] for extended consequence systems.

The intuitive idea behind fibring is it joins two logics by translating them into a
language guaranteed to be conflict-free. As a matter of fact, before formally defining the
fibring operation it is necessary to define translations between languages of consequence
systems.

Definition 6.3.5 (Translations and substitutions). Let C' and C’ be two signatures such
that C < C" and ¢ : L(C") — N a bijection. The translation

7,0 L(C") — L(C)
is the map defined inductively as follows:

L[] Tg

gz) = 521‘4_1 fOl" 51 € E
e 7,(c) =cfor ce Cy

(
(
(') = Eay(er) for ¢ € Ch\ Cy
(
(

] Tg

o To(c(vy, oo m) = (e(my(h), ., 14(72))) for c € Cy, k>0 and 1 ..., € L(C')

o (VM) = Sagegyy) for & € Cp\ Gy, k> 0 and formulas v, ..., 7, €
L(C")

The preliminary substitution

is defined as

o 7, (&) =& for § € 2

o 7, (&) =971(0)

If a preliminary substitution 7~ lis extended to L(C'), corresponding to the proper inverse
of 7,, it is called a proper substitution or simply a substitution?.

Given a variable in 7,(L(C")), one can determine if it comes from a variable or a
formula starting with a connective in C’\ C'if its index is even or odd. Additionally, it may
be noted that the translation 7, maps symbols of C’ that are not in C' to propositional
variables. This is by design, to ensure that no symbols of C’ get mapped to existing
symbols of C'.

2In order to extend a preliminary substitution to a proper substitution, it is necessary to present
the inductive rules for the values of 7, ' and prove that 7y 0 7," = 75 0 7,' = id. The details of this
construction are present in [74, p. 150-151].
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In order to define fibring of consequence systems (C’, C') and (C’,C"), it is neces-
sary to define translations between L(C"UC") and the input languages, L(C") and L(C").
Given a bijection g : L(C'U C") — N, such translations are defined as follows:

7, L(C'UC") = L(C") and 7, : L(C"UC") — L(C")
The corresponding substitutions are

7, ' L(C') = L(C'UC") and T, L(C") — L(C"UC")

For the sake of readability in what follows, a few provisional measures will be
taken. The suffix g will be dropped for translations and substitutions by assuming that a
fixed bijection L(C" U C") — N exists. Given a set I' € L(C'), 7(I') denotes the following
set:

(D) ={r(¢) : ¢ €T’}

Additionally, in order to minimize confusion between the signature of a conse-
quence system and the consequence system itself, consequence maps will be denoted by
- at times. In this case, given a consequence system (C, ) and set I' € L(C'), '™ denotes
F (T') and is called the deductive closure of T.

Given two consequence systems €’ and €”, translations and substitutions define the
closure of each L. C L(C"UC") with respect to the consequence maps of each consequence
system.

Definition 6.3.6. Let ¢’ = (C’,}) and ¢ = (C”,F") be two consequence systems and
let I' C L(C"UC"). Assume that 7' : L(C) — L(C") and 7" : L(C") — L(C) denote the
translations between the two consequence systems. Similarly, 7' and 7~ denote the
respective substitutions between the consequence systems. The FH-closure of T" is the set:

7

I =7 7((7'(T)7)

Similarly, the F-closure of T is the set I'™" = 7"~1((7" (I'))™")

Intuitively, the F'-closure of a set I' € L(C" U C"”) denotes the set obtained by first
translating I to the language of consequence system €', computing its deductive closure,
and mapping it back to the language L(C" U C”).

Finally, the fibring of consequence systems is defined as follows.

Definition 6.3.7. Let ¢’ = (C',}') and €” = (C”,F") be two consequence systems. The
fibring of two consequence systems C' and C” is a pair

cuc =(C,F)

where

« ( is a signature such that C, = C; U C} for every k € N

o F: P(L(C)) — P(L(C)) where, for each ' C L(C), T'" is inductively defined as
follows:
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1. T CI"
2. If A CT", then AW UA C T

The object generated by fibring two consequence systems is also a consequence
system, as proven by By W. Carnielli et al. [74, prop. 4.1.24]. One may conceptualize
the resulting consequence system as being a disjoint union of the two input consequence
systems, where their respective consequence maps are preserved, albeit under translations
and substitutions, via the deductive closure.

It is important to note that consequence systems are not ontologies in the current
context. Consequently, it is necessary to extend the definition of fibring to extended
consequence systems. This will provide a means to in fact to connect ontologies.

Definition 6.3.8 (Heterogeneous connection). Let O; = (C' ', CL T!) and O, =
(C?,2,C2,T?) be two extended consequence systems, i.e. ontologies. A tuple Oy U Oy =
(C,F,C,,T,) is the connection of Oy and O, if:

o (C,F) is the result of fibring between (C',F!) and (C?+?)
« C,=CluC?

« 71 @)Uty (¥) C T, for each ¢ € I}, € I'2
where 7, ' and 7, ' are the substitutions derived via fibring.

The connection between two ontologies constructs an object whose consequence
system aspect is the result of the fibring of the consequence systems in the input ontologies,
and whose ontological aspect is preserved under substitution. We shall now prove the
resulting object is indeed an ontology.

Proposition 6.3.1. The heterogeneous connection O U Oy of ontologies O1 and Oy is
an ontology.

Proof. Let Oy = (C',F',CH T and Oy = (C?,F2,C2,T?). Suppose O; U Oy = (C,+
,Co,Tp). By W. Carnielli et al. [74, prop. 4.1.24], (C,F) is a consequence system. By
definition, C, is a signature and it is straight-forward to see that C, C C.

Consider ()7 obtained via fibring, i.e the axiomatic theory of (C,F). Clearly, by
definition, we have that () € (7. Therefore 0 U0 C 0F.

Note that for each ¢ € '}, 774(¢) € 07 C 0. Similarly, for every ¢ € T2,
5 (Y) € 0~ C 0-. Thus, O; U O, conserves the ontological aspect and therefore is an
ontology. [

The ontological aspect of the resulting connected ontology naively merges the
ontological aspects of the input ontologies. That is, no additional steps are taken to
handle the aforementioned issues of synonymy (a situation where different symbols have
the same intended meaning) and homonymy (a situation where the same symbol has
different meanins). Rather, these issues can be dealt with via morphisms in ECsy. Recall
the fact ontologies may live inside an extended development graph, then heteregeneous
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Figure 6.2: Heterogeneous connection of O; and Os.

connection can be interpreted as adding the coproduct of O; and O, into the graph
alongside the required morphisms, as visualized in figure 6.2.

If two ontologies share the same common vocabulary, i.e. the signature of the
ontological aspect shares common symbols, then one may add morphisms to “prepare”
the input ontologies. This sort of “preparation” via extra morphisms allows one to ensure
the input ontologies refer to the same concepts using the same symbols and use different
symbols when there is a homonymy issue. This is depicted in figure 6.3.

/

Q

Q ¢---

O ----- Yoo o >O{ O§< ————— T Os

Figure 6.3: Heterogeneous connection of O, and O,, with “preparation”. Note the original
input ontologies may pass through many steps prior to connecting, resulting in final
ontologies Of and OJ.

Ontological connection via fibring is a compelling concept, as it offers a means
of combining ontologies while ensuring a minimal extension and preserving certain prop-
erties. Results compiled by W. Carnielli et al. [74, p. 150-160] include preservation
of structurality, weakness relation transitivity when the consequence systems of input
ontologies are structural and compactness. Additionally, they present three character-
istics which increase the attractiveness of fibring: firstly, it consists of a homogeneous
combination mechanism; secondly, the mechanism is algorithmic and easily extendable,
as it has been done for extended consequence systems; thirdly, the resulting combination
is canonical in that it is minimally stronger than the input consequence systems of the
ontologies.

Fibring-based ontological connection has a few clear shortcomings. As shown by
Marcelino, Caleiro, and Baltazar in a series of papers [60, 242, 243, 244], fibring in general
does not preserve logical decidability — a very sought-after property for computational
purposes. However, disjoint fibring (when the input consequence systems have disjoint
signatures) does preserve decidability. Additionally, Marcelino, Caleiro, and Baltazar
[244] proved that, when decidability is preserved in the fibred consequence system, the
complexity of the decision problem can be polynomially reduced to the worst decision
problem of the input consequence systems.
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As previously stated, consequence systems may be enriched with interpretation
systems to construct signature-bound logic systems. In addition, logic systems may also be
fibred, which raises the question of the status of soundness and completeness preservation.
A. Sernadas, C. Sernadas, and Zanardo [347] and Zanardo, A. Sernadas, and C. Sernadas
[401] investigate under which conditions fibring preserves completeness, by showing classes
of complete logic systems whose fibring is also complete.

Fibring, more specifically algebraic fibring, is far from the only kind of combi-
nation operation in the literature applicable to consequence systems, logic systems and
logics in general. It is not in scope of this section to discuss in great detail about other
operations, as its purpose is to establish an initial ground upon which to build hetero-
geneous ontologies based on consequence systems. However, what follows are very brief
overviews of a few of these works, as they address property-preservation issues and also
illustrate potential paths for further development of the da Costian-Tarskianist approach:

1. Graph-theoretic fibring: A. Sernadas et al. [346] and A. Sernadas et al. [348] present
a graph-theoretic account of fibring based on multi-graphs (or m-graphs) targetting
the point-wise combination of the models of input logic systems. It has been shown
by M. E. Coniglio, A. Sernadas, and C. Sernadas [88] that this kind of fibring pre-
serves the finite model property, which entails decidability under certain conditions
(see [230] for more on this matter).

2. Importing logics: an asymmetric combination technique originally devised by Rasga,
A. Sernadas, and C. Sernadas [319] where the combined logic system is endowed
with an importing connective, which allows formulas of the imported logic to be
transformed into formulas of the importing logic. Rasga, A. Sernadas, and C.
Sernadas [318] have shown this technique does preserve soundness and completeness
and in [317] it is shown fibring may be characterized by biporting, an extension of
importing which includes an exporting connective.

3. Meet-combination of logics: originally devised by A. Sernadas, C. Sernadas, and
Rasga [345], meet-combination is an approach to connecting logics based on com-
bined constructors, which generate melded connectives inheriting the intersection
of the properties of the input logic instead of their conjunction. Meet-combination
was shown to preserve completeness and decidability under a set of admissable rules
in [320].

6.3.4 Decomposition

The intuitive idea of decomposition is to extract one or more sub-ontologies from a given
ontology, in such a way that the sub-ontologies are weaker, in a sense, than the original
ontology. The concept of ontological decomposition requires extending the definitions
of ontology and development graph to include the splitting machinery presented in W.
Carnielli et al. [74, p. 391-400].

The initial step towards decomposition is the notion of a k-restricted language.

Definition 6.3.9 (k-restricted language). Given k € N and a signature C, L(C)[k] is the
set of formulas ¢ in L(C') such that the set of schema variables occurring in ¢ is exactly

{6, &
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The category sSig which extends Sig by introducing splitting signature morphisms,
based on k-restricted languages.

Definition 6.3.10 (Splitting signature morphism). Given two signatures C' and C’, a
splitting signature morphism f between them, denoted f : C' — (', is a mapping f :
L(C) — L(C") such that if ¢ € Cy then f(c) € L(C")[k].

A splitting signature morphism f induces a mapping f : L(C) — L(C") such that:
- fle)=¢ifees;

(¢) = f(c) if ¢ € Cy;
o fle(dr,. . 08) = FO)(F(d1),.... f(dn)) ifce Ch, d1,....0n € L(C) and k > 0.

s

The two categories sSig, the category of splitting signatures, and sCon, the cate-
gory of splitting consequence systems, provide the necessary basis for ontological decom-
position.

Definition 6.3.11 (Category sSig). The category sSig is defined as follows:

» [ts objects are signatures;

o Its morphisms are splitting signature morphisms.

Composition between two signature morphisms f : C — C" and g : C' — C”, denoted
by g - f, is defined to be the signature morphism ¢ - f : C' — C” given by the mapping
Gof:1C] = L(C").

The identity morphism ide : C — C is defined as idc(c) = ¢ for ¢ € Cy and
ido(c) = c(&y, ..., xy) for c € C, k> 0.

Definition 6.3.12 (Category sCon). The category sCon of splitting consequence systems
is defined as follows:

o Its objects are consequence systems;

e A morphism f : C — C’ is a morphism f : C' — (C’ in sSig such that, for every
I'u{e} C L(C), . )
I'+ ¢ implies f(T') ' (o)

Composition and identity morphisms are as in sSig.

It is not necessary to extend the sCon into an analogous category whose objects are
extended consequence systems for a few reasons. The morphisms in sCon, by definition,
preserve entailment over a splitting signature morphism, which is necessary requirement
in the context of ontological knowledge. Furthermore, the operations of ontological re-
finement, integration and connection insist on preserving or adding onto the ontological
aspect of extended consequence systems — it does not make sense to impose this restric-
tion in the case of ontological decomposition, since the intuitive goal is to be able to
extract significant chunks of an ontology into sub-ontologies.

Before formally defining ontological decomposition, the following proposition is
crucial to guarantee the machinery we use does indeed produce ontologies.
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Proposition 6.3.2. The category sCon has products of arbitrary small, non-empty fam-
ilies of objects. Moreover, if every object of the family is structural, so is the product.

Proof. Due to W. Carnielli et al. [74, prop. 9.1.6]. O

In order to define ontological decomposition, one needs to extend the extended
development graph to include extra links tied to splitting consequence system morphisms.
This new structure is called an extended splittable development graph, henceforth ESDG,
and it is defined as follows.

Definition 6.3.13 (extended splittable development graph). An extended splittable de-
velopment graph or ESDG is an extended development graph AG = (N, L) such that £
contains additional directed links:

o splitting links K Iy N for each K , N such that there exists a morphism f in sCon
between the underlying consequence systems labelling K and N

Finally, by adding splitting links, one can define ontological decomposition.

Definition 6.3.14 (Ontological decomposition). Let O = (C,F,C,,T',) be an ontology
in an ESDG. We say O decomposes into a family of ontologies Oy, ..., O, if:

1. there are splitting links from O to each O;, 1 < i < n;

2. the generated diagram is a product.

@)

Observe that, as previously stated, decomposition does not impose restrictions on
the ontological aspect and instead relies on entailment preservation provided by splitting
morphisms. Perhaps non-intuitively, decomposition also does not enforce the “compo-
nent” ontologies to be weaker than the input ontology in any sense. It is often times
desirable to decompose into a weaker family of ontologies, however it is not necessary to
ensure at minimum structurality as per proposition 6.3.2.

Ontological decomposition is also a means to provide possible-translation charac-
terization and semantics to ontologies, in the sense of W. Carnielli et al. [74]. As the
current objective is to present an initial proposal of ontological decomposition, it is not in
scope to address this topic in depth at this time. Nevertheless, it is possible that ontolog-
ical decomposition could result in the development of interesting ontological machinery.
Indeed, some ontologies, in practice, already implement some form of decomposition as
a means of describing a target ontology. For example, e.g. BFO is decomposed into its
SNAP and SPAN sub-ontologies.
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6.4 Some considerations

T this stage, da Costian-Tarskianism is merely a proposal, for there is no prac-

tical, ready-to-use, production-ready implementation of it similar to Carnapian-
Goguenism’s HETS. Notwithstanding, it is possible to implement the approach using
a computational category-theoretical framework, such as the one currently being devel-
oped by the AlgebraicJulia® project, which in turn is based on the work developed by
Patterson, Lynch, and Fairbanks [291] on attributed C-sets.

Despite lack of implementation, da Costian-Tarskianism has a few theoretical ben-
efits over Carnapian-Goguenism:

e The new, revised definition of ontology is based on syntax presentation and is not
restrictive of any kind of semantics, allowing one to attach novel and non-relational
semantics to ontologies.

« Fibring-based ontological connection does not force generated ontologies to have
certain properties regardless of input ontologies. Furthermore, more complex com-
bination operations historically derived from fibring can be incorporated into da
Costian-Tarskianism to ensure ontological connection preserves additional proper-
ties.

o Adding a new logic to an extended development graph does not require rebuilding
an entire artificial construct, such as the Grothendieck institutions, since extended
consequence systems are structurally simple and abstract enough to not require
flattening.

o da Costian-Tarskianism supports one extra heterogeneous operation, namely onto-
logical decomposition. However, it is noteworthy that Carnapian-Goguenism could
also account for a similar operation using a categorical universal property construct,
similarly to what has been proposed in this section.

For those seeking a concise overview, table 6.4 presents a comparative analysis
between Carnapian-Goguenism and da Costian-Tarskianism.

Carnapian-Goguenism da Costian-Tarskianism

Structural underpinning Semantics Syntax
Philosophical underpinning Descriptive Normative
Refinement? v v
Integration? v v
Connection? v v
Decomposition? X v
Implementation maturity Production-ready Baby-steps

Table 6.1: Table summarizing key traits of Carnapian-Goguenism and da Costian-
Tarskianism.

3https://github.com/AlgebraicJulia
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Chapter 7

From Logic to Ontology

P until this point, the previous chapters discussed the history of ontologies, what they
U are, which ones exist, how to relate them and what is their relationship to logics.
However, in order to fully connect Ontology with Logic, it is necessary to discuss the
specific classes of logics that are used to construct ontologies.

The objective of this chapter is to provide a concise overview of the characteristics
that distinguish a logic as a suitable candidate to describe ontologies. Additionally, this
chapter will examine the logics that have been selected in the literature to implement
the ontology description languages described in chapter 3, such as OWL, KIF, CLIF,
DAML+OIL, and OBOF.

Finally, this chapter discusses the intricacies of the task of encoding ontological
knowledge. The process of encoding ontological knowledge relates to but is not covered
by the tasks of choosing a logic to construct an ontology nor the task of developing tools
to relate ontologies. Thus, there are certain challenges inherent to this separate task.
Describing such challenges concludes the effort to construct a bridge between Applied
Ontology and Logic.

7.1 Logics for ontologies

ASED on chapters 4 and 5, it has become evident that logics may be used to describe
B ontologies and there are at least two possible approaches for doing so. However, the
following question remains — which logics are, after all, suitable candidates to describe
ontologies? In order to provide an answer to this question, it is first necessary to under-
stand what is meant by the term “suitable candidate”, as this is concept is contextual.
What follows is an attempt to address this question which draws heavily from Hoekstra’s
purpose-based abstract classification of ontologies. The interested reader may refer to
the book “Ontology Representation: Design Patterns and Ontologies that Make Sense”
[179] for further details.

In a theoretical setting, it is clear one should only consider logics whose expressive
power! is sufficient or even exceeds the requirements to encode the concepts and relations

IThe term “expressive power” loosely and informally refers to the computational complexity class
captured by the logic, in the sense of descriptive complexity. For an overview on this matter, the reader
can refer to Libkin [230].
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to be modelled by an ontology. For instance, if one desires to construct an ontology
whose ontological commitments include standard temporal reasoning, the underlying logic
must include quantification and relational reasoning, since the ontological level contains
concepts such as instant or moment and relations such as “before” or “after”.

Indeed, the argument for expressiveness appears to be a sound route for what
Hoekstra [179, p. 80] calls, rather confusingly, formal ontologies: ontologies which are
merely a formal specification of an ontological theory in philosophy, with minimal ontolog-
ical bias. This statement can be clarified through examples. DOLCE’s QS5 presentation
is a formal ontology in the sense of Hoekstra, since it is not concerned with any other
descriptive aspect aside from expressivity. In an attempt to reduce some terminological
confusion, Hoekstra’s formal ontologies will be renamed to prototypical ontologies. There-
fore, prototypical ontologies impose no restrictions on which logic should be chosen, aside
from the inherent expressivity requirement from ontology design. This usually leads one
to choose first-order logic to construct prototypical ontologies.

As chapters 3 and 5 have detailed, it is highly desirable for ontologies to be, in
fact, concretely implemented via computer programs interacting with automated rea-
soners. This, in practice, prevents one from freely use any highly expressive logic. For
instance, first-order logic is well known to be undecidable [81, 385], hence it cannot be
used as the underlying logic to construct decidable ontologies. Ontologies subject to this
decidability restriction were named knowledge representation ontologies by Hoekstra [179,
p. 80]: reusable terminological knowledge representations which specify part of the do-
main theory, as opposed to the entire ontological theory, using representation languages
allowing automated reasoning. Again, in an attempt to minimize confusion, knowledge
representation ontologies will be renamed to reasoning ontologies. Therefore, it is possi-
ble to claim that reasoning ontologies may implement prototypical ontologies. This is the
case for one of DOLCE’s versions, DOLCE-Ultralite and Dolce-zero — it is represented
not in first-order logic, but in OWL.

A reasoning ontology does not necessarily depend on a prototypical ontology. This
distinction is indeed part of the multi-dimensional classification of ontologies presented
by Hoekstra [179, p. 102], which considers an extra type of ontology called knowledge-
ment management ontologies. Hoekstra proposes additional types of ontologies, however
reasoning ontologies are sufficient to propose a contextual answer the matter of what are
“suitable candidate” logics: logics which, for practical reasons, are necessarily decidable
and sufficiently expressive. In other words, suitable candidate logics for ontologies balance
computational tractability and expressivity.

Note that the representations of reasoning ontologies may not strictly be logics —
for instance, OWL as in DOLCE’s case. This is because, in practice, reasoning ontologies
require an extra layer of abstraction for ease of use, resulting in the actual representation
languages in the literature, many of which were presented by chapter 3: OWL, CLIF,
KIF, OBOF, DAML+OIL, RDF, and others. Therefore, separate to the matter of which
logics directly describe ontologies, there lies the question of what is, then, the underlying
logic of the representation languages?

The answer is, nearly in ubiquity, description logics — the topic of the next section.
Some representation languages, as CLIF and KIF, are not formalized by description logics
but first-order logic — thus, they are not classified as “suitable candidates” for reasoning
ontologies if one considers the previously stated definition. This also underscores the fact
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that using a concrete representation language, e.g. CLIF or KIF, to describe an ontology
is not enough to classify it as a reasoning ontology. The fact that an ontology enjoys a
concrete implementation is not sufficient? to classify it as a “reasoning” ontology.

7.2 Description Logics

N short, description logics are usually decidable fragments of first-order logic with differ-
I ing syntax. This assertion is likely to be anticipated by the reader, given the preceding
discussion. Nevertheless, the history of description logics is similarly intriguing, parallel-
ing that of applied Ontology. It is situated at the intersection between Logic and Artificial
Intelligence. The goal of this brief section is to provide a short historical account of how
description logics came to be, along with some examples and some of their interesting
properties.

From this point forward, the abbreviation DL will be used to refer to a specific
description logic and DLs will be used to refer to a class of description logics. The principal
references in this section are the nearly universally acknowledged books [23, 170], which
are arguably regarded as the definitive works on description logics, and the excellent
survey [341].

7.2.1 A history of description logics

Harmelen et al. [170, p. 138-139] divide the history of DLs into five different phases,
where phase 0 is the “pre-history” of description logics and phase 4 is current day. The
following is a brief examination of these different phases, with proper emphasis on phase
1 onwards, since historically, DLs did not exist in phase 0.

The first DL, named KL-ONE, was initially created by Brachman [51] and later
fleshed out by Brachman and Schmolze [54]. As Brachman and Schmolze [54] them-
selves state, KL-ONE was initially developed to answer the needs of Artificial Intelligence
knowledge representation, however interestingly enough the authors poignantly decided
to expose the philosophy behind KL-ONE.

K1L-ONE, and by extension other DLs, arose as a way to overcome a particular
deficiency in previous knowledge representation approaches from the pre-historical phase
0, semantic networks [312] and frame-based systems [257]: lack of formal semantics.
Brachman and Schmolze [54, p. 174] succinctly state KL-ONE provides a language for
expressing an explicit set of beliefs, via a knowledge base, for a rational agent. This lan-
guage provided by KL-ONE is in turn divided into two formalisms, one for assertions and
another for descriptions or concepts. It will shortly become clear that these correspond
to the roots of how all DLs are formally presented.

Phase 1 begins with KL-ONE and includes the development of other representa-
tion languages mostly concerned with the implementation of systems, such as K-REP,
KRrYPTON, BACK LooM. Harmelen et al. [170, p. 138] note systems using such rep-
resentation languages employed structural subsumption algorithms, one of the simplest

2Note that it is not sufficient nor necessary, for one could describe an ontology directly using propo-
sitional calculus, and thus it would be considered a reasoning ontology.
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inference algorithms and a basis for many others [330]. These algorithms are computa-
tionally tractable for a class of DLs, i.e. polynomial in time as shown by Brachman and
Levesque [53], and provide a way to normalize concept descriptions and reduce them. The
subsumption problem informally refers to the problem of deciding if a concept description
can be reduced into another, hence the namesake of these algorithms.

It was quickly shown that the class of DLs for which structural subsumption is
tractable contains rather inexpressive DLs. Indeed, Brachman and Levesque [53] show
that adding seemingly inconsequential features to a DL to increase its expressiveness may
render the structural subsumption algorithm intractable. Furthermore, it was shown by
Schmidt-Schaubf} [338] that the subsumption problem for the underlying DL of KL-ONE
is not only intractable but also undecidable. In face of these issues, P. F'. Patel-Schneider
et al. [290] presented CLASSIC, a then novel knowledge representation system carefully
built to balance expressive power and tractability of the subsumption problem [42, 52].

In the early 1990s, there was a shift in interest from structural subsumption al-
gorithms to broader algorithmic horizons and deeper understanding of the complexity of
reasoning. Significant research was carried out to improve the reasoning complexity of
DLs via tableau-based algorithms to check the satisfiability of a set of formulas or, in DL
jargon, the consistency of a knowledge base. Tableau-based algorithms in the context of
DLs differ themselves slightly from the usual method of analytic tableau in proof theory,
as presented by Beth [36] and further explored by W. A. Carnielli [76] and Smullyan [364].
The first complete tableau-based algorithm for ALC, a particularly expressive DL, was
developed by M. S. G. Smolka [363]. The intuitive idea behind their algorithm is it gen-
erates a search tree over a knowledge base by repeatedly applying transformation rules.
The transformation rules in turn generate branches and nodes containing formulae — if
no rules are applicable to a node in the search tree, it is deemed a leaf. The knowledge
base is consistent if no leaves contain contradictions and, additionally, it is satisfiable>.
KRris [19] and CRACK were one of the first systems to employ tableau-based algorithms
for reasoning resulting in acceptable behavior, despite the fact that such algorithms are
not polynomial unlike the — as a matter of fact, the tableau-based algorithm for ALC
was shown to be PSPACE-complete [22].

It is noteworthy that tableau-based methods are frequently employed in the con-
text of modal logics, particularly as a proof procedure [77, 80]. Schild [337] showed ALC
is a notational variant of the multi-modal logic K(m), initiating third phase of DL his-
tory. This phase focused on building highly optimized systems based on tableau-based
algorithms, and on establishing relationships between DLs and other classes of logics, par-
ticularly modal logics and fragments of first-order logic [23, p. 139]. During this period,
a number of highly optimized reasoning systems were developed, including FACT [184],
RACE [168] and DLP [288]. Phase 3 was also marked by a surge in interest towards
database applications, such as the work developed by Calvanese, De Giacomo, and Lenz-
erini [64] on query optimization, Palopoli, Sacca, and Ursino’s and Buchheit, Donini, and
Schaerf’s work on schema reasoning [56, 285].

There was no discernible turning point between phase 3 and phase 4, which is the
current phase. The DL literature from the 2000s may be divided into several categories,

3This is a key difference from traditional analytic tableaux. Traditionally, one constructs a single
formula by negating the conjunction of each element of a set of formulae to determine whether the set
is satisfiable. However, for propositionally closed DLs, satisfiability reduces to consistency and thus this
extra step is not necessary. See Baader et al. [23, p. 65-74] for details.
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all of which build upon the results of previous phases. A few of these categories are:
works focused on specific applied domains [91, 92, 177, 217], theoretical work exploring
different kinds of DLs (such as substructural, fuzzy and temporal DLs) [12, 21, 373],
implementations of DLs via representation languages for general and specific domains
[141, 142, 192], and neuro-symbolic reasoning [259, 400].

As a matter of fact, phase 3 reasoning systems formed the basis for those now
currently in use practice, such as fuzzyDL [41], Pronto [207], Pellet [355], FACT++*
[384]. In general, a significant amount of effort has been invested in the standardization
and enhancement of the robustness of DL-based systems. For instance, the World Wide
Web Consortium (W3C) accepted DLs as the underlying formalism powering the Semantic
Web, hence why OWL [332] and OWL [178] are based on DLs, a fact foreshadowed in
chapter 3.

In summary, modern DLs are defined by Baader et al. [23] as

Fully fledged logics with formal semantics, usually decidable fragments of first-
order logic (FOL) closely related to modal, dynamic logics and the guarded
fragment®.

DLs have very well-understood computational properties, such as decidability,
complexity of satisfiability and theory consistency checking, finite model and tree prop-
erty validity. Additionally, DLs enjoy highly optimized systems with practical decision
procedures for key problems, such as satisfiability, subsumption, equivalence and query
answering.

7.2.2 A family of description logics

Having established the historical context and essential characteristics of DLs, it is now
possible to define and examine one such DL. In fact, this section examines a family of DLs
derived from ALC, the Attributive Concept Language with Complements, by inspecting
how it may be extended by adding or removing certain axioms and properties.

As Baader and Lutz [20] note, ALC is the smallest propositionally closed DL,
meaning its logical connectives are functionally complete, i.e. all boolean set operations
can be expressed. It was introduced by Schmidt-SchauB and G. Smolka [339] with the
explicit objective of reducing the aforementioned subsumption problem into the satisfi-
ability problem, an objective which was successfully achieved. AL, i.e. the Attributive
Concept Logic, forms the basis of a family of DLs, of which ALC is a part. However it
is not the only “family-generator” DL, other examples being the sub-boolean logics £L,
Existential Logic, and FL, the Frame-Based Description Language [228]. However, the
reason to focus on ALC is that it is tied to the overall goal of this chapter, i.e. espouse
the underlying logics of the ontologies described in chapter 3.

The following definitions are due to Harmelen, Lifschitz, and Porter [169], the first
of which is that of a signature of a DL.

4As a remark, FACT++ is supported by the HETS program described in chapter 5.

5The guarded fragment, as defined by Andréka, Németi, and Benthem [8], is an extension of modal
logic into a richer fragment of first-order logic with bounded quantifiers. It enjoys several meta-properties,
among which decidability is one of them.
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Definition 7.2.1 (Signature of a DL). The signature of a DL is a triple (N¢, Ng, Nr),
where:

o Ng is the set of concept names (e.g. Cat, Husband, Wife, ...), equivalent to FOL
unary predicates,

o Ng is the set of role names (e.g. sits-on, loves, ...), equivalent to FOL binary
predicates,

o Ny is the set of individual names (e.g. Felix, John, Mary), equivalent to FOL
constants.

The signature of a DL is not specific to ALC, meaning other DLs also leverage
the same kind of signature. Additionally, the signature does not include the logical con-
nectives. This is because DLs are implicitly or intuitively thought of as “extending”
or somehow “relying” on FOL, thus the signature represents the extra-logical symbols
for knowledge representation and ontology building purposes. Recalling chapter 7, the
signature of a DL can be intuitively understood as the signature of the ontological aspect.

The following defined the syntax of ALC.

Definition 7.2.2 (ALC syntax). Given a signature (N¢, Ng, N), the set of all ALC-
concept descriptions or simply ALC-concepts, is the smallest set such that:

1. T, L and every A € N¢ is an ALC-concept

2. if C'and D are ALC-concepts and r € Ng, then C 1D, C U D, -C, Vr.C' and 3r.C
are ALC-concepts.

ALC-concepts are “syntatic sugar”® for FOL formulae. For instance, CatM3sits on.Mat
is equivalent to Jy (Cat(x) A sits_on(x,y)). T and L may be thought of as “thing” and
“nothing” concepts, respectively. They are also not necessarily primitive as one could
define T =4y AU—-Aand L =45 AT10A.

Definition 7.2.3 (ALC semantics). An interpretation Z = (A%, -%) consists of a non-
empty set A (the domain of Z) and a map - which takes every ALC-concept to a subset
of AT and every role name to a subset of AZ x AZ such that for all concepts C, D and
role names 7r:
TI — AI J_I — AI
(CcnDY=ctnpDt (CuDf=c*uDt (-C)F =AT\C*
(3r.C)* = {x € AT : There is some y € AT with (z,y) € v,y € CF}
(vr.C)t = {z € AT : For all y € AT, if (x,y) € r', then y € C*}

It is note-worthy that set-theoretical semantics for ALC constitute an interpreta-
tion system in the sense of W. Carnielli et al. [74].

Given a DL, it is desirable to formalize knowledge based on the concepts, roles
and individuals of a particular domain. This is done by introducing and assuming two
kinds of axioms:

6This term was defined by Landin [215] in the context of programming languages to define syntax
which is not strictly necessary and may be substituted by more fundamental syntactical constructs.
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e ‘“schema” or terminological axioms - corresponding to particular forms of FOL sen-
tences

« “data” or assertional axioms - corresponding to FOL formulae with no variables

In the jargon of DLs, a terminological axiom is also called general concept inclusion,
and it is defined as follows.

Definition 7.2.4 (General Concept Inclusion). A general concept inclusion (GCI) is of
the form C' C D, where C, D are ALC-concepts. An interpretation Z is a model of a GCI
C C D if C*T C D%, we may write Z = C £ D. C = D is an abbreviation for the pair of
GCIsCLC Dand DC C.

A GCI is the most general form of a terminological axiom, as it corresponds to
FOL implication. A set of terminological axioms is called a terminological box or TBox.

Definition 7.2.5 (Terminological Box). A finite set of GCIs is called a T'Bozx (termino-
logical box). An interpretation Z is a model of a TBox 7 if it is a model of every GCI in
T.

Assertional axioms are defined in the following manner.

Definition 7.2.6 (Assertional Axiom). An assertional aziom is of the form x : C or
(x,y) : r where C is an ALC-concept, r is a role name and x and y are individual names.

An interpretation Z is a model of an assertional axiom x : C' if 27 € C? and a model of

an axiom (z,y) : r if (2%, y%) € rZ.

Similarly to a TBox, an assertional box or ABox is a collection of assertional
axioms.

Definition 7.2.7 (Assertional Box). A finite set of assertional axioms is called an ABoz.
An interpretation Z is a model of an ABox A if it is a model of every axiom in A.

Finally, a knowledge base is defined as an ABox paired with a TBox.

Definition 7.2.8 (Knowledge Base). A knowledge base (KB) is a pair (T,.A), where T
is an TBox and A is an ABox. An interpretation Z is a model of a KB K = (T, .A) if it
is a model of 7 and A.

Intuitively, a knowledge base can be thought of, quite simply, as a collection of
particular FOL axioms. However, this concept is crucial in that it relates to the ontological
aspect, representing the ontological axioms.

Example 7.2.1. Consider the signature
({Person, Parent, HappyParent},{hasChild},{John, Mary})
For this signature, we may have the following TBox:

T = {Doctor C Person,
Parent = Person M dhasChild. Person,
HappyParent = Parent MYhasChild.(Doctor Ll 3hasChild.Doctor)}
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and the following ABox:

A = {John : HappyParent,
(John, Mary) : hasChild}

Then a knowledge base K is simply the pair (7, .A).

Getting into the extensions of ALC, they are broadly classified as “classical” and
“non-classical” extensions, where “classical” means the semantics of the extended logic
can be described using the set-theoretical semantics from definition 7.2.3. As previously
mentioned, ALC is itself an extension of the weaker, negation-less DL, AL — the negation
operator is an extension denoted by the letter C. A few “classical” extensions of AL will
be presented to illustrate this concept. The terms ABox, TBox and knowledge base are
also applicable in the context of other DLs based on ALC.

As noted by Baader [17, p. 496], there are three main ways to classically extend
ALC: via restrictions on role semantics, role constructors and concept constructors. Re-
strictions on role semantics take a subset of the overall set Ny of role names in order to
generate new logics, two example restrictions are:

o Functional roles: take the subset Nr C Ny such that every role f € Np, called a fea-
ture, corresponds to a functional binary relation fZ C AZ x A? via an interpretation
7. Extending AL with functional roles, one obtains AL;.

o Transitive roles: take the subset Ng+ C Ny such that every role R € Ng+ corre-
sponds to a transitive binary relation R C AT x AT, AL extended with transitive
roles is denoted by ALxr+ and, for brevity in certain contexts, by S.

Concept constructors generate new concept descriptions from existing concept and
role descriptions and establish semantics for the new syntax. One such constructor is C,
whose syntax is —=C and semantics is the set-theoretic negation. Table 7.2.2 partially
reproduces the table of concept constructors from [17, p. 497].

Name Syntax Semantics Symbol
Negation -C' AT C
Qualified >, R.C {ae AT | |{be AT} >n}
number <, RC {ae AT | |{be AT} < n} Q
restriction =, R.c {a € AT | |{be AT} =n}

Nominal I I C At with [IF| =1 O
Agreement and  u; = us {a € AT]Fb € ATut(a) = b=ui(a)} r

disagreement  u; = uy {a € AT|3by, by € AT.ut(a) = by # by = ud(a)}

Table 7.1: Table with example concept constructors of description logics.

Similarly, role constructors build more complex role descriptions based on existing
roles or concept descriptions. Table 7.2.2 presents example role constructors, also partially
reproducing and adapting a similar table from [17, p. 499].

DLs may, thus, be referred to by their base DL and its extensions. For instance,
the logic ALCr+QOF denotes the logic ALC plus role transitivity, qualified number
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Name Syntax Semantics Symbol
Inverse R~ {(b,a) € AT x A*|(a,b) € RT} Tor —1
Composition RoS RT o 5% o
Role hierarchy RS Rt C §* H
Complex role RoSTTR Ro R C R? R
inclusions RoSNS RToRT C S*

Table 7.2: Table with example role constructors of description logics.

restrictions, nominals and agreement and disagreement. Since referring to DLs by their
properties can quickly become a mouthful, it is not unusual for DLs to have abbreviations.
For instance, the logic ALCg+ is at times referred by the abbreviation S.

One particular DL stands out in the context of applied Ontology. SROZQ, i.e.
ALC with complex role inclusion, nominals, inverse roles and qualified number restric-
tions, is the underlying logic of the sub-language OWL2 of OWL [183]. SROZQ was
proposed by Horrocks, Kutz, and Sattler [185] as an improvement over the DLs SHOZN
and SHOZQ. Horrocks, Kutz, and Sattler proposed SROZQ an answer to the matter of
defining a DL whose key inference problems, such as subsumption and satisfiability, are
decidable and sufficiently tractable. The table 7.2.2 below maps existing representation
languages to their underlying description logics. It may be noted, however, that not all
representation languages are based on DLs, such as CLIF.

Representation Language Description logic

OIL SHIQ [120]
OWL-DL SHOIN®) [186]
OWL Lite SHOIN®) [186]

OWL2 SROZQ [185]

Table 7.3: Table with representation languages and their underlying description logics.

Current research trends in the field of description logics include extending exist-
ing description logics with concept and role constructors, with the objective of improving
reasoning complexity and ease of use. For instance, recent works developed by Baader
and Gil [18] and Jackermeier, Chen, and Horrocks [193] extend the DL ££ with addi-
tional operators. Another trend in the literature involves extending DLs to incorporate
non-classical properties. This is exemplified by the works of Dalmonte et al. [107] and
Artale et al. [13] on non-normal modal description logics, which aim to increase expressive-
ness. Furthermore, there is ongoing work to extend description logics with non-classical
properties, such as the Bayesian description logic BALC [47].

7.3 Encoding ontological knowledge

HERE are challenges inherent to encoding ontological knowledge in real-world appli-
T cations, termed Ontology-based Data Access (OBDA) systems by T. Schneider and
Simkus [341]. OBDA systems are computer systems constructed upon ontologies, with
the objective of facilitating heterogeneous data integration. They typically connect one or
more data sources (e.g., databases, data lakes, data warehouses, structured data or simply
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text files) for the purposes of reasoning and querying. This section examines some chal-
lenges in the development of OBDA systems, with a particular focus on finite reasoning,
open-world vs. closed-world assumptions, and inconsistency-tolerant query answering.
The reader may refer to the excellent surveys [39, 341] for comprehensive accounts of
ontological knowledge management matters.

Trakhtenbrot [382] proved the widely-known result that finite model satisfiability
is undecidable in first-order logic. As a consequence of this, most of the works on reasoning
in DLs assume that the domain of models is infinite for tractability reasons’. However, this
assumption is at times incompatible with the domain one wants to model. As T. Schneider
and Simkus [341] note, an example domain where the models must be finite is that of
relational databases, and, in general, the same holds for any domain of computational
objects.

Notwithstanding the fact that reasoning algorithms over DLs frequently assume
infinite models in the domain, T. Schneider and Simkus [341] note that OBDA systems
often make the open-world assumption. The open-world assumption, as opposed to the
closed-world assumption, loosely posits that if a fact is not present in an OBDA system,
then such a fact is not assumed to be false. To be more precise, if a fact is not in
the deductive closure of an OBDA system’s set of facts (corresponding to, for instance,
information in one or more databases), it is not false. This is in contrast to systems that
make the closed-world assumption, that is, if a fact is not present in the system’s set of
facts, it is assumed to be false.

The open-world assumption has several consequences for OBDA systems. Primar-
ily, it is a strong assumption that does not permit one to consider certain parts of the
system’s fact base as complete or incomplete. That is, it forces the system to consider the
entirety of its fact base as incomplete. In order to overcome this limitation, T. Schneider
and Simkus [341] note the following lines of research: the theory of closed predicates [122],
which impacts the tractability of reasoning [277]; and the development of non-monotonic
DLs, DLs that allow inference of new facts from the absence of information [55]. In
general, the issue of integrating the closed-world and open-world assumptions remains
unresolved and is still attracting considerable interest.

Another challenge pertaining to OBDA systems is the development and imple-
mentation of inconsistency-tolerant reasoning. In contrast to incomplete reasoning, as
introduced by the open-world assumption, inconsistency-tolerant reasoning refers to a
scenario in which two facts in an OBDA system contradict each other. The Principle of
Explosion, discussed in chapter 5, states that a contradiction leads to triviality in systems
adhering to classical semantics®. Consequently, it is highly desirable for such systems to
not contain contradictions.

However, Bienvenu [39] and T. Schneider and Simkus [341] both note that, in real-
world data, quality problems and inconsistent information are nearly unavoidable. To
address this, numerous authors have proposed modifying the semantics of DLs to allow
for reasoning over inconsistent knowledge bases. Bienvenu [39] presents nine different
semantics which have been presented and examined in the literature, highlighting that
the fundamental concept underlying most of such semantics is that of ABox repairs. This

"Finite model satisfiability was in fact proven to be decidable in several DLs by Calvanese [62].
8Provided that the system uses an underlying logic that is complete, as inconsistency is a syntactical
concept.
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concept is due to Lembo et al. [224] and it is formalized as follows.

Definition 7.3.1 (ABox Repair). An (ABozx) repair of an ABox A with respect to a
TBox T is an inclusion-maximal subset of A that is T-consistent. Rep(.A,7T) denotes
the set of repairs of A with respect to 7, which may be abbreviated to Rep(K) when

K =(AT).

As Bienvenu [39, p. 2] writes, an ABox repair is, intuitively, a way to restore con-
sistency while retaining as much information as possible. The set of repairs of an ABox
represents, then, all the different ways of restoring consistency. In general, inconsistency-
tolerant semantics re-define satisfiability (or semantic entailment) in terms of ABox re-
pairs.

Extending the reasoning capabilities OBDA systems based on DLs via inconsistency-
tolerant semantics leads to further challenges. A few examples of such challenges are: a
rise in reasoning complexity; the issue of explainability of reasoning; and the issue of
constructing ABox repairs. Bienvenu [39, p. 7] again details the complexity of query
answering given each inconsistency-tolerant semantics they examined for the DLs ALC
and £L-. Explainability, in this context, refers to the ability of a system to explain its
own reasoning when providing an answer to a query, e.g., whether a fact follows from
the set of facts in an OBDA system. The issues of explainability and constructing ABox
repairs are related, since a system with inconsistency-tolerant semantics may provide an
answer to a user’s query by repairing an ABox in a particular manner that does not co-
incide with the user’s intentions. Explainability is a topic of great depth with its own
challenges, therefore it is not in scope for this chapter to discuss it at length. However,
it is noteworthy that explainability is not only a concern in ontological systems, but also
in the field of Artificial Intelligence as a whole. The reader may refer to the works of
Baclawski et al. [25], Bourguin et al. [49], Marques-Silva [248] and Alrabbaa et al. [7] on
the broader subject of explainability.

It should be noted that inconsistency-tolerant semantics does not permit reasoning
with inconsistencies. As its name suggests, such semantics tolerates inconsistencies by, in
a somewhat informal sense, considering scenarios where the inconsistencies do not exist or
have been resolved. Moreover, these semantics do not permit the inference of facts from
inconsistencies. This is because the underlying assumption in proposing inconsistency-
tolerant semantics is that inconsistencies should be acknowledged but avoided. However,
in certain domains of knowledge, inconsistent sets of information do not trivialize in
practice. The law is one such domain, as evidenced by the works of Engel [118] and
Duck-Mayr [115].

In light of the inherent characteristics of inconsistency-tolerant semantics, it may
be beneficial to reconsider the assumption that inconsistencies should be avoided. By re-
considering the assumption and acknowledging that inconsistencies may represent useful
information, it is necessary to develop DLs whose syntax and reasoning rules allow for
inference even in the presence of inconsistencies. This corresponds to developing paracon-
sistent DLs in the sense of N. C. A. d. Costa [98], that is, non-trivial logics for which the
principle of explosion does not hold. It is therefore appropriate to present a few examples
of such DLs.

It can be argued that first paraconsistent DL is Patel-Schneider’s inconsistency-
tolerant four-valued terminological logic [289]. However, Patel-Schneider did not present
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his logic as part of the paraconsistent enterprise; rather, his main objective was to improve
the tractability of the subsumption problem. On the other hand, S. P. Odintsov and
Wansing [280] and Ma, Hitzler, and Lin [236] have proposed paraconsistent DLs with the
explicit objective of allowing reasoning with inconsistencies [236, 237, 279, 280]. One such
DL is ALC4 [236], an extension of ALC with decidable four-valued semantics analogous
to Belnap and Dunn’s useful four-valued logic or first degree entailment [33, 34, 117]. In
his paper, Kamide [202] presents an overview of other paraconsistent DLs proposed in the
literature, along with PALC, a paraconsistent extension of ALC analogous to Nelson’s
paraconsistent four-valued logic with strong negation N4 [272].

The novel paraconsistent DLs being proposed by W. Carnielli, M. E. Coniglio,
and Bueno-Soler [73] in a forthcoming paper, based on previous work by Carnielli and
Bueno-Soler, may be regarded as suitable candidates for not only allowing inconsistency-
tolerant reasoning, but also integrating open-world and closed-world assumptions. W.
Carnielli, M. E. Coniglio, and Bueno-Soler [73] propose a family of DLs which extend
ALC by inherting traits of the logics RmbC and RmbCciw, which are Logics of Formal
Inconsistency (LFIs) with replacement [72, 75]. The LFIs can be informally thought
of as paraconsistent logics which are able to internalize the notion of consistency (or
inconsistency) via an operator o, a trait that distinguishes them from other paraconsistent
logics.

W. Carnielli, M. E. Coniglio, and Bueno-Soler [73] tentatively name their para-
consistent DL PALC, however to distinguish it from Kamide’s logic, their logic shall be
called ALC %, where L stands for LFIs and R stands for ‘replacement’. The following is a
brief examination of ALC r’s syntax and semantics, as per W. Carnielli, M. E. Coniglio,
and Bueno-Soler [73]. It is necessary to note that, similarly to ALC, several logics may
be generated by specifying different signatures. Thus, at times, ALCr is referred to in
plurality to denote this fact.

Definition 7.3.2 (Syntax of ALC,%). The syntax of an ALC,xr extends the syntax of
ALC by:

e Denoting classical negation by ~;
o Adding the paraconsistent negation operator —;

o Adding the consistency operator o.

Let € be the first-order signature underlying an ALC,r and ¥ = {A,V,—,—,0}. The
first-order language over 2 and ¥ is denoted by Fory(€2).

Syntactically, ALC,r does not diverge significantly from ALC. As previously
stated, the consistency operator is what permits ALC,r to internalize the concept of
consistency.

Definition 7.3.3 (Neighborhood first order-structure for ALC,z). Let F be a given
ALC,r over a signature 2 and let U and W be non-empty sets. A neighborhood first-
order structure for F is a structure:

T=(UW,S.,S,, %)

such that S : P(W) — P(W), S, : P(W) — P(W) are functions and -* is an interpre-
tation map over the symbols of 2 defined as follows:
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 If a is a constant symbol, then a” is an element of U
o If A is an atomic concept, then AZ : U — P (W) is a function;
o If Ris an atomic role, then RT : U x U — P (W) is a function.

Definition 7.3.4 (Semantics of ALC,x). Let Z be a neighborhood first-order structure
for an ALC,r F. The interpretation map £ defined for ALC may be extended to the
set of constructors Fory(2) as a map -~ : For (Q) — (P(W)V UP(W)V*V) recursively
defined as follows, for concepts C' and D, role name R and x € U:

(CTn DY (x) = C’I N D*(x) (conjunction)
(CT U D¥)(z) = C* U D () (disjunction)
(~ CH)(z) = W\CI( ) (classical negation)
(=CH)(z) = (W \ C*(x)) U S-(C*(x)) (paraconsistent negation)
(0C)(z) = (W\ (C*(2) N (=C)*(x))) N So(C*(2)) (consistency)
(VR.C)F(z) = [)(R*(z,y) = C*(y))
yelU
- ﬂ (W \ RE(z,y)) U C¥(y)) (value restriction)
(AR.C) (z) = U (R (z,y) N C*(y)) (exists restriction)
(R7)*(z,y) = R*(y,z) (inverse role)
(R (w,y) = | J(By)F, where
(R (@.4) = R¥(2,9) and
(Rri)Z(x,y) = (\J (R, 2) 0 (R;)(2,9)) U (B;)Z(x, y) (transitive role)

Satisfiability of TBoxes and ABoxes of ALC ;x is then defined in terms of the map
T of a neighborhood first-order structure.

Definition 7.3.5 (Satisfiability in ALC,%). Let Z be a neighborhood first-order structure
for an ALC,r F

7 satisfies an assertion of the TBox T of F in the following cases:

1. A= C (concept definition): then, AZ(x) = C*(z) for every x € U;

2. C) C Cy (general concept inclusion): then, (C1)*(x) C (Cy)*(x) for every z € U.

7 is said to satisfy T if it satisfies all assertions in 7.

Similarly, I satisfies an assertion of the ABox A of F in the following cases:

1. a: C (concept assertion): then, C*(a®) = W;

2. {(a1,a2)) : R (role assertion): then, R*((a1)%, (ag)*) = W.
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7 satisfies A if it satisfies every assertion of A.

The syntax and semantics of ALC . allow one to, in a manner of speaking, mark
certain assertions as being “hard” or “soft” in terms of reasoning. That is, the assertion oC'
informally states that the concept C' does not admit contradictions, thus if assertions C'
and —C' were to be both present in a knowledge base, this would constitute an undesirable
inconsistency likely requiring manual intervention. Conversely, if the assertion oC' is not
present in a knowledge base, it is admissible to assert that both C' and —C may be
satisfiable under some interpretation.

The general idea of marking certain assertions as consistent may be thought of as
implicitly dividing a knowledge base. Assertions marked as consistent may be subject to
classical reasoning methods, whereas those not marked may be subject to paraconsistent
reasoning methods. This induced split in the knowledge base is not enough to provide
a characterization of, or means of, integrating open-world and closed-world assumptions.
Nevertheless, the paraconsistent semantics ALC  r may be utilized to assess what infor-
mation may be inferred from a set of assertions based on whether they are marked as
consistent or not. Furthermore, paraconsistent semantics may serve as the foundations of
a broader effort to characterize open-world and closed-world integration.

Further details on ALC,x may be found in [73]. As noted by T. Schneider and
Simkus [341], there exist several challenges in ontological knowledge management aside
from those mentioned here (e.g. so-called Horn DLs, the problem of efficient query-
rewriting, evolving data management). Finally, it may be argued that every challenge in
the development of OBDA systems can potentially lead to the development of extensions
of DLs, algorithms over DLs, or the creation of new DLs altogether. Consequently, the
fields of applied Ontology and data management are experiencing a period of significant
growth, with a plethora of new approaches and proposals to address the aforementioned
challenges.

7.4 Description logics as extended consequence sys-
tems

EFORE closing this chapter, this section presents a consolidated and summarized ap-
B proach to represent ontologies described by representation languages based on DLs,
such as those discussed in chapter 2, as extended consequence systems. By representing,
for instance, BFO as an extended consequence system, one may utilize the da Costian-
Tarskian approach from chapter 6 to achieve ontological interoperability. It is not the
goal of this section to provide a detailed account of how to automatically map existing
DL-based ontologies into extended consequence systems and vice-versa. However, this
section further illustrates the feasibility of such an automated mapping.

It may be of benefit to initiate the discussion by considering a tangible, so-called
“toy” ontology, with fewer classes and axioms compared to top-level ontologies. The
“course ontology” in example 7.4.1, built exclusively for demonstration purposes, will
serve as a recurring example for the time being. Note that the way the ontology is
presented does not match any past representation language and it is closer to the syntax
of DLs, with slightly different terminology. The appendix A presents the same ontology
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in the RDF representation language.
Example 7.4.1 (Course ontology). The course ontology O, has the following structure.
Classes
o Course
e Person
o Professor
— Professor C Person
e Student

— Student C Person
Object properties

« takes

— takes C topObjectProperty
— AsymmetricProperty (takes)
— IrreflexiveProperty(takes)

¢ teaches

— teaches C topObjectProperty
— AsymmetricProperty(teaches)

— TIrreflexiveProperty(teaches)
o taughtBy

— taughtBy C topObjectProperty
— taughtBy = teaches™

o topObjectProperty
Individuals

o CourseA
— CourseA : Course
o ProfessorA

— ProfessorA : Professor
— {ProfessorA} # {ProfessorB}

— teaches(ProfessorA, CourseA)
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¢ ProfessorB

— ProfessorB : Student

— ProfessorB : Professor

— {ProfessorA} # {ProfessorB}
— {ProfessorB} # {StudentA}
— takes(ProfessorB, CourseA)

e StudentA

— StudentA : Student
— {ProfessorB} # {StudentA}
— takes(StudentA, CourseA)

In DL terminology, the ontology O, has 5 concept names (2 of which are omitted),
3 role names and 4 individual names. Note that the role taughtBy is the inverse of
teaches, thus ALC is not enough to formally represent O, as, for instance, the inverse
role constructor Z is needed.

However, extended consequence systems are not constrained by a logic one needs
to choose. By representing O., as a consequence system, one does not need to reason
about what underlying logic should be used. Nevertheless, it may be beneficial to identify
said logic for practical reasons. The example 7.4.2 below represents an attempt to naively
represent O, as an extended consequence system.

Example 7.4.2 (O,, naively represented as an extended consequence system.). O, may
be defined as an extended consequence system E., = (C,C,C,,T',) such that:

o (, is a signature such that:

— Co ={T, L, ProfessorA, ProfessorB, StudentA, CourseA}
— Cy = {-—, Course, Person, Professor, AsymmetricProperty, Irreflexive Property}

— (y = {takes, teaches, taughtBy, topObjectProperty, C, = %} C, = ) for k >
2.

o« ("= C, is a signature

o I', is a set containing the following axioms:

1. Professor C Person 8. teaches C topObjectProperty
2. Student C Person 9. AsymmetricProperty(teaches)

3. PersonC T 10. IrreflexiveProperty(teaches)

4. Course C T 11. taughtBy C topObjectProperty
5. takes C topObjectProperty 12. taughtBy = teaches™

6. AsymmetricProperty(takes) 13. Course(CourseA)

7. IrreflexiveProperty(takes) 14. Professor(ProfessorA)
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15. ProfessorA # ProfessorB 20. {ProfessorB} # {StudentA}
16. teaches(ProfessorA, CourseA) 21. takes(ProfessorB, CourseA)
17. Professor(ProfessorB) 22. Student(StudentA)

18. Student(ProfessorB) 23. {ProfessorB} # {StudentA}
19. {ProfessorA} # {ProfessorB} 24. takes(StudentA, CourseA)

« Cis a consequence map such that {(,T,} € C.

Note that F., is naive in the sense that, while it does represent the ontological
aspect of O, it does not permit any reasoning over the ontological axioms and entities
of O.,. In other words, its consequence map cannot be used to derive any theorems aside
from the axioms in I',.

For this reason, to accurately represent O, with its intended reasoning capabilities,
it is necessary to re-define it as another extended consequence system with additional,
logical tooling. Example 7.4.3 re-defines O., as an extended consequence system with
the reasoning capabilities of ALC. Note that extended consequence systems do not have
inherent support for representing role or concept sentences. For this reason, it is necessary
to introduce additional symbols to guarantee the syntax for roles and sentences is kept
separate. Furthermore, note that ALC does not have asymmetric, reflexive or inverse
roles, but it will serve as a middle step towards fully representing O,, with its intended
reasoning capabilities. The formalization of ALC represented herein is adapted from that
presented by Schild [337].

Example 7.4.3 (O,, represented as an extended consequence system.). Consider E., =
(C,C,C,,T,) as defined in example 7.4.2. O., may be re-defined as an extended conse-
quence system E4pc = (C',C',C/ 1" such that:

« (! is a signature where:

— C} = C,, U{concept, role}

- C,, = C,,, in all other cases.

o (' is a signature such that:

—g=c,
- =G, u{~}

- Cy=C, u{v,3,mu}
— C,=0for k> 2.

o [N =T,UTYy, where I'; is a set containing the following axioms:

. concept(Person) 6. role(topObjectProperty)

1 ( (
2. concept(Professor) 7. role(takes)
3. concept(Student)
4 ( (
5 ( (

. concept(T) 8. role(teaches)

. concept(L) 9. role(taughtBy)
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« (' is a consequence map such that {0, I} € C’, and such that the following sets are
in C":

{{concept(€,), concept(€,) }, {concept(&: 1£,), concept(& U &)} }

{{concept(¢1)}, {concept(—&1)}}

{{concept(&,), role(&)}, {concept(¥(€1, &)} }

H{T o & {4} and {{& 1 {T © &}, for © € {N,u}

{{L &k {L}} and {{ L}, {LT&}}

{Tuar{T} and {{T}{TU&}}

{{-L3 T}y and {{T} {-L1}}

{{=TH{L}} and {{L1} {-T}}

Hé, &) {6 M &)}
and {{{ M &}, {61,61}

10. {{rOIe(fl)vv(gh T)}v {T}} and {{T}7 {rOIe(gl)a v(gla T)}}

11. {{concept(&;), concept(&s),role(&s), V(Es, & M&) F, {V(&s, &) MV (Es, &)}
and {{V(&, &) MY(&s, &)}, {concept(&:), concept(&s), role(€s), (&3, & ME) )

12. {{role(&:), concept(&2), V(&1, &)}, {—3(&1, —&2) }}
and {{role(&;), concept(&s), 73(&1, =€)}, {V(&1, &)} }

13. {{&,& C &)L {&))
4 {6 C &6 E4HE{G =86 and {{&§ =6 {G E6H, L EGLH
15. {{=(& = &) {6 # &b and {({&6 # &) {6 = 6)H

© 0 N e o W =

Intuitively, F 4r¢ reasoning capabilities come exclusively from its consequence map
C’, which encodes the axioms of a boolean algebra over {T, L, LI, M, —}, axioms for rea-
soning with quantifiers, the modus ponens rule for C, axioms for generating concepts,
and additional axioms acting as abbreviations®. Notice that the symbols V and 3 do not
correspond to quantifiers from classical first-order logic. Rather, they are binary symbols
with specific axioms dealing with concepts and roles.

Under E ¢, one may state, for instance, that ¢ Person(ProfessorA), since
Professor(ProfessorA) and Professor = Person. However, one may note that t/c
taughtBy(CourseA, ProfessorA), even though ¢ teaches(ProfessorA, CourseA).

In order to increase the expressiveness of the extended consequence system rep-
resenting O, it is necessary to add additional axioms pertaining to the asymmetry,
irreflexivity and inverse roles. Example 7.4.4 below further extends E 4.¢ to include such
axioms.

Example 7.4.4 (O., represented as an extended consequence system.). Let E pc =
(C',C",CITY) as defined in example 7.4.3. O, may, once again, be re-defined as an
extended consequence system E;,; = (C7,Cf CS T) such that:

o CJ = is a signature

9Tt may be noted that the axiomatization of ALC within E 4z¢ is not minimal, in that certain axioms
could be removed. Nevertheless, extended consequence systems need not contain the canonical or minimal
axiomatization of a logic.
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« C/ =C("is a signature
o T/ =T is a set of axioms

« C/is a consequence map such that C' C C/, and such that the following sets are in
c/:

1. {{role(&), concept(&s), concept(&3), AsymmetricProperty(&1), £1(&a, &3) F, {—61(€3,&2) } }
2. {{role(&y), concept(&2), IrreflexiveProperty (&) }, {—&1(&2,&2) } }
3. {{role(&1), role(&y), concept(&3), concept(&4), &1 = &y, 61(€3,84) } 162(64,63) } )

The extended consequence system Ey is sufficiently expressive to allow reasoning
with O.,’s asymmetric, irreflexive and inverse roles. Thus, while in E4,¢, one may infer
that /¢ taughtBy(CourseA, ProfessorA), it is the case that
Fcr taughtBy(CourseA, ProfessorA). Furthermore, it is also the case that F¢; —teaches(CourseA, |

Notice that E; is substantially more detailed and verbose than O, as represented
in example 7.4.1, including over 50 rules in its consequence map, compared to . However,
representing O., as an extended consequence system allows one to use the da Costian-
Tarskianist tools to relate it to over ontologies represented in the same manner. Further-
more, one may use da Costian-Tarskianist decomposition to split O, into two or more
separate ontologies, such as an ontology pertaining to students and courses, and another
pertaining to professors and courses.

Due to the verbosity and mechanical nature of the task, this section will not present
a fully detailed extended consequence system representing a top-level ontology. Appendix
B presents the “intermediate” representation (as done in example 7.4.1) of BFO, which
may be used to generate an extended consequence system.

The step-wise process to generate O.,’s extended consequence system represen-
tation with fully expressive capabilities may be generalized to generate extended conse-
quence systems for any ontology. The steps below informally describe how this procedure
may be generalized.

Step 1: Given an ontology O represented in a language L, identify its symbols, axioms,
individuals (if any), and intended logic L of representation;

Step 2: Start with an extended consequence system E = (C,C, C,,T’,) such that its signa-
tures, consequence map and ontological axioms are empty;

Step 3: For each symbol s in O:
Substep 1: Add s to C' and C,;

Substep 2: If the intended logic L is a description logic, identify if s is a concept or role:
if so, add an axiom to I', which states the respective case;

Step 4: For each individual 7 in O:
Substep 1: Add i to C,, of C\;

Step 5: For each axiom a in O:
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Substep 1: Add a to I'y;
Step 6: Add {0,T,} to C;
Step 7: If the intended logic L is a description logic:

Substep 1: Add rules for the syntax of concepts and roles to C;

Substep 2: Add rules for role and concept constructors to C;
Step 8: Add the axiomatization of L to C.

Step 9: The resulting extended consequence system E should represent O with the intended
expressiveness of L.

It is not in scope for this work to present the algorithmic details of the procedure,
a task that may be deferred to future research. However, the informal procedure may
serve as the basis of formalized, robust and efficient algorithms, with better understood
computational complexity. Additionally, the procedure is “one-way” in the sense that it
does not provide means to represent an extended consequence system £ in representation
language L. While this task is also deferred to future works on the matter, developing
a mapping between representation languages and extended consequence systems is one
of the first steps towards a concrete implementation of da Costian-Tarskianism and may
thus lead to fruitful results.
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Chapter 8

Conclusion

T the heart of this essay lies a fundamental problem, which can be broadly concep-
tualized as the question of how to reason about what there exists. Traditionally,
Logic is taken to be the field of Philosophy concerned with “how to reason”, whereas
Ontology attempts to answer “what there exists”. Thus, it is by no coincidence that
this essay sits at the intersection of these two fields, and draws from many other fields
such as Computer Science and Artificial Intelligence. This essay posits that there is no
unique answer to the fundamental problem and that one needs to manage the diversity of
possible answers. This diversity of possible answers is what leads to what is called “on-
tological heterogeneity”, hence the essay’s title. Furthermore, the da Costian-Tarskianist
framework of chapter 6 serves as a novel way to manage ontological heterogeneity and
implement ontological interoperability — the ability to effectively operate on different
ontologies.

However, an initial question one may inquire is how exactly Ontology and Logic
came to be intersected. This is the goal of chapter 2, which summarizes the history of
Ontology up until the birth of Applied Ontology. Despite its name, Applied Ontology
does not refer to applying philosophy ontological inquiry to daily situations. It refers to
a sub-area of Ontology where ontologies are seen as objects, much like logics are seen
as objects in the broader area of Logic. By presenting Guarino’s definition of ontology,
chapter 2 delimits the scope of this essay to relationship between Logic and the relatively
new Applied Ontology. Ontologies, with bold-face O, are then understood as possible
ways of representing what there is, given certain ontological commitments formalized as
axioms of a logic.

Chapter 3 examines what structure such ontologies may have. Historically, On-
tology as an area is concerned with the structure of what there is as a whole. However,
this is not necessarily the case for ontologies. Chapter 3 makes it clear by presenting an
extended version of Guarino’s taxonomy of ontologies and discussing at length about in-
stances of ontologies whose objective is to represent very fundamental concepts, top-level
ontologies such as BFO, UFO and DOLCE, and ontologies attempting to represent very
specific domains, such as oil industry and biology ontologies.

The diversity of existing ontologies, even at the top-level, is one of the empirical
arguments employed by this essay to argue that the fundamental problem has no unique
answer.Chapter 4 expands on the problem by briefly discussing its history and formalizing
it as the MOP. The chapter espouses a reduction thesis by arguing that Guarino’s defini-
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tion and all ontologies presented in chapter 3 are represented, either directly or indirectly,
through logics. This reduction thesis, thus, leads to a specialization of the problem called
AMOP, the Applied Meta-Ontological Problem.

Chapter 4 argues that in order to address the AMOP, one should accept logical
pluralism. The arguments are not only empirical but also pragmatic — there exists
ontological diversity in the literature, and in real-world applications it is necessary to
accept different ontologies. However, as it is expected from philosophical inquiry, this
leads to further questions: what type pluralism should one accept and how this choice
may lead to actual ontological heterogeneity or interoperability. The purpose of 5 is to
expand on these questions.

By briefly presenting different kinds of logical pluralism, chapter 5 attempts to
clarify how one specific kind of pluralism may effectively lead to an heterogeneous frame-
work. One of the existing frameworks in the literature is Liicke’s Carnapian-Goguenism
[235], drawing from Carnap’s Principle of Tolerance and Goguen and Burstall’s institution
theory. Chapter 5 presents the theory of Carnapian-Goguenism, which again re-defines
what is an ontology. The chapter discusses some of its limitations, both technical and
fundamental in nature. Regarding the former, Carnapian-Goguenism relies on flattening
ontologies as a single ontology to allow for interoperability, a computationally expen-
sive operation. Regarding the latter, Carnapian-Goguenism is fundamentally rooted on
the fact that ontologies should be represented by their semantics — specifically, by set-
theoretical semantics.

Heavily drawing from Carnapian-Goguenism and in light of its limitations, chap-
ter 6 presents a novel framework for ontological heterogeneity based on one of the plu-
ralist views discussed in chapter 5. Named da Costian-Tarskianism, it is based on da
Costa’s Principle of Non-Triviality and Tarski’s consequence operators. By represent-
ing ontologies as an extension of consequence systems, unsurprisingly named extended
consequence systems, da Costian-Tarskianism is not limited to set-theoretical seman-
tics. Additionally, while Carnapian-Goguenism supports three different ontological oper-
ations, refinement, integration, and connection, da Costian-Tarskianism supports an addi-
tional ontological operation ontological decomposition. Nevertheless, as chapter 6 notes,
da Costian-Tarskianism does not yet enjoy an implementation such as the Carnapian-
Goguenist HETS.

Carnapian-Goguenism and da Costian-Tarskianism are able to operate over ontologies
based on logics. However, they are not able to determine what logic should be used to rep-
resent an ontology. Chapter 7 discusses the question of what exactly makes a logic a good
candidate for ontological representation by referring back to the representation languages
of chapter 5. In general, ontologies are represented by languages derived from description
logics due to their computational characteristics, such as decidability and complexity of
reasoning. Nonetheless, as it is noted in chapter 7, some of the real-world challenges of
building ontologies cannot be addressed purely by traditional description logics and often
require additional tooling.

Chapter 7 presents a possible paraconsistent extension of description logics, origi-
nally devised by W. Carnielli, M. E. Coniglio, and Bueno-Soler [73], to potentially address
the challenges of inconsistency-tolerant reasoning and open-world versus closed-world as-
sumptions. The logic ALC % extends the logic ALC with a consistency operator, which
may be useful in the context of ontological integration where information may lead to
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inconsistencies. Chapter 7 also sketches how one may effectively transform an ontology
represented by a representation language, such as RDF, into an extended consequence
system. This transformation represents the first step towards building an automated
system implementing da Costian-Tarskianism.

As might have been anticipated, attempting to provide an answer to a number of
questions has led to the emergence of a number of questions, which may be addressed
as future work. What follows is a brief discussion of a few potential venues for further
research.

Strengthening da Costian-Tarskianism

Currently, da Costian-Tarskianism is lacking in several aspects. Firstly, it lacks a robust
theory of compositionality. It is not clear how the ontological operations may compose
and whether applying any number of ontological operations (e.g. integrating, then refining
and connecting) induces a well-defined structure, such as an induced algebra. Therefore,
it may be fruitful to further develop da Costian-Tarskianism in this sense.

Additionally, it is conjectured that extended consequence systems are isomorphic
to consequence systems. Further developing the relationship between the categories of
these two objects may allow for easier development of da Costian-Tarskianism, as the
theory of consequence systems is well-developed and contains a plethora of results. As
discussed in chapter 6, algebraic fibring is also not the only operation for combining logics
and expanding da Costian-Tarskianism to include other mechanisms of combination is a
clear path for further research.

It may be noted that (extended) consequence systems are not capable of repre-
senting first-order logic or any quantifiers for the matter. W. Carnielli et al. [74] present
first-order and higher-order logic systems to address this limitation. While chapter 6 did
not discuss such concepts, they may be incorporated into da Costian-Tarskianism as a
way to overcome this limitation.

Lastly, da Costian-Tarskianism does not enjoy an implementation akin to the
Carnapian-Goguenist HETS. Therefore, building an implementation is clearly a potential
direction of research. As proposed in chapter 6, the language Julia may be used to
implement the category-theoretical aspect of extended consequence system. However, it
may be beneficial to integrate such implementation into an already existing and larger
project, such as Apache Jenal, or to directly ensure the implementation is compatible

with the OWL API [182].

Neurosymbolic Artificial Intelligence

Very recently, Neurosymbolic Artificial Intelligence has become one of the main research
trends at the intersection of Applied Ontology and Artificial Intelligence. Neurosymbolic
Artifical Intelligence combines ontologies with machine learning models, which leverage
probability theory to learn the patterns and connections between quite large data sets of
words or images. For instance, widely popular Large Language Models, or LLMs, are a
specific type of machine learning models derived from the transformer deep learning ar-

! Available at https://jena.apache.org/.
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chitecture introduced by Vaswani et al. [390]. LLMs can be queried to generate a response
based on inputs or “prompts”, a process that is exemplified by OpenAl’s ChatGPT, thus
being classified within the domain of Generative Artificial Intelligence.

Although this essay did not aim to address Neurosymbolic Artificial Intelligence
directly, it stands as a very promising research direction, being the main topic of 2024’s
edition of the Ontology Summit? — an annual series of events co-organized by Ontolog
and several national US-based research centers, such as US National Institute of Standards
and Technology (NIST).

As argued by Neuhaus [274], LLMs or any machine learning model do not replace
ontologies or fully automate ontology development. Neuhaus [274] argues that machine
learning models and ontologies have differing use cases: in particular, LLMs are very
useful at navigating ambiguities or different perspectives in data, but they do not persist
any ontological commitments, nor are trained to resolve ambiguities or provide logically
consistent responses. Furthermore, there is no underlying ontology that can be extracted
from an LLM by prompting it. Additionally, Neuhaus [274] argues that ontology develop-
ment cannot be fully automated by machine learning models because ontologies require
consensus, as discussed in chapter 2, and because, as argued in chapter 4, there is no one
ontology that can represent a domain.

Nevertheless, the research directions in Neurosymbolic Artificial Intelligence that
are related to ontologies can be broadly classified into two categories: firstly, the use of
machine learning models to facilitate ontology development; and secondly, the incorpora-
tion of ontological information into machine learning based systems. Although ontology
development cannot be fully automated, some researchers such as Babaei Giglou, D’Souza,
and Auer [24] and Lopes et al. [232] have been developing tools based on LLMs to aid the
ontology development process. On the matter of incorporating ontological reasoning in
machine learning based systems, Gaur and Sheth [131], Jaimini, Henson, and Sheth [197],
Marcus [246], Mossakowski [262], Sheth [352], Sheth, Roy, and Gaur [353], and J. Sowa
[365] have been conducting both theoretical and applied research to both integrate ma-
chine learning inference with ontological information, and to use ontological reasoning to
explain machine learning inference. One key difference between ontologies and machine
learning models is that, in general, the latter works as a “black-box” — that is, there
is no possibility of explaining why a model inferred a particular result. The concept of
explanability has garnered much attention in the literature recently and exploring it is a
potential venue for further philosophical research.

Relating back to the scope of this essay, integrating da Costian-Tarskianism or
Carnapian-Goguenism into a larger framework allowing for neurosymbolic reasoning may
be a fruitful research direction. Additionally, developing an abstract theory of neurosym-
bolic reasoning using category-theoretical descriptions might prove to be useful to better
characterize how ontologies and machine learning models may be combined abstractly.
For instance, one may define a category LLM representing a particular LLM, such that
its objects are strings of text and its morphisms correpond to “prompts”. By leveraging
the existing literature on institution theory and extended consequence systems, one may
category-theoretically relate LLMs and logics. In any case, there is much work to be done
in any effort one chooses to undertake to advance Neurosymbolic Artificial Intelligence.

2Details available at https://ontologforum.com /index.php/OntologySummit2024.



131

Closing Thoughts

Ontology and Logic are arguably two of the oldest disciplines of human knowledge and,
despite their age, there is no foreseeable shortage of matters to discuss. This essay at-
tempts to contribute to the discussion by recasting one of the oldest problems of reasoning
under a more recent and pragmatic light, and by describing one possible answer to the
problem. In doing so, the author hopes that the findings herewithin may be used by
future philosophers and researchers to keep the discussion alive.
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Appendix A

Example Course Ontology
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This appendix presents the RDF representation of the example “course ontology” dis-
cussed in section 7.4. The ontology was created through Protégé [270].

<?xml version="1.0"7>

<rdf:RDF xmlns="http://www.semanticweb.org/gabriel/ontologies/2024/6/

example-course-ontology#"

xml:base="http://www.semanticweb.org/gabriel/ontologies
/2024/6/example-course-ontology"

xmlns:owl="http://www.
xmlns:rdf="http://wuw.
xmlns:xml="http://www.
xmlns:xsd="http://wuw.

w3

.org/2002/07/owl#"
w3.
w3 .
w3.

org/1999/02/22-rdf -syntax-ns#"
org/XML/1998/namespace"
org/2001/XMLSchema#"

xmlns:rdfs="http://www.w3.0rg/2000/01/rdf -schema#"

xmlns:example-course-ontology="http://www.semanticweb.org/
gabriel/ontologies/2024/6/example-course-ontology#">
<owl:0Ontology rdf:about="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology"/>

<l--

11111117117

//

// Object Properties
//

111111171117

-=>

<!-- http://www.semanticweb.org/gabriel/ontologies/2024/6/example

-course-ontology#takes -->

<owl:0ObjectProperty rdf:about="http://www.semanticweb.org/gabriel
/ontologies/2024/6/example-course-ontology#takes">
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30

39

40

66
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<rdfs:subProperty0f rdf:resource="http://www.w3.0rg/2002/07/
owl#topObjectProperty"/>

<rdf:type rdf:resource="http://www.w3.0rg/2002/07/0owl#
AsymmetricProperty"/>

<rdf:type rdf:resource="http://wuw.w3.0rg/2002/07/owl#
IrreflexiveProperty"/>
</owl:0ObjectProperty>

<!-- http://www.semanticweb.org/gabriel/ontologies/2024/6/example
-course-ontology#teaches -->

<owl:0bjectProperty rdf:about="http://www.semanticweb.org/gabriel
/ontologies/2024/6/example-course-ontology#teaches">

<rdfs:subProperty0f rdf:resource="http://www.w3.0rg/2002/07/
owl#topObjectProperty"/>

<rdf:type rdf:resource="http://www.w3.0rg/2002/07/0owl#
AsymmetricProperty"/>

<rdf:type rdf:resource="http://www.w3.o0org/2002/07/owl#
IrreflexiveProperty"/>
</owl:0bjectProperty>

<l--
111111777177
//

// Classes
//
111111171717

-=>

<!-- http://www.semanticweb.org/gabriel/ontologies/2024/6/example
-course-ontology#Course -->

<owl:Class rdf:about="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology#Course"/>

<!-- http://www.semanticweb.org/gabriel/ontologies/2024/6/example
-course-ontology#Person -->

<owl:Class rdf:about="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology#Person"/>
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93
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95
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99

100

101

102

103

104

105
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<!-- http://www.semanticweb.org/gabriel/ontologies/2024/6/example
-course-ontology#Professor -->

<owl:Class rdf:about="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology#Professor">

<rdfs:subClass0f rdf:resource="http://www.semanticweb.org/
gabriel/ontologies/2024/6/example-course-ontology#Person"/>
</owl:Class>

<!-- http://www.semanticweb.org/gabriel/ontologies/2024/6/example
-course-ontology#Student -->

<owl:Class rdf:about="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology#Student">

<rdfs:subClass0f rdf:resource="http://www.semanticweb.org/
gabriel/ontologies/2024/6/example-course-ontology#Person"/>
</owl:Class>

<I--
1111711177177

//

// Individuals
//

11111117717

-->

<!-- http://www.semanticweb.org/gabriel/ontologies/2024/6/example
-course-ontology#CourseA -->

<owl:NamedIndividual rdf:about="http://www.semanticweb.org/
gabriel/ontologies/2024/6/example-course-ontology#CourseA">

<rdf:type rdf:resource="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology#Course"/>
</owl:NamedIndividual>

<!-- http://www.semanticweb.org/gabriel/ontologies/2024/6/example
-course-ontology#ProfessorA -->

<owl:NamedIndividual rdf:about="http://www.semanticweb.org/
gabriel/ontologies/2024/6/example-course-ontology#ProfessorA">
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<rdf:type rdf:resource="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology#Professor"/>

<owl:differentFrom rdf:resource="http://www.semanticweb.org/
gabriel/ontologies/2024/6/example-course-ontology#ProfessorB"/>

<teaches rdf:resource="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology#CourseA"/>
</owl:NamedIndividual>

<!-- http://www.semanticweb.org/gabriel/ontologies/2024/6/example
-course-ontology#ProfessorB -->

<owl:NamedIndividual rdf:about="http://www.semanticweb.org/
gabriel/ontologies/2024/6/example-course-ontology#ProfessorB">
<rdf:type rdf:resource="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology#Professor"/>
<rdf:type rdf:resource="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology#Student"/>
<owl:differentFrom rdf:resource="http://www.semanticweb.org/
gabriel/ontologies/2024/6/example-course-ontology#StudentA"/>
<takes rdf:resource="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology#CourseA"/>
</owl:NamedIndividual>

<!-- http://www.semanticweb.org/gabriel/ontologies/2024/6/example
-course-ontology#StudentA -->

<owl:NamedIndividual rdf:about="http://www.semanticweb.org/
gabriel/ontologies/2024/6/example-course-ontology#StudentA">
<rdf:type rdf:resource="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology#Student"/>
<takes rdf:resource="http://www.semanticweb.org/gabriel/
ontologies/2024/6/example-course-ontology#CourseA"/>
</owl:NamedIndividual>

</rdf :RDF>

<!-- Generated by the OWL API (version 4.5.29.2024-05-13T12:11:03Z)

https://github.com/owlcs/owlapi -->
Listing A.1: Example course ontology in RDF.
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Appendix B

Basic Formal Ontology

This is an intermediate representation of the Basic Formal Ontology (BFO)!. The ontology
representation was generated through Protégé [270].

Classes

ConnectedSpatiotemporalRegion

ConnectedSpatiotemporalRegion = Spatiotemporallnstant LI Spatiotemporallnterval
ConnectedSpatiotemporalRegion C SpatiotemporalRegion
ConnectedSpatiotemporalRegion C — ScatteredSpatiotemporalRegion

ConnectedTemporalRegion

ConnectedTemporalRegion = Temporallnstant U Temporallnterval
ConnectedTemporalRegion C TemporalRegion

Connected TemporalRegion C — Scattered TemporalRegion

Continuant

Continuant = DependentContinuant U IndependentContinuant LI SpatialRegion
Continuant C Entity

Continuant C — Occurrent

DependentContinuant

DependentContinuant = GenericallyDependent Continuant LI SpecificallyDependentCon-
tinuant

DependentContinuant C Continuant

!The ontology was originally retrieved from and is accessible at http://www.ifomis.org/bfo/1.1.



DependentContinuant C — IndependentContinuant

DependentContinuant C — SpatialRegion

Disposition

Disposition C RealizableEntity
Disposition C = Role

Disposition C — Function

Entity

Entity = Continuant U Occurrent

FiatObjectPart

FiatObjectPart C IndependentContinuant
FiatObjectPart £ — ObjectBoundary
FiatObjectPart C — Object
FiatObjectPart C — ObjectAggregate
FiatObjectPart C — Site

FiatProcessPart

FiatProcessPart C ProcessualEntity
FiatProcessPart C — ProcessAggregate
FiatProcessPart C — ProcessualContext
FiatProcessPart C = ProcessBoundary

FiatProcessPart C — Process

Function

Function C RealizableEntity
Function C — Role

Function C — Disposition

GenericallyDependent Continuant

GenericallyDependentContinuant C DependentContinuant

GenericallyDependentContinuant C — SpecificallyDependentContinuant
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IndependentContinuant
IndependentContinuant = FiatObjectPart LI Object LI Object Aggregate LI ObjectBound-
ary U Site

IndependentContinuant = Continuant

IndependentContinuant = — DependentContinuant

IndependentContinuant = — SpatialRegion

Object

Object C IndependentContinuant
Object C — ObjectBoundary
Object C — FiatObjectPart
Object C — Site
Object C — ObjectAggregate

Object Aggregate

ObjectAggregate C IndependentContinuant
ObjectAggregate C — ObjectBoundary
ObjectAggregate C — Site

ObjectAggregate C — FiatObjectPart
Object Aggregate = — Object

ObjectBoundary

ObjectBoundary C IndependentContinuant
ObjectBoundary C — Site
ObjectBoundary C — ObjectAggregate
ObjectBoundary C — Object
ObjectBoundary C — FiatObjectPart

Occurrent

Occurrent = ProcessualEntity LI SpatiotemporalRegion LI TemporalRegion
Occurrent C Entity

Occurrent T — Continuant



OneDimensionalRegion

OneDimensionalRegion C SpatialRegion
OneDimensionalRegion = = ZeroDimensionalRegion
OneDimensionalRegion = — TwoDimensionalRegion

OneDimensionalRegion C — ThreeDimensionalRegion

Process

Process C ProcessualEntity
Process C — ProcessBoundary
Process C — ProcessAggregate

Process C — ProcessualContext

Process C — FiatProcessPart

ProcessAggregate

ProcessAggregate C ProcessualEntity
ProcessAggregate C — FiatProcessPart
ProcessAggregate C — ProcessBoundary

ProcessAggregate C — Process

ProcessAggregate C — ProcessualContext

ProcessBoundary

ProcessBoundary C ProcessualEntity
ProcessBoundary C — FiatProcessPart
ProcessBoundary = — ProcessAggregate
ProcessBoundary C = ProcessualContext

ProcessBoundary C — Process

ProcessualContext

ProcessualContext = ProcessualEntity
ProcessualContext T — FiatProcessPart
ProcessualContext © — ProcessBoundary
ProcessualContext C — Process

ProcessualContext C — ProcessAggregate
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ProcessualEntity

ProcessualEntity = FiatProcessPart LI Process LI ProcessAggregate

ary U ProcessualContext
ProcessualEntity C Occurrent
ProcessualEntity C = TemporalRegion
ProcessualEntity C — SpatiotemporalRegion

Quality

Quality C SpecificallyDependentContinuant
Quality C — RealizableEntity

RealizableEntity

RealizableEntity T SpecificallyDependentContinuant
RealizableEntity C — Quality

Role

Role C RealizableEntity
Role C — Disposition
Role C — Function

ScatteredSpatiotemporalRegion

ScatteredSpatiotemporalRegion C SpatiotemporalRegion
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LI ProcessBound-

ScatteredSpatiotemporalRegion C — ConnectedSpatiotemporalRegion

ScatteredTemporalRegion

Scattered TemporalRegion = TemporalRegion

Scattered TemporalRegion C = Connected TemporalRegion

Site

Site C IndependentContinuant
Site C = ObjectBoundary
Site C — ObjectAggregate
Site © — Object
Site C — FiatObjectPart
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SpatialRegion
SpatialRegion = OneDimensionalRegion LI ThreeDimensionalRegion LI TwoDimensional-
Region LI ZeroDimensionalRegion

SpatialRegion C Continuant

SpatialRegion C — DependentContinuant

SpatialRegion C — IndependentContinuant

Spatiotemporallnstant

Spatiotemporallnstant = ConnectedSpatiotemporalRegion

Spatiotemporallnstant = — Spatiotemporallnterval

Spatiotemporallnterval

Spatiotemporallnterval C ConnectedSpatiotemporalRegion

Spatiotemporallnterval = — Spatiotemporallnstant

SpatiotemporalRegion
SpatiotemporalRegion = ConnectedSpatiotemporalRegion LI ScatteredSpatiotemporalRe-
gion

SpatiotemporalRegion = Occurrent

SpatiotemporalRegion = — TemporalRegion

SpatiotemporalRegion = — ProcessualEntity

SpecificallyDependentContinuant

SpecificallyDependentContinuant = Quality LI RealizableEntity
SpecificallyDependentContinuant = DependentContinuant
SpecificallyDependentContinuant = — GenericallyDependentContinuant

Temporallnstant

Temporallnstant C Connected TemporalRegion
Temporallnstant = — Temporallnterval

Temporallnterval

Temporallnterval C Connected TemporalRegion

Temporallnterval C — Temporallnstant
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TemporalRegion

TemporalRegion = Connected TemporalRegion LI Scattered TemporalRegion
TemporalRegion = Occurrent
TemporalRegion C — SpatiotemporalRegion

TemporalRegion C — ProcessualEntity

ThreeDimensionalRegion

ThreeDimensionalRegion = SpatialRegion
ThreeDimensionalRegion C — OneDimensionalRegion
ThreeDimensionalRegion = — ZeroDimensionalRegion

ThreeDimensionalRegion C — TwoDimensionalRegion

TwoDimensionalRegion

TwoDimensionalRegion C SpatialRegion
TwoDimensionalRegion C — OneDimensionalRegion

TwoDimensionalRegion = — ZeroDimensionalRegion

TwoDimensionalRegion C — ThreeDimensionalRegion

ZeroDimensionalRegion

ZeroDimensionalRegion C SpatialRegion
ZeroDimensionalRegion C — OneDimensionalRegion

ZeroDimensionalRegion C — ThreeDimensionalRegion

ZeroDimensionalRegion C — TwoDimensionalRegion

Object properties
Data properties
Individuals

Datatypes

PlainLiteral



