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RESUMO

O principal objetivo desta tese é estudar sistemas acoplados de equagoes de
Schrédinger nao linear no caso em que o espaco de energia H 1(Rd) é critico em relagao
ao scaling. O estudo é dividido em duas partes. Na primeira estudamos um sistema com
nao linearidades cibicas, onde o espaco de energia critica é o H '(R*). Nosso principal
objetivo é mostrar blow-up em tempo finito para solugoes cujo o dado inicial é radialmente
simétrico. Comegamos aplicando o método do ponto fixo para mostrar boa colocagao local
do problema de Cauchy associado. Em seguida, provamos existéncia de solucoes ground
state. Para tal, utilizamos o método de concentragdao e compacidade para encontrar uma
solucao para um problema de minimizagao restrito deduzido a partir de uma desigualdade
critica do tipo Sobolev. Por fim, para obter o resultado de blow-up em tempo finito,

utilizamos uma versao modificada do método de convexidade.

A segunda parte trata de um sistema com nao linearidades gerais com cresci-
mento do tipo quadratico, onde o espago de energia é H 1(R%). Aqui o principal objetivo é
provar um resultado de scattering e boa colocacao global. Iniciamos provando boa colocagao
local, onde também utilizamos o método do ponto fixo, entretanto, provamos o resultado
com o dado inicial no espaco de Sobolev nao homogéneo H'(R®) e, em seguida, mostramos
um resultado de estabilidade que nos permite trabalhar com o dado inicial no espago
de Sobolev homogéneo H '(R%). Para provar a existéncia global, utilizamos o método de
concentragao-compacidade e rigidez, que consiste em admitir que o resultado é falso e
provar a existéncia de uma solucao particular, chamada de solucao critica. Em seguida,

provamos que tal solucao nao pode existir, chegando em uma contradicao.

Palavras-chave: Sistema de equacoes de Schrodinger; Energia critica; Solugoes

ground state; Blow-up; Boa colocagao; Scattering;



ABSTRACT

The main goal of this thesis is to study coupled systems of nonlinear Schrodinger
equations in the case where the energy space H Y(R?) is critical with respect to scaling.
The study is divided into two parts. In the first one, we study a system with cubic
nonlinearities, where the critical energy space is H '(R*). Our main objective is to show
blow-up in finite time for solutions whose initial data is radially symmetric. We start by
applying the fixed point method to show the local well-posedness of the associated Cauchy
problem. Next, we prove the existence of ground state solutions. To this end, we use the
concentration-compactness method to find a solution of a restricted minimization problem
deduced from a critical Sobolev-type inequality. Finally, to obtain the blow-up in finite

time result, we use a modified version of the convexity method.

The second part of the work deals with a system with general nonlinearities
with quadratic growth. In contrast, the critical energy space is H Y(R%). Our main goal
is to prove a scattering result and global well-posedness. We start by proving local well-
posedness, where we use the fixed point method. However, we prove the result with the
initial data in the inhomogeneous Sobolev space H*(R®) and then we show a stability result
that allows us to work with the initial data in the homogeneous Sobolev space H L(R%). To
show the global existence, we use the method that consists of admitting that the result is
false and proving the existence of a particular solution, called the critical solution. Then,

we prove that such type of solutions cannot exist, arriving at a contradiction.

Keywords: Schrodinger systems; Energy critical; Well-posedness; Ground

state solution; Blow-up; Scattering.
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CHAPTER 1

INTRODUCTION

In this work we will study to distinct nonlinear systems of Schrédinger equations.

The first one is the following cubic-type system,

1 1
iuy + Au — u + (|u|2 + 2|w|2) u+ —utw =0,
9 3 (1.1)

1
iow; + Aw — pw + (9w]? + 2[ul*)w + §u3 =0,

where u = u(t,2) and w = w(t,z) are complex valued functions with (¢,z) € R x R*,
A represents the standard Laplacian operator and o, > 0. This model describes the
interaction between an optical beam and its third harmonic in a material with Kerr-type

nonlinear response. For a more detailed explanation of the model, the reader can check
(SAMMUT; BURYAK; KIVSHAR, 1998).

The second one is a [-component nonlinear Schrodinger system with quadratic-
growth nonlinearities. Precisely, we will show a scattering result and global well-posedness

to the following Cauchy problem

i Orup, + WAug = — f(un, .., w),
(u1(0,2), ..., w(0,2)) = (utg, ..., w0), k=1,...,1,

where uy, ..., u; are complex-valued functions on the variables (¢,7) € R x R®, ay, v, > 0,

(1.2)

are real constants and the nonlinearities f;, : C' — C satisfy a quadratic-type growth.

The main goal of this work is to study nonlinear systems of Schrodinger
equations in the energy-critical case. This term comes from the fact that not only the

class of solutions, but also the energy, are left invariant under the transformation

Ft,z) — fr(t,z) = AT f(02%, ), (tz) e R x R, (1.3)
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called scaling symmetry. This defines a notion of criticality. Precisely, a quick computation
shows that H'(R?) is the critical (scaling invariant) Sobolev space if p := (d + 2)/(d — 2),
where p denotes the power of the nonlinearities. Therefore, the critical dimensions for

systems (1.1) and (1.2) are, respectively, d = 4 and d = 6.

The first one is devoted to study system (1.1). From a mathematical point
of view, system (1.1) has been studied in several cases. In (PAVA; PASTOR, 2009), the
authors established local and global well-posedness for the associated Cauchy problem
with periodic initial data in dimension one. Also in one space dimension, (PASTOR, 2010)
is concerned with nonlinear and spectral stability of periodic traveling wave solutions. The
author proved the existence of two smooth curves of periodic solutions depending on the
cnoidal type functions and a stability result under perturbations having the same minimal
wavelength and zero mean over their fundamental period. For the multidimensional case,
(OLIVEIRA; PASTOR, 2021) proved the existence and stability of ground state solutions,
the local and global well-posedness and established several criteria for blow-up in finite
time in the energy space H'(R?%). In (RAMADAN; STEFANOV, 2024), the authors studied
solitary waves for (1.1). They constructed the waves in largest possible parameter space and
provided a complete classification of their stability. In (COLIN; WATANABE, 2023), it was
proved the existence of stable standing wave solutions as well as the correspondence between
minimizers and ground state solutions. In the three dimensional case, (ARDILA; DINH;
FORCELLA, 2021) studied the asymptotic dynamics for solutions to (1.1). They provided
sharp threshold criteria leading to global well-posedness and scattering of solutions, as well
as formation of singularities in finite time for symmetric initial data. Also, in (ZHANG;
DUAN, 2023), it was proved existence results for normalized ground state solutions in
the L?-subcritical case and L%-supercritical cases and established the nonexistence of
normalized ground state solutions in the L?-critical case and a new blow-up criterion which

is related to normalized solutions.

Our goal is to study the system in the energy space H'(R?). This terminology
comes from the fact that, at least in a formal level, the system conserves energy and mass,

respectively given by,

Buw) i= 5 [ (9uP+ [Vl o+ )~ | (316|u|4 4 Zhoft + P + ;Re(uSw))
(1)

and
M(u, w) = J(|u|2+3a|w|2). (15)

Our main goal is to prove existence of blow-up solutions for system (1.1). To do this, we
will use the ideas presented in (NOGUERA; PASTOR, 2022).

First, we establish the local well-posedness for the Cauchy problem associated
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o (1.1). We set the space
Y(I):=(CnLPHY) A LIHS?, (1.6)
for a time interval I = [T, 7| with T' > 0. The result is the following.

Theorem 1.1. For any ug, wo € H'(R?), there exists T (ug,wo) > 0, such that the system
(1.1) admits a unique solution (u,w) € Y (I) x Y(I), with I = [=T (ug,wo), T (ug, wp)]. In
addition, the following blow-up alternative holds: There exist times Ty, T € (0, 00)such
that the solution can be extended to (=T, T*) and if T* < oo, then

M (Vu(t)| ey + [ Vo)) = o,

2 4
for any pair (q,r) satisfying 2 < q,r < 0, — =2 — —. A similar result holds if T, < co.
q r

We establish the local well-posedness using the fixed point method to find

solutions of the equivalent integral equations

u(t) = U(t)ug + 1 Lt Ut — s)F(u(s),w(s))ds, 0
w(t) = W (t)wo + i L W(t — $)G(uls), w(s))ds,

where U(t) = ¢™&D T (t) = @249 " are the corresponding unitary groups associated
to the linear part of (1.1), with a = 1/0, b = /o, and

1 1 1
F(u,w) = (9|u|2 + 2|w|2) u+ §ﬂ2w and G (u,w) = a(9ul® + 2|w[*)w + §au3, (1.8)

are the nonlinearities. This will be addressed in Section 3.1

Next, in Section 3.2, we study a special class of solutions called ground states

which are defined as follows. Recall that standing waves are solutions of (1.1) of the form
u(t,z) = €P(), w(t,x) = HQ(), (1.9)

where P and @) are real functions with fast decay at infinity. Using (1.9) in (1.1), one can
see that (P, Q) must satisfy

AP — (w+1)P + (1P2 + 2@2) P+ 1P?Q =0,
9 31 (1.10)
AQ — (1 + 30w)Q + (9Q* + 2PHQ + §P3 = 0.

It is known from (OLIVEIRA; PASTOR, 2021), Lemma 2.2, that if (P,Q) € H*(R?) x
H'(R?) is a solution to (1.10) then the identity

(d— 1) f(|vp|2 - VOQPR)dx + d(w + 1) JPde + d(p + 30w) JQ?dx _0. (L)
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is satisfied for all . Thus, if d = 4 then

(w+1) f]ﬂdx + (1 + 3ow) Jdex =0,

which implies that the system has non-trivial solution only if w = —1 and p = 30. In these

conditions, the system (1.10) reduces to

AP + <1P2 + 2@2) P+ 1P?Q =0,
9 . 3 (1.12)
AQ + (9Q% +2PHQ + §P3 =0,

and the corresponding action functional can be written as

S(P.Q) = JK(P.Q) - N(P.Q), (1.13)
where
K(P,Q) = J(|VP|2 +|VQP)dx, N(P,Q)= J <1P4 + 9@‘* + P2Q* + 1P3Q) dx
’ ’ ’ 36 4 9 ‘
(1.14)

Precisely, we have the definition

Definition 1.2. We say that

(i) A pair of functions (P,Q) € H'(R*) x H'(R*) is a weak solution to (1.12), if for all
(f,9) € H'(RY) x H'(RY),

JVP -V fdx = f <;P3 +2Q°%P + §P2Q> fdx,
(1.15)
JVQ -Vgdx = J <9Q3 +2P%Q + ;P?’) gdz.

(ii) A solution (Py, Qo) € H'(RY) x H'(RY) is a ground state of (1.12) if

S(Fo, Qo) = nf{S(P,Q); (P,Q) € C}

where C denotes the set of all non-trivial solutions of (1.12). The set of all ground
states of (1.12) will be denote by G.

The main result of Section 3.2 is the following.

Theorem 1.3. There exists a ground state solution (Py, Qo) for system (1.12), i.e., G is

non-empty.

For this purpose, we shall use the concentration-compactness method, intro-
duced in (LIONS, 1985). We proceed in three steps. First, we deduce a critical Sobolev-type
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inequality corresponding to our system and derive a minimization problem. Additionally,
we establish a localized version of the Sobolev inequality, which will be useful to our
purpose. Later, we prove a result inspired in the limit case lemma presented in (LIONS,
1985), which is called concentration-compactness lemma II. Finally, the third step is to
prove that the minimization problem has a minimizer, implying the existence of a ground

state solution. Finally, we establish an optimal constant for the minimization problem.

Finally, in Section 3.3, we prove the main result of this part,

Theorem 1.4. Suppose (ug, wo) € H'(R*) x H'(R*) and let (u,w) be the corresponding
solution of (1.1) defined in the mazimal time interval of existence I. If (ug, wo) is a pair

of radially symmetric functions satisfying
E(ug, wo) < E(P, Q) (1.16)

K (ug, wo) > K(P,Q), (1.17)

where (P, Q) is any ground state solution, and £ is the energy defined in (3.25), then the

time interval I is finite.

As usual we use the convexity method to obtain this kind of result, which

consist in deriving a contradiction by working with the virial identity
V(t) = | d@lutt.0)Pds + [ oao? (e, ) da

where ¢ € C°(R*), and its derivative

V'(t) = ZImJng(Vuﬂ + oVww)dr — 4J¢Im (;ﬁf(u, w) + %wf(u, w)) dz, (1.18)

1 1 1
with f(u,w) = (9|u|2 + 2|w|2) u+ §ﬂ2w and g(u,w) = (w|* + 2Ju|*)w + §u3.

Notice that the second term in (1.18) does not vanishes necessarily , which
brings some difficulties in order to apply the method. To avoid this problem, we used a
modification of the method presented in (INUT; KISHIMOTO; NISHIMURA, 2020), which

consists in working with radially symmetric solutions and the function

R(t) =2Im | Vo(Vuu + oVww)dz (1.19)
R4

instead of the usual V.

In the second part of this work, we will be focused on system (1.2). In this case

we will assume that the nonlinearities fi, k = 1, ..., [ satisfies the following hypothesis

(H1)
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(H2) For all z,z' € C'
i) = @]+ @) - @ £ S =2 ko= 1
0, Lk k 5z, L k ~j=1 =2 kym=1,..1

(H3) There exists a function F : C' — C, such that

OF oF

fe(z) = a—gk(z) + 67k(z), k=1,..,1L

(H4) For all # e R and z e C/,

@1

ReF (eiﬂ T ei%ezl> = ReF(z).
(H5) The function F is homogeneous of degree 3, that is, for all z € C' and A > 0, it holds
F(\z) = N*F(z).

(H6) It holds
‘Ref F(u)dx
Rd

< J F(|u|)dz.
Ra
(H7) The function F is real-valued in R, that is, if (v, ...,%) € R’ then

F(y1,...,uy) € R.

Moreover, the functions f;, are nonnegative on the positive cone on R!, that is, for
Y ZO, 1= 1,...,l
fe(yr, ) = 0.

(H8) The function F' may be written as a sum F; + ... + F,,,, where Fy, s = 1,...,m, is
super-modular on R‘i, 1 < d < I, and vanishes on hyperplanes, that is, for any
i,j€{l,...d}, i # jand k,h > 0, we have

F.(y + he; + ke;) + Fu(y) = Fu(y + he)) + Fu(y + kej), yeR?%,

and Fy(yi,...,yqa) = 0 if y; = 0 for some j € {1, ..., d}.

Remark 1.5. The following system is an example satisfying the conditions (H1)-(H8)

{ 10puq + Aul = —2U1Us, (1 20)

0y + KAUy = —uj,

where F(z1, z) = Z22. Other models with quadratic-type growth nonlinearities satisfying
(H1)-(H8) can be found in (KIVSHAR et al., 2000), (NOGUERA; PASTOR, 2022) and
(PASTOR, 2019)
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Hypothesis (H3) — (H5) guarantee that the system (1.2) conserves both mass

and energy given, respectively, by

Q) = 3} 1) . (121)
and z
E(u(t) = 3 | Vurl: — 2Re fRd Flu(t))dz, (1.22)

that is, provided there exists a solution to the system, then

Qu(t)) = Q(ug) and  E(u(t)) = E(up).

We also denote the kinetic energy and potential energy, respectively, by

K(u) = Y %|Vul2: and P(u) = Re fRd Flu(t))dz.

Thus, with this notation, the energy becomes F(u) = K(u) — 2P(u).

This kind of system has been studied in (NOGUERA; PASTOR, 2021), where
the local and global well-posedness was proved on L?(R%) and H*(R?), 1 < d < 6, existence
and stability /instability of ground state solutions, and the dichotomy global existence
versus blow-up in finite time, in the cases 1 < d < 5. In (NOGUERA; PASTOR, 2022)
was treated the H' critical, that is, when d = 6. The authors proved existence of ground
state solutions and conditions to a radial solution blow-up in finite time. On both works,

the hypothesis (H4) was replaced by

(H4*) There are positive constants o1, ..., 0; such that for any z e C'
l
Im Z O'kfk(Z)zk =0.
k=1

Recall that, a ground state solution in R® is a solution to the elliptic system

where 1, are real-valued functions with decay to zero at infinity. Under our hypothesis
(see (NOGUERA; PASTOR, 2022), Theorem 3.3), the set of ground state solutions of
(1.23), denoted by Gg is nonempty if d = 6. Besides that, we have the following Gagliardo-
Nirenberg inequality (see (NOGUERA; PASTOR, 2022), Corollary 4.12),

P(u) < CsK (u)*?, (1.24)

for all functions u € D := {1 € H'(R®); P(v)) > 0}, with optimal constant Cy given by

o 1 1 _1 1
6 -— 33/2 E(v,/))l/Q - §K(¢)1/2'

(1.25)
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where 1) is a ground state solution to (1.23) (see (NOGUERA; PASTOR, 2022), Corollary
3.14).

Turning back to our problem, we start with the following definitions.

Definition 1.6. (Solution) By a solution to the system (1.2) we will understand a function
u: I xR defined on a non-empty time interval I = R, with 0 € I, if it lies in the class
CHL(K x R%) n L; (K x R®) for all compact interval K < I, and satisfy the Duhamel

formula
t

ug(t) = Up(t)uro +zf0 Uk(t — S)Ofkfk(u)ds’ (1.26)

(u1(0,2), ..., w (0, 2)) = (ug, ..., Up) := Uy,

where Ug(t) denotes the corresponding unitary group defined by Uy(t) = eit‘%A, kE=1,..1,
and t € I. The interval I is said to be the lifespan of u. We say that u is a maximal
solution if the solution cannot be extended to an interval J > I strictly larger then I. We
say that the solution is global if I = R.

Definition 1.7. (Scattering size). Let u be a solution of (1.2). The scattering size of u

on a time interval I is defined as

ZJJ lug (t, 2)|*dxdt.

Definition 1.8. (Blow-up) We say that a solution u of (1.2) blows-up forward in time if
there exists t; € I such that

S[tl,supl)(u) = O,
and u blows-up backward in time, if there exists ty € I such that

S(inf It2] (11) = 0.

We say that u blows-up in finite time, if it blows-up both forward and backward in time.

The local theory for (1.2) will be treated in Chapter 4, Section 4.1. We sum-

marize the results in the following theorem.

Theorem 1.9. Given uy € H}C(RG), there exists a unique mazimal-lifespan solution
u: I xR® — C to (1.2) with initial data u(0) = wg. This solution has the following

properties:

e (Local ezistence) I is an open neighborhood of 0.

e (Blow-up criterion) If sup(I) is finite, then u blows-up forward in time; if inf(I) is

finite, then u blows-up backward in time.
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e (Small data global existenece) If |Vug|rz is sufficiently small, then u is a global
solution which does not blow-up either forward or backward in time. Indeed, in this

case, Sp(u) < [Vug|ge.

The main result of this part of the work is the following.

Theorem 1.10. (Spacetime bounds). Let d = 6 and assume (H1)-(H8). Consider uy € H:
and u : I x RS — C' the corresponding solution to (1.2). Let 4 € Gg be a ground state. If

E(uy) < E(), (1.27)
and
K(uy) < K(v), (1.28)
then
S](u) < 00.

Corollary 1.11. (Global well-posedness and Scattering). Let u be a mazimal solution to
(1.2) on the time interval I. Assume also (1.27) and (1.28). Then I = R and

SR(u) < 0. (1'29)
In particular, the solution scatters, that is, there exist asymptotic states u™ e Hglc such that
lu(t) = U@t)ut|gn >0 as ¢ — +oo,

where U(t) = (Uy(1), ..., Ui(t)).
As we will see, the result in Theorem 1.10 is sharp, in the sense that if we

reverse inequality (1.28) then the corresponding solution blows-up in finite time. Precisely,

we have the following result.

Theorem 1.12. Let ug € H' and let u be the corresponding solution of (1.2) defined in

the maximal time interval of existence I. Assume that
B(w) < E@), (1.30)

and

K(up) > K(3). (1.31)

Then, if zuy € L%(R%) or ugy € H' is radially symmetric we have that I is finite.

Remark 1.13. In the radial case, Theorem 1.12 was proved in Theorem 4.1 (ii) of
(NOGUERA; PASTOR, 2022).
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To prove Theorem 1.10, we follow the ideas presented in (KILLIP; VISAN,
2010), which basically consists in assuming that the conclusion of Theorem 1.10 is false
and construct a special type of solution, called critical solution, which we will prove that

cannot exist. This method is called concentration/compactness and rigidity argument and
was first introduced by (KENIG; MERLE, 2006). This will be organized as follows.

In Section 4.1 we will prove the local well-posedness in Hi by using the approach
presented in (KILLIP; VISAN, 2013).We start proving local well-posedness assuming that
the initial data belongs to the inhomogeneous Sobolev space H.(R®), using the usual
method of contraction presented in (CAZENAVE, 2003). The next step is to present some
stability results which allows us to prove continuous dependence of the solution u upon
the initial data ug in the critical space Hi This allows us to treat the initial data in the
homogeneous Sobolev space H}E, since every function in Hi can be well approximated by

H_. functions. At the end of the section, we will prove a standard blow-up result.

In Section 4.2, we will prove the existence of critical solutions. We will see that
such solutions have many properties, one of then is almost periodicity modulo symmetries,

which we define as follows.

Definition 1.14. (Almost periodicity modulo symmetries). A solution u to (1.2) on a

time interval I is said to be almost periodic modulo symmetries if there exist functions
N:I—R", z:1 —Rand C:R" — R", such that for allt e I and n > 0:

!
f 'yk|Vuk(t,m)|2dx <
k=1 Y]z—2(t)|=C(n)/N(t)

and

l
> P (t, €) e < 1
k=1 YI§[=C(mN(t)

N is called scale frequency function of the solution u, x is the spacial center function and

C' is the compactness modulus function.

Remark 1.15. We know that a family of functions F < H' (R%), is compact if, and only
if, F is bounded in H! (R®) and, for alln > 0, there exists a compactness modulus function
C(n) > 0, such that

Vi (@)Pds + |

EI=CmN(t

f EPIF©) e <1
|z|=C(n)/N(t) )

for all functions f € F. See Appendiz A for more details. In particular, by Sobolev
embedding, every compact set in H'(R®) is compact in L>(R®). Therefore, any solution

u:l xR®— C to (1.2) that is almost periodic modulo symmetries must also satisfy

[
f funlt, o) <,
k=1 Y|z—2(t)|=C(n)/N(t)

foralltel andn > 0.
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Remark 1.16. Another consequence of compactness modulo symmetries is the existence

of a function ¢ : R™ — R™ such that

Vu(t, z) 2z + f €2/a]2de <,

€|<e(m)N(t)

jx—m(t)léc(n)/N(t)

forallte I and n > 0. See the Appendix A for more details.

The main result of the section is.

Theorem 1.17. (Reduction to almost periodic solutions). Suppose that Theorem 1.10

fails. Then there exists a mazimal solution u, : I, x R® — C' to (1.2) such that

sup K (u.) < K(v),

tele
u. is almost periodic modulo symmetries and u. blows-up in time. Moreover, u. has
minimum kinetic energy among all solutions that blows-up in time, that is,

sup K (u(t)) = sup K (u.),
tel tel.

for all maximal solutions u that blows-up at least in one direction.

To guarantee the existence of such kind of solution, we will need an auxiliary
result, called Palais-Smale property. In order to show that our system satisfies such
property, we will use the nonlinear profile decomposition and stability theory. All these

tools will be discussed in Chapter 2.

From this, in Section 4.3, we will see that it is possible to classify the solutions
u, to (1.2), founded in Theorem 1.17, with more refined properties, according to different
kinds of scale functions N(t). Such type of classification was studied in (KILLIP; TAO;
VISAN;, 2009) and (KILLIP; VISAN, 2010). The result states the following.

Proposition 1.18. (The enemies). Suppose that Theorem 1.10 fails. Then there exists a
mazimal solution v, : I, x R® — C', which is almost periodic modulo symmetries and
satisfy

Sr.(u.) =0 and sup K(u.(t)) < K(3). (1.32)

tel.
Moreover, the time interval 1. and the scale function N (t) satisfy one of the three following

SCenarios:

(i) We have |inf I.| < o0 or |sup I.| < oo;

(ii) We have 1. = R and
N(t) =1, VteR;
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(iii) We have 1. = R and

inf N(t) > 1, and limsup N(t) = oo.

teR t—o0

Remark 1.19. From the literature (see (KILLIP; VISAN, 2010)) the three scenarios are
known, respectively, as Finite-time blow-up, Soliton-like solution and Low-to-high frequency

cascade.

Finally, to conclude the proof of Theorem 1.10, we will show that the critical
solution u,. cannot satisfy any one of these conditions, that is, we will exclude case by
case the possibilities, arriving to a contradiction. This is the motivation to call the three

scenarios “the enemies”.

In Section 4.4, we will exclude the first case, showing that the L:norm of u.(t)
converges to zero when t goes to infinty. Since the mass of the system is conserved, this

implies that u, is identically zero.

For the remaining cases, we will need to show that the solution u, has some
negative regularity that is, the solution is in a Sobolev space of negative index, and this is
done in two steps. First, we show that the solution belongs to Ly°(LE), this guarantee that
the function decays at infinity faster than a function in u € L¥(H!). The second step is to

improve the decay previously established to L? spaces. This will be done in Section 4.5.

Finally, in Section 4.6, we will use the negative regularity to deduce some
compactness properties of u, in L?, then, we show that u, has zero momentum, and finally,
use a virial identity to exclude the Soliton case. Next, in Section 4.7, we use the negative
regularity joint with the conservation of mass to exclude the low-to-high cascade frequency.
Last but not least, in Section 4.8, we show the scattering result of Corollary 1.11 and the

blow-up result of Theorem 1.12.
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CHAPTER 2

NOTATION AND PRELIMINARY RESULTS

Throughout the work we will use the standard notation in PDEs. Indeed, C
will represent a generic constant which may vary from inequality to inequality. If ¢ and b
are positive constants, we denote a < b whenever a < Cb for some constant C' > 0, similar
for the case a = b. We write X+ for any quantity of the form X + € for any small € > 0.
Given a subset A, we denote by A the product A x ... x A (I-times). In particular, if A
is a Banach space, then A also is with the usual norm given by the sum. For a complex
number z € C, Re z and Im z represents its real and imaginary parts. Also, z denotes the
complex conjugate of z. We set |z| for the vector (|z1], ..., |2]). This is not to be confused

with |z| = 4/|21]? + ... + |2|? which denotes the usual norm of the vector z € C'.

We denote the stantard Sobolev, the homogeneous Sobolev and the Lebesgue
spaces by H*? = H*P(RY), H*? = H*?(R?) and LP = LP(R?), respectively, with its usual
norms. We denote H® = H*? and H® = H*?. Given a time interval I , the mixed Lebesgue
space LYLI(I x RY) is denoted by LYL? and will be endowed with the norm

p/a 1/p
f||Lng=<L ([ 1rttopac) dt) ,

with the obvious modification if either p = o0 or ¢ = c0.

2 d d

A pair (q,r) is called admissible with 2 < ¢,r < w0 if = = 5 For a fixed
q r
space time slab I x R?, we set the Strichartz norm by
|w|socry := sup lullpaprrxrey and ullsiry := [Vl son. (2.1)

(¢,r) admissible
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We define the Fourier transform on R by

A

fl©) = em | e faa
Ra
For s € R, we define the fractional differentiation/integral operator

[VEFE) =gl f(&),

which defines the homogeneous Sobolev norm

| f]

Hs(Rd) - = IV fl 22 ey

If no confusion is caused, we denote f(z)dz simply by f f. We start with
R4
the results that will be used throughout the work.

Theorem 2.1. (Strichartz estimates, (CAZENAVE, 2003) Theorem 2.3.3) The following

inequalities hold.
(i) If (q,7) is an admissible pair. Then, for all f € L*(RY).
HeitAfHLgL;(Rx]Rd) < ||fHLg(Rd)-

(i) Let I be a time interval and to € I. If (q1,71) and (qz,72) are two admissible pairs,
then

t
J ei(t_S)Af(-, s)ds
t

0

< /1

LI LM (IxR)

! 7
Li2 L2 (IxR%)

and

b
f ei(t’s)Af(-, s)ds

a

< .
LT RxRY) I/ ”LZéL;'Z([a,b]de)

Proposition 2.2. Let (q,7) be an admissible pair. Given ug € L2(RY) and ¢ > 0 then

there exist T > 0 such that y

T T

(J ||eitAuozgdt) <e. (2.2)
0

In addition, there exist § > 0 such that if |vo —ug|r2 <6, then

T ' 1/7"
(] 1esuiiaar) <
0

8 s the unitary group associated to the linear part of the Schridinger equation.

where €

Proof. See (LINARES; PONCE, 2015), page 100. ]

Remark 2.3. The above results still holds if we replace €™ with U(t), W (t) and U(t),
k=1,... 1. defined, respectively, on the pages 12 and 17.
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2.1 Preliminaries: First part

2.1.1 Measures

We denote the set of all continuous bounded functions and all continuous
function with compact support on X, respectively, by Cy(X) and C.(X). When it comes
to Radon measures, if X is a locally compact Hausdorff space, we shall denote by M, (X)
the Banach space of all non-negative measures, by J\/li(X ) the space of all bound (or
finite) measures and ./\/li the space of all probability measures. Given two measures v and
1, we write v « p if the measure v is absolutely continuous with respect to the measure pu.
For all e M’ (X), |p| := u(X) is called the mass of y.

Let us introduce some convergence notions of measures.

Definition 2.4. (i) A sequence (i) < My is said to converge vaguely to p in M (X),
and denoted by i, — i, sz fduy, — f fdu for all f e C.(X).
X X

(ii) A sequence () = M (X) is said to converge weakly to u, in M (X), and denoted
by s = i [ = [ . for all £ e €,(0)
b b

(7ii) A sequence (i) < Mi is said to be uniformly tight if, for every e > 0, there exists
a compact subset K. < X such that p,(X\K.) < € for all m. We also say that a set

H < M (X) is vaguely bounded if sup U fd,u‘ < o for all f € C(X).

HEH |JX

To finish this section, we state a result that guarantees the existence of vaguely
convergent sequences. The proof can be found in Theorems 30.6 and 31.2 in (BAUER,
2001).

Lemma 2.5. Let X be a locally compact Hausdorff space. Then

(i) Every vaguely bounded sequence in M (X) contains a vaguely convergent subse-

quence;

(1) If o = 1 in M (X) and (| ) is bounded, then p is finite.

2.1.2 Some estimates

Now, we presents an adapted version of the generalized Brezis-Lieb Lemma (see
(BREZIS; LIEB, 1983), Theorem 2). Let f : R' — R be a continuous function satisfying
£(0,...,0) = 0, for all, a,b e R', and € > 0

|[f(a+b) = f(b)] < eCla) + (D), (2.3)

where ¢ and v, are non-negative functions.
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Lemma 2.6. Let v,, = u,, — u be a sequence of measurable functions from R* — R' such
that

(i) vm — 0 a. e.;
(ii) f(u) e L'(RY);

(1i7) fg(vm)(a:)dx < M < oo, for some constant M, independent of m;

(iv) J@De(u)(a:)dx < oo, for any € > 0.

Then, as m — o,

[ 15w = £ = @12 =0

Lemma 2.7. Let I < R be an open interval with 0 € I, a€ R, b > 0 and q > 1. Define
v = (bg)YV and f(r) = a —r + br?, for r > 0. Let G(t) be a nonnegative continuous

1
function such that f o G = 0 in I. Assume that a < (1 — ) v, we have
q
(i) If G(0) <~ then G(t) <, forallte I;
(it) If G(0) > ~ then G(t) > ~, for allt € I.

Proof. See Lemma 3.1 in (PASTOR, 2015). O

2.2 Preliminaries: Second part

2.2.1 Some estimates

Lemma 2.8. (Acausal Gronwall’s inequality). Given n, C, v,y > 0, let {x;}x=0 be a

bounded nonnegative sequence obeying

o < C277F 4 7)2 o Ml 4 772 2’7,““’”:61,
I<k 1=k

1 /
forallk = 0. If, n < Zmin{l =271 =277, 1=2"7} for some 0 < p <7, then
Tk < (4C + HI‘H[L‘)Q_VY.

Proof. See (KILLIP; VISAN, 2011, Lemma 5.3). ]

From now on we will assume that the hypothesis (H1)-(H8) hold. Furthermore,
for 1 < p < oo we denote by p’ its Holder’s conjugate, that is, 1/p + 1/p’ = 1. We start

with the following dispersive estimate.
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Lemma 2.9. I[f2<p< o andt #0, then, fork=1,...,1,
—d(i-1 /
[0:) Flazgey < 1Dy gy VS € LE (RY.
Proof. See Proposition 2.2.3 in (CAZENAVE, 2003). O

Next lemma has an important role in the proof of Palais-Smale condition.

Lemma 2.10. Given ¢ € H'(RY), R >0 and T > 0
. 2 3d+2 i
||V€ltA¢H?£gI([_T,T]x{|z\<R}) < T'a R2@ e tA¢||L§(§+2>/<df2> IVlZ:.
Proof. See (KILLIP; VISAN, 2010), Lemma 2.5. ]

Next results are some consequences of our assumptions on the nonlinearities

Fok=1,..1

Lemma 2.11. Suppose that the nonlinearities fy, obey (H1) and (H2). Then

(i) For all z,2z' € C', we have

l !
|fi(2) = fu()] £ ) 2(|zj| 1)z — 20l k=1, .1

In particular,

(i) Let u and v’ be complex-valued functions defined on R®. Then

VIfi(u) Z Z [ |1V (o, — )| + Z Z Juj — uj| [V, |-

m=1j=

1 1 1
(iii) Let 1 < p,q,r < o be such that — = — + — and s € (0,1). Then, fork =1,...,1,
r o prp g
V() < ulez [Vl

and
e (@) [msr < [lule|ufmsa. (2.4)

Proof. For (i) and (ii) see Lemma 2.2, Coroldrio 2.3 and Lemma 2.4 in (NOGUERA;
PASTOR, 2021). Part (iii) is a consequence of (H2) and Leibniz’s rule (see Proposition 5.1
in (TAYLOR, 2000) and Corollary 2.5 in (NOGUERA; PASTOR, 2021)). O
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Lemma 2.12. Assume that fy satisfy (H2) for all k = 1,...;1. For all J € N we have

\% Z fe(uy) = fi <Z uj)]

Proof. Let uj = (uji, ..., u;;) and fy(z) = fi(z1, ..., z). By the chain rule

afk i (6fk Ot . of (u)aum)

5zm/ ﬁxj 5Em an

<>Vl k=10

J#i

=1

and we get the following

of (< Llof (< o (2 of 0 [
2 () - B[ G (B) 2 (B & (B

Therefore, by the triangle inequality,

I of of &
j; 5xl:(uj) B é‘xl: <Z uj)

j=1

l J
Of Of O,

< —(u,) — —

— 8zm( ) 0%, <Z uj) ox;

n= Jj=1

J J

OUnm

< u, — u
< 2wl [5
~ ] 9

n#j 0%;

5un

2wl

n#j

L of Ot Ofi [ < Ol
2, 7 () = o (E )[Z axz]
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which implies

< D Il Vu,l.

n#j

ol 4 ()

]

Lemma 2.13. Supose that (H3) and (H4) hold, then fi satisfies the Gauge condition,
that is, for all 0 € R,

fr (ei%eul, ...,ei%euo = ei%efk(u), k=1,..1
Proof. See Lema 2.8 in (NOGUERA; PASTOR, 2021). m

Next, we show some properties of the potential function F'.

Lemma 2.14. Assume that (H1)-(H5) hold.

(i) For all z e C',

(ii) We have

and

I
Re » fu(w)iiy, = Re[3F(u)].
k=1
(iii) The potential function vanishes at zero, that is, F/(0) = 0.

Proof. For (i) and (ii) see Lemmas 2.10 and 2.11, respectively, in (NOGUERA; PASTOR,
2021). Finally, (iii) is consequence of (H5). O

Lemma 2.15. (Refined Fatou’s Lemma) Supose that {f,} = L2(R®) is such that

limsup | foll» < 00. If f,, = f almost everywhere, then

[ gl =11 = 2= 15102 .
RG

In particular, | fullze = | fo = fllze = 1 1lzs-

Proof. The proof can be found in (BREZIS; LIEB, 1983). ]

Lemma 2.16. (Gagliardo-Nirenberg’s Inequality) Let 1 < g < p < o0 and s > 0 be such

that
1 1 0Os

p g d’
for some 0 < 0 < 1. Then for all f € H>(R?) we have

£ z2ge) Samas |F1Ealma | F oz
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Proof. See (TAO, 2006), Apendix A. O

Lemma 2.17. (Young’s inequality) Let f € LP(R?) and g € LY(RY), 1 < p,q < oo with

1 1 1 1 1
—+=>1. Then, f+ge L"(RY), where = = — + = — 1. Morover
p q r p dq

If = gl < [ flleellglia.

Proof. See (LINARES; PONCE, 2015), Section 2.1.1. O]

2.2.2 Littlewood-Paley theory

Let ¢(§) be a radial bump function with support on the ball
{¢£ e RO :|¢| < 11/10} and equal to 1 on the ball {¢ € R® :|¢] < 1}. For each dyadic number
N > 0, that is, N = 2’ for j € Z, we set the Fourier multipliers

P<Nf(§) P(E/N)J(E),
>Nf(€) (1= (&/N))f (),
Pr () = (#(&/N) = p(28/N)) (),

and in a similar way, P-y and P-y. Note, in particular, the telescoping identities

Ponf= > Puf; Penf= ) Pufi f= ZPMf

M<N M>N

Moreover, for M < N, we set

Py<<n = P<ny — Pey = Z Py,

M<N'<N

Since Littlewood-Paley operators are Fourier multipliers, they comute with the propagator
Ui (t) and the operator ic,0; + 7 A. Besides that, using Fourier trasnform properties, up

to a constant, P<y is a convolution operator, as the following

Pt (o) = G [0 (57 ) e Perae

P(Ny) f(x —y)dy

- Gl VEN

Using Lemma 2.17 with » = p and ¢ = 1, we obtain

|Pen flee = CIINYG(N ) * fllew < @]l flze < 1 f] e, (2.6)

where C' > 0 does not depend on N. Next, we enunciate some estimates that will be useful

in our analysis.
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Remark 2.18. Let f and g be functions and N be a dyadic number. Then

Prn(g9en f) = Pr(gen fox). (2.7)

Indeed, note that by definition of Littlewood-Paley projections we have

Pyf(€) = n(6)F(©),

wM%dw@%=¢n(§)=¢(§)—¢(%)ammm(;)ZOUiéV < 5 Now

observe that

PN(ggmf) PN(g<Nf )+PN(g<ﬂf<ﬂ):: PN(g<ﬂf>1ﬂ0)+]‘

=10

Then, we get (2.7)if we show that I vanishes. More precisely,

7€) = enl&) Py » PaJ(©)
—¢N@)f’75@ &)

\10

=wm&f¢(

f(&)d&
=0,

)@( ) (€ = &)f(&)d
(€-&)|, 10

10 /11 11 11
N y =16 =5 (10N 100N) 10

Lemma 2.19. (Bernstein’s estimates). For s 20 and 1 < p < g < oo

/\
Px
10

since (10

I1Ponfllz S NIV Pon f12,
|P<nfllz < N*||VI°P<n f 12,
V1= Py fllrz ~ N**| Py fl 1z,
6_6
|P<nfllzs < Nvo™a|Pen f| e,
6_6
|Pnflrs < Nv—a|Pyfle,

Proof. See (TAO, 2006), page 333. ]

We also need the following vector version of the nonlinear Bernstein’s estimate.

Lemma 2.20. Let g : C' — C be a Hélder continuous function of order 1, then
|Pvg(w)|z < N7HVul L,
forany 1 <p<oo and ue H'.

Proof. See (KILLIP; VISAN, 2013), Lemma A.13. ]
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2.2.3 Linear profile decomposition

In this section we follow the ideas presented in (KOCH; TATARU; VISAN,
2014), with suitable adaptations to our case, in order to establish the linear profile
decomposition corresponding to the Schrodinger propagator Uy (t), k = 1, ..., [, for bounded
sequences in H'. Such type of decomposition was first obtained by (KERAANI, 2001),
relying on an improved Sobolev inequality proved by (GERARD Y. MEYER, 1997). We
start with the following estimate that is a refinement of the Strichartz estimates which
shows that linear solutions with non-trivial spacetime norm must concentrate on at least

one frequency annulus.

Lemma 2.21. (Refined Strichartz estimate). For all h e H'(R%) we have

[z, < 01 oy 5P [V PRI . k=1,
’ 2

i (go) S I
Proof. See (KOCH; TATARU; VISAN, 2014), Lemma 3.1, page 239. ]

With this result at hand we may prove the inverse Strichartz’s inequality, which
goes one step further than the last lemma, and shows that linear solutions with non-trivial
spacetime norm contain a bubble of concentration around some point in spacetime. In
this sense, we introduce the notation U(t)u = (Uy(t)us, ..., U(t)w).

Lemma 2.22. Let (h,,) « H(R®). Suppose that

lim [hy[g =A <o and  lim [[U@)hy | =e>0.

m—00

Then, there is a subsequence in m, ¢ € H!, (Am) < (0,90), and (tm, rm) < R x R® such
that

22 [U(O)hy Az + ) — o(z),  weakly in HY, (2.8)
lim inf {[B, 3, — [ — %0 = [l 2 24710, (2.9)
liminf { [U(OhnlLs — [0 (0 — ¢l } 2 A7, (2.10)
tim inf { |y, — B — @uliy, — UM, | =0, (2.11)
where,
-2 -2 L~ Tm
b= AU 2] (5 ). (2.12)

Proof. We start noticing that, up to a subsequence, we may assume

[hylg: <24 and  [U(H)hy|s > %

Then, by Lemma 2.21, we see that for each m, there is N,, € 2% such that

L T e
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On the other hand, by Strichartz and nonlinear Bernstein’s inequality, we obtain
U Py, bl < [Py, iz < N A
By interpolation,
A < UM Py, Bl
< UG P, b5 [U () P b 7.

< N PAP|U() Py, b7 -

Therefore

NAU®) P, by, 2 A(Z) _

Then, there is a subsequence (t,,, Z,,) € R x RS such that

€

N2 |[U(t) Pa b ()| = A (A)6 | (2.13)

We define now the special scale \,, = N, !. It remains to find the profile ¢» and show that
it satisfies (2.8) trough (2.10). Indeed, setting

g () == A\ [U(tn)hn Az + z),
a change of variables gives us
lgm i = B[ < A

Hence, up to a subsequence, we may choose ¢ such that g,, — ¢ weakly in Hi This
proves (2.8). Note that the assymptotic decoupling statement in (2.9) follows since HJ‘E
is a Hilbert space. To prove the lower bound in (2.9), we consider U = P&y to denote
the convolution kernel associated with P;. Observe that, by definition, (&) = (P1dy)" =
(0(&) — ©(26)) by = ©(€) — p(2€). Therefore, using Plancherel theorem,

_ j (Uk(tm)hion) (€) | A4l (9” ;ﬂf’"ﬂ%f)dé
_ f (U ) (€)M NS €€ (A, €)dE

= 8 [ Wttty @ o () o (50 )]

= Nn;2 [Uk (tm) Pn,, B ] (2m).-
Thus, using change of variables and (2.13),

. —4 7 r—=Tm
i (tme 5 (52

— lim N2 [[Uy(tm) Pu, B ] (2]

m—Q0

24(5)"

[(n )izl = |n£i§})o<gkmﬂz>L§| =

(2.14)
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On the other hand, by Holder’s inequality and Sobolev’s embedding,

Kow: Oyizl < Il o < Il

Putting both inequalities together and summing over k, we arrive at the lower bound of

(2.9).

We now show (2.10). We start with decoupling for the Liw norm. Observe that,
for k=1, ...,1,
(i00e) P2Ur(t) = (=) Uk(?)

as can be checked in (KOCH; TATARU; VISAN, 2014, page 242). Then by Hélder’s
inequality, on any compact set K < R x R® we obtain, for k =1, ..., ,
HUk(t)gkaHtlg(K) S H<—7kA>l/29kang(K) < A
Using this together with Rellich-Kondrashov theorem, up to a subsequence, we have
U(t)gn — U(t)¢ strongly in L7 (K),

This is because g,, — ¢ weakly in H., implies that U(t)g,, converge to U(t)¢ in the
distribution sense on R x R®. Passing to another subsequence, we get that U(t)g,, — U(t)¢
almost everywhere on K. Finally, by a diagonal argument and, again, passing to a

subsequence if necessary,
Ut)gn — U(t)¢p ae. in R x RS
By Lemma 2.15 and a change of variables

lim, [JU B L — U@ B — 6, | = U@L

m—0Q0

Thus, (2.10) will be proved provided we show that

U lea, 2 € (2)5. (2.15)

To this end, we use (2.14), Mikhlin multiplier Theorem and Bernstein’s estimate to get

A(5) <@ B

~ KUt)$, U(-t))rs
< (UMD les UGB 00
< Ul

uniformly on |t| < 1. Then

1/4
[U() s =[ o ¢L4dt]

1/4
[ U ¢igdt]

a5 =)
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showing (2.10). Finally, to show (2.11), we observe that, passing to a subsequence if
necessary, we may assume that \-*t,, — to € [—o0, 00]. If [tg| = co, we approximate ¢ on

Hi by Schwartz functions and use the fact that by Lemma 2.9
|Ue(—tm AUkl 2 = 0, m — o0

for any v, € S(R®), k = 1,...,1. Now, if ty € (—o0,00), then (2.8) may be taken as
A2 (A + ) — U(t)p(z) weakly in H!. Using Rellich-Kondrashov Theorem and
Lemma 2.15 as before, we get the desired. O

Definition 2.23. (Symmetry group) For any position xo € R® and scale parameter A > 0,
we set the unitary transformation gq, » - H'(R%) — H(R®) by

a0 af](2) := A7 (A7 (2 — @0)) -
Let G be the collection of such transformations. For a function u: I x R® — C, we define
[Tgmwu] (t,z) := A *u ()\’Zt, A — a:o)) )
Thus, if u is a solution to (1.2), then, for g € G, Tyu is also a solution to (1.2)
with initial data gug.

Remark 2.24. In order to simplify the formulas along the work, we will use the following

notations for X > 0 and 2’ € R°,

xr — x)

) and (g Mal(e) = 4P + )

(ghu)(x) = (V) (

Note that Vgl u(z) = ( ) Then,
1/2
il = ( [ 1Vt pac )
i 1/2
( (M) ™3Vu <x—xn)‘ d:v)
J A
- . NN (2.16)
- (Jowrowrivamray)
1/2
- ([ Iwatra)
J
=l
In the same way, it is possible to show that |ully = H(gfl)_luHHalc and <g£u1,uQ>H;§ =

(uy, (gf;)_lu2>ﬁi for all uy,uy € HY. Besides that, we also use the notation

Tz — )

L) = o)

$i(x) = (V) [U(H)] (
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Remark 2.25. Notice that if f € C(R?) and {(t",2")} = R x R? is a sequence. Then,
for k=1,...,1, we have Uy(t") f(z + 2") — 0 weakly in H} as n — oo whenever |t"| — oo

or |2"| — 0. Indeed, we need to show that for all uw e (H)*
JVU -VUL(t") f(z + ™) — 0.

Since |z"| — 00, there is no loss of generality in assuming that |x}| — o0 as n — oo. Usin
’ 1

Fourier transform and the change of variables x7¢ = n, we have

JVU VU(") fz + 2") = —f|§|a|§|e‘“"|§|2€“"'ff(§)d§

2 gn 2
_ |77| i 6*“5 |ﬂf‘2 ezx ziilf ﬁ dn 0
lzr 2 \ ap |27 | 7

as n — o0. The case when |t,| — o0 is treated in the same way with a change of variables
N = Vt.&.

Theorem 2.26. (Linear profiile decomposition). Let {u,} be a sequence of bounded

functions in Hl(R6) Passing to be a subsequence if necessary, there is J* € {0,1, ...} U {oo},
functions {(ﬁ] tc Hl(R6), symmetry group elements gl € G, and {(t/,27)} = R x R®

nrn

such that for all 0 < J < J* finite, we have the decomposition

J
Z Ut))¢'] + (2.17)
with the following properties:
lim limsup [U(t)w! |+ =0, (2.18)
J—=J* noow 4z
lim, ||V, J2; - Z IV 12, — I9wlls | =0, (2.19)
Ut [(g)'wil] —0 in H'(R®). (2.20)

Moreover, if 7 # k, then

Ny A e [ = ()]

Proof. We follow the ideias presented in (KOCH; TATARU; VISAN, 2014, Chapter 4,

page 246). We proceed inductively. To start, we define w®

have the decomposition up to level J = 0 obeying the hypothesis (2.19) and (2.20). Then,

:=u,,. Now, suppose that we

up to a subsequence, we define

Ay = lim [yl and €= lim U)W, .
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If e; = 0, it is enough to choose J* = J. Otherwise, we apply Proposition 2.22 in w?.
Therefore, passing to a subsequence in n, we find ¢’ e Hi, (A1 < (0,00), and
{(t]T1 2771} < R x RS, where we denote the time parameters given in Proposition 2.22

as the following: ¢/t = —\ 2¢,.

J+1

According to Proposition 2.22, the profile ¢ is setting as a weak limit,

namely,
n—0

¢’ = lim (g ") U AT wal = lim U= [(g7™) " 'wal.

Define ¢/ := g/ Ut/ )’ ™. Now, setting w’/ ' := w/ — ¢/ *!, by definition of ¢’*,

we obtain
Ut ™) (gt 'w/t — 0, weakly in H..

This proves (2.20) up to level J + 1. Moreover, by Proposition 2.22, we also have
sy {Iwild, = Wiy — 67 I | =0
Combining with the induction hypothesis, we get (2.19) up to level J + 1.

Passing to a new subsequence, and using, again, Proposition 2.22; we get

e\ 12
_ - < A2
! C(AJ) ]\AJ’
e\ 2
o (3)

If ;.1 = 0, we stop and put J* = J + 1. In this case, (2.18) is immediately verified. If

A%, = Tim Wi, < A3

(2.22)

¢y = lim [U(w ™ h, <

€741 > 0, we proceed with the induction process. If the algorithm does not finishes in
finitely many steps, we choose J* = co. In this case, (2.22) implies that ¢; — 0 if J — o0
and then, (2.18) hold.

Next, we show the orthogonality condition (2.21). Suppose that such a condition
is false for some pair (j, k). Without loss of generality, we may assume that j < k and
(2.21) is true to all pairs (j, m), with j < m < k. Passing to a subsequence, we may assume

that , , o
N a}, — xy th(\)? =t (A})?

— — )\g € (0,00), “ — x9 and . — tp. 2.23
a7 o€ (0:) N N oo B
From the inductive relation
k—1
wl=wi— ) @)
m=j5+1
and from the definition of ¢*, we get
¢ = lim U(—t5)[(gh) " w]
— im U k Ey—1. j <« lim U k ky—1 1m (2'24)

m=j+1
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To reach the contradiction, we prove that these weak limits are all zero, which contradicts

the nontriviality of ¢".

We write,
U(=tp)l(gn) 'wi] = U(—ty)(gn) 'erU)[U(-1)(g)) 'wi]

- (&80 (1~ 52 ) [0 i)

Note that by (2.23)

g OB B0 B0R? N

. ; — = —. 2.25
") Nk X (229)

Using (2.25), (2.20), together with the following facts: The adjoints of the unitary operators
(g") 'g’ converge strongly and, if f, — 0 in H!, then U(t,)f, — 0 in H', we get that
the first term on the right-hand side of (2.24) vanishes.

To complete the proof, it remains to show that the second term on the right-hand

side of (2.24) vanishes. To this end, consider j < m < k and write

(L
()2

U(-t,)(gn) ¢ = (8,) '8.U (ti; —t, ) [U(—t))(g7) "on']-

Arguing as before, it suffices to show that
U=t)(gl) "¢ = U(=t3)(gh) 'enU(ty)¢™ —0 in Hj.
By density, this reduces to show that
I == U(=t;)(g) 'enU(iy)¢ — 0 in Hj, (2.26)

for all ¢ € C*(R?). We may rewrite I,, as the following

A\ 2 N Mg+ zi —gm
= m __ 4 [ I n n n n
n (Am) [U (t” t”(w) )4( A )

Recalling that (2.21) holds for the pair (j,m), we first show that (2.26) holds

when the scaling parameters are not comparable, that is,
DY il
lim <" + ”.) = 0. (2.27)

By the Cauchy-Schwarz inequality,

[ Wy | < min {[ ALz b ls, ez | vz }

(N AT
< i {210 lus 1z S5 s | |
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which converge to zero if n — oo, for all 1p € CP(R®). Therefore, if (2.27) holds, we get
(2.26).

From now on, we assume that
J

T}I—I)%JE_AIE(O OO)

Suppose now that the time parameters diverge, that is

J () )2
10

—m(\m 2
RO _
n—00 )\%)\:Ln
Thus, we also have
NN O —tm(m?] N
by — 1, <>\§) _ Il ”))\%)\;( )] -ﬁ_)oo, as n — o
Under this condition, (2.26) follows from
/M2 R .
MU ([t -t [ 2 o ( r+ 2" ) -0 inH.,
AR AW
which is a direct consequence of Remark 2.25
Finally, if we have
; [t (N7 =t (An)?] |23, — ap|?
— > X € (0,00 i ns N RSy, but LT 0. 2.28
p e (0) MAm : MAm (2.28)
Then, we should have t™ — #J (A )?/(A™)? — \;t;. Then, it suffices to show that
AUt M) oMz +y,) — 0 inHL, (2.29)
where
xd — ™
Yn =

xJ — )
R A / — o0 asn — 0.
n A //\] /\m
and this follows from Remark 2.25

Finally, we prove the last statement of the theorem, with respect to behavior
of # . For each j, passing to a subsequence, we may assume that t/ — t/

Fixing j > 1, if t/ =
Then, since we change ¢’ by
the errors into W;{, namely,

€ [—0
= 1.

a diagonal argument, we may assume that such limit exists for all j
i +00, there is nothing to show. Suppose that ¢/
Vo),

oo]. Using

€ (—o0,0).
(t))@’, we may redefine #/ = 0. Indeed, we may incorporate
lim g/ U()¢7 — g1 U(E)¢ |z, = 0.

which follows from the strong convergence of the linear propagator, finishing the proof

]
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2.2.4 Asymptotic decoupling

We start defining the operators TV by

(T, = ) (o, T
u)(t,x) == (N))""u - T ;

! (An)? An

where (M) < (0,0) and (#,27) = R x R%. We have the following result

Lemma 2.27. Suppose that the parameters associated to j, k are orthogonal in the sense
of (2.21). Then, for each ¥, " € C*(R x RY),

| T3 TR ae + T3V (T3] are + [ V(T )V(TRw")| ase
Lr,d,;2 Ltd,;l Lt,;:i
converges to zero as n — 0.

Proof. See (KOCH; TATARU; VISAN, 2014, Lemma 7.1, page 261). O

2.2.5 Coercivity lemmas

Lemma 2.28. Let I < R be an open interval with 0 € I, a€ R, b > 0 and ¢ > 1. Define
v = (bg) YV and f(r) = a —r + br?, for r > 0. Let G(t) be a nonnegative continuous

1
function such that f oG = 0 in I. Assume that a < (1 — 0) (1 - ) v, for some § > 0
q

sufficiently small, we have

(i) If G(0) < ~y then there ezists 0, = 01(5) > 0 such that G(t) < (1 — 1), for allte I;

(ii) If G(0) > ~ then there exists 0o = 02(8) such that G(t) > (1 + d2)7, for all t € I.
Proof. See Corollary 3.2 in (PASTOR, 2015). O

The next lemmas reproduce observations of (KENIG; MERLE, 2006). We

include details for the sake of completeness.

Lemma 2.29. (Coercivity I). Assume that ug € H'(R®) and let u be a solution of (1.2)
with maximal existence interval 1. Let 4 € Gg be a ground state. Suppose that

E(uo) < (1= 0)E(t).

(i) If
K(u) < K(v),

then there exists 01 = 6,(0) such that
K(u(t)) < (1-0)K(4),

foralltel.
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(ii) If
K(up) > K (),

then there exists 0y = 02(0) such that
K(u(t)) > (1+6)K (1),
foralltel.

Proof. From the conservation of the energy and (1.24), we deduce
K(u(t)) < E(ug) + 2CsK (u(t))*?, Vtel. (2.30)

Let G(t) = K(u(t)), a = E(ug), b = 2Cs and ¢ = 3/2 in Lemma 2.28. By (2.30) we see
that f oG = 0 on I. Besides that, (1.25) gives us

v=(bg) 7T = (3Cs)7* = K(1h).
By Lemma 2.28 we get the result. [

Lemma 2.30. (Energy coercivity). Under hypothesis of Lemma 2.29 we have

(i) If
K(u) < K(v),

then there exists &' = §'(8) > 0 such that
K(u(t)) = 3P(u(t)) = 'K (u(t)),
foralltel.

(i) If
K(uo) > K(4),

then there exists 8" = §"(0) > 0 such that
K(u(t)) = 3P(u(t)) < ="K (u(t)),
foralltel.

Proof. We will just show item (i). The second one is proved in an analogous way. Using
(1.24), Lemma 2.28 and Lemma 2.29, we deduce

P(u(t))
K(u(t))

K(u(?))
K (%)

Multiplying both sides by K (u(t)) we get the result. O

1/2 ~
1-3 >1-3CsK(u®)”?=1- [ ] >1-(1-06)"=0"
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Lemma 2.31. (Energy trapping). Let u be a solution of (1.2) with maximal existence
interval I and initial data ug. If E(ug) < (1 — ) E(¢) and K(ug) < (1 — ") K (1), then

K(u(t)) ~ E(u(t)), Vtel. (2.31)

Proof. By (1.24) and E(up) < (1 — §)E(¢) we obtain

E(u(t)) < K(u(?)) + [P(u(?))|
K (u(t)) + Co| K (u(t))[*?

< (14 Cs[(1 = &) K (4)"?]) K (u(t)).

N

N

On the other hand,

&
o
=
\%
=
o
=
+
\
=
o
=
|
w
=
s
=

K(u(t)) + gé’K(u(t))

WV
Wl W] =W =

(1+ 28" K (u(t)).

Combining both inequalities, we get the result. O]

2.2.6 Virial identities

In this section we present some virial identities that will be useful in our
analyses. Originally, these kind of identity was introduced in (GLASSEY, 1973) in the

context of the wave equation.

Proposition 2.32. Assume that uy € H'(R®) and zuy € L*(R%). Define

l 2 l 2
a a
V(O = ¥ S fouett)s = Y % [, o) s 232
k=1 Ve k=1 Yk
Then,
I
V'(t) =4 Z a,Im J Vuy, - zugde (2.33)
k=1
and
V"(t) = 12E(ug) — 4K (u), (2.34)
foralltel.
Proof. See Proposition 5.3 in (NOGUERA; PASTOR, 2021). O

Proposition 2.33. Assume that ug € H'(R®) and let u be the corresponding solution of
(1.2). Let ¢ € CP(R®) and define

MO = ; | ela) (Z j||> d.

k=1
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Then,
!
M'(t) = Z &kImJVgo - Vugurdr,
k=1

and

) ¢ IN o
M"(t) =2 Z Ref i, Lz:l Vkﬁzjukﬁxmuk] dx

1 2 \ 2
— ZJA © <§7k|uk| > dx — ReJAgoF(u)da:.

Proof. See Theorem 5.7 in (NOGUERA; PASTOR, 2021).

(2.35)
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CHAPTER 3

BLOW-UP OF THE RADIALLY SYMMETRIC SOLUTIONS FOR A
CUBIC NLS TYPE SYSTEM IN DIMENSION 4

In this chapter we will study the following cubic-type system

1 1
g + Au—u+ | =|ul> + 2w]* ) u+ s@*w = 0,
9 3 (3.1)
] :
iow; + Aw — pw + (9|wl® + 2)ul*)w + §u3 =0.

We are going to show local well-posedness to the Cauchy problem associated, existence of

ground state solutions and blow-up for radially symmetric initial data.

3.1 Local well-posedness

As mentioned before, this section is devoted to prove the local well-posedness
to the Cauchy problem associated to (1.1) in H'(R*) x H'(R*). We work in the space
Y (I), defined in (1.6), in which the norm is given by

Iy = 1A ey + 11

a5
LiH,

Before proceeding to the main result, notice that, using Holder and Sobolev’s inequalities,

we have
1ol 3 < 17 leslolis 0 s < 071, o lol ol (32)

and
i

47703 s
4H, LAH,

£ty <171, s ol (33)
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In a similar way, exchanging fgh for the product fgVh we obtain
199kl 3,5 < UF1, slal, s 1900, 5 < UF, glal gl s (39

Proof of Theorem 1.1. We start with some estimates for the nonlinearities F' and G defined

(1.8). A direct calculation shows that

|[F(u,w) = Fu', w)] < (Jul” + [/ + [wl* + ') (Ju = '] + hw = w']),

and
(lul? + [u']? + [w]* + [w'P?) (Ju — /| + Jw — w']).

|G(u,w) - G(u,7w,)| <
Then, using (3.2), we get
[l + TP + fwl® + [ P)(ju = D]

2 2 2 2 /
< (Il + g 4 Tl 4 T2 ) B =]

and
TP+ Jw + W' (Ju — uDI s

I(fuf? +
< (1l + 102 g+ Tl g + B g ) o=
Hence,

| (u, w) = F(u',w)]

x

2 2 2 /2 /
(1082 + I+ Tl + 10 ) (a =]+ = o))

and using (3.3), we get

HF(U> w) - F(ul> w/)HLt%L;% <
2 1|2 2 12 l !
(10 g+ W g Il g B2 ) (B g+ o= ).
(3.5)
In a similar way, we get
/! /
HG(U’7 ’lU) o G(u , W >HL§L§ S
2 1|2 2 12 l !
(1082 s+ R+ Bl g + 10 g ) (T s =)
(3.6)

Once more, a direct calculation give us
IVIF(u,w) = F(',w)]| < (Ju* + [ " + Jw]* + [w') (| V[w =] + V]w —w])
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and

IVIG(u,w) = G/, w| < (Juf* + [ + [w]* + [w'P)(IV[u — ] + V[w — ')

By the same argument used previously, we obtain

VLR w) = )l g5 <
2 1|2 2 /1|12 l !
(1082 g+ 112 g Tl g T2 ) (= s+ =)
(3.7)
and
IV[G(u,w) — G(u/, w')]HLt%Lg% <
2 12 2 2 !
(1082 s+ g+ B2 g + 10 g ) (T g = )
(3.8)
By Strichartz’s inequality, (3.5), (3.6), (3.7) and (3.8), we have
t
J Ut — )| F(u,w) — F(u',w)]dr <
0 P
LAH,
P w) — FOd )] g 5 + IV )~ Pl s <
t x t
2 2 2 12 ! !
(8 + R+ Tl g + 02 g ) (B g+ =)
(3.9)
Similarly
t
J Wt —7)[G(u,w) — G, w")]dr <
0 LiHLS?

e 0 R S T P N (T B e T S
LiH,3 LiH,'3 LiH,'3 LiH,'3 L{H,'3 LiH,®

Finally, taking («',w") = (0,0) in (3.9) and (3.10) we have

3
< A1
o (1ol + ) (3.11)

Jt Ut —7)F(u,w)dr

0

and

t
t— d
[we-ncwna] < (1l ¢,
t+dz
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Moreover, combining Strichartz’s inequality, (3.5), (3.6), (3.7) and (3.8), we obtain

J Ut —7)[F(u,w) — F(u',w")]|dr

<
0 Ly H}
1) = L33+ VT o) = Pl
2 2 2 2
(82 s+ R+ T2, + 10 g ) (T g D=0 )
(3.13)
and, similarly
t
J Wt — DG w) — Gl w)dr| <
0 LY H!
2 2 2 2 !
(I g Tl g 112 ) (= s + o=
(3.14)

Taking (u',w") = (0,0), we get

t 3
Jve-nFwo] < (1l + Dl 05 ) (3.15)

and

f: Wt — 7)G(u, w)dr

3
. 1
o = (s 0l ) (3.16)
t
Existence and uniqueness: Define the operator H(u,w) = (Hi(

t

Hi(u(t),w(t)) = U(t)uo + ZJ Ut — s)F(u(s),w(s))ds,

0

Hy(u(t),w(t)) = W(t)wy + ifo W(t — s)G(u(s), w(s))ds.

By the Strichartz inequality, (2.2) and (3.11), we get that for any € > 0 fixed there exists
T > 0 such that

T
LH 1 (s )| pyrss < U (8)uol| paprsm + ‘J Ut — s)F(u,w)ds
t 41z tHx 0

s e (Mol + ol

L4H1 8/3

; (3.17)
)

and similarly, using (3.12),

|Hy(u, w)||L4H1 g3 < |W(t )w0||L4H1 8/3 + U W(t —s)G(u,w)ds

s et (Ml s+l

t

L4H1 8/3

, (3.18)
)
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On the other hand, by (3.15), we have

sup [|Hy(u(t), w(t)) — U(t)uo|m = J Ut —7)F(u,w)dr

el ’ b (3.19)
< (Il + 05 )
and, by (3.16),
t
sup [H(ut),w(0) — W (Owol: = || W= 7)Gluw)ds
te[0,T] 0 L¥H} (3 20)

3
< (Tl s+l 05 )

[l == llv(@) = U@uoll gz my + 0l

1,
tlx

Now, set the norms

8,
'3

lollo := @) = WEwolczm + ol , og

and consider the ball
B(T,a) = {(v,h) €Y x Y (v, D)z := vl + [2ll> < a} -
Then, using (3.17), (3.18), (3.19) and (3.20) we have for all € > 0 there exists 7" > 0 such
that for (u,w) € B(T,a)
1 (u, )l = [ Hi(u, w) = U)uoll Lz my + [Hi(w,w)| o

8
3

LAH,
3
Set <||UI| Ly wl ) (3.21)
LiH,'3 LiH,3
<e+a®
and
| Ha (u, w)]l2 < € + a®. (3.22)

Choosing a = 2¢ we have

1
[ s )l = [H () + [ o, w)ll < (2 s ) “

1 _
Now, choosing ¢ > 0 such that a* < 5 We have that # is well defined on B(T,a). It
remains to show that H is a contraction in B(T,a). Indeed, take (u,w), (v/,w') € B(T,a).
By (3.9), (3.10), (3.13) and (3.14), we have

[ w) — H ! = [ (aw) — H (s )y + [ Ho i, w0) — Houl )
y f (t — 7)[F(u, w) — F( )]l + | f Wt - )[C(u, w) — G, )]l

1,8
LfHT 3
<@ (flu =l + flw —w'fl)

< a’fl(u, w) = (', ).
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1
But, we choose ¢ such that a® < 2 so 2a* < 1 hence H is a contraction. By the fixed

point theorem, there exists a unique solution on B(T, a).

The blow-up alternative can be done as in Theorem 4.5.1 of (CAZENAVE,
2003). We will omit the details. O

3.2 Existence of ground state solution

This section is devoted to prove the existence of ground state solutions. As
mentioned before, we will follow the ideas in (NOGUERA; PASTOR, 2022). We start with
the deduction of a critical Sobolev-type inequality.

3.2.1 Ciritical Sobolev-type inequality and localized version

The first result states that the function N must be positive for a pair (P, Q) of

non-trivial solutions to (1.12).

Lemma 3.1. Let N := {(P,Q) € H'(RY) x H'(R); N(P,Q) > 0}. Then C < N, where
C denotes the set of all non-trivial solutions of (1.12) and N is defined in (1.14).

Proof. Let (P,Q) € C. Taking (f,g) = (P,Q) in (1.15) we have
J|VP|2 = J;Jﬂ +2Q%P?% + ;P3Q
and
J|VQ|2 = J9Q4 +2Q%P? + ;P?’Q.
By summing both equations, we get
K(P,Q) = f ;PA‘ +9Q" + 4Q° P + ;lP?’Q =4N(P,Q). (3.23)

Since (P, Q) are non-trivial, it follows that N(P, Q) > 0 and (P, Q) € N as desired. [

Let us introduce the functional

J(P,Q) = Im, (P,Q)e N. (3.24)

Remark 3.2. (i) The energy functional for system (1.12) is
E(P,Q) := ;K(P, Q) — N(P,Q), (P,Q)e H'R*) x H'(RY).  (3.25)

Then, if (P, Q) is a non-trivial solution, we have E(P, Q) = S(P, Q).
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(ii) Observe that, using (3.23),

S(P.Q) = JK(P.Q) ~ N(P,Q) = N(P,Q).

Moreover,

J(P,Q) = [m — 16N(P,Q) = 16S(P, Q).

Hence, a non-trivial solution of (1.12) is a ground state if, and only if, it has

least energy € among all solutions if, and only if, it minimizes J.

From now on, we will assume that v and w are real-valued functions. We

4
start noticing that if we apply Holder’s inequality with p = 4 and ¢ = 3 in view of

1 1
ab < (a? + b?) and — + — =1, then
P q

4
Jugw < JIUF’IWI < @l s lwlee = Julzalwlee < ((Jul7a)s + fwlze) < (lulzs + |w]za)

(3.26)
and v?w? < |[ul?|w]* < (Jul*)? + (Jw|?)* = |ul* + |w|*, thus
Ju2w2 < f|u|4 + w|* = ulie + w7 (3.27)
Therefore, we have N (u,w) < |u|7s + |wl||74. Using Sobolev’s inequality
[fIzs < IV £l
we get,
(v, w) < [lulza + |w]Ls
< [Vl + [Vl )
< |Vaulz: + [Vwlze + 2(|Vul 72| Vw|z2)
< K(u,w)?.
Hence, if (u,w) € N then
N(u,w) < K(u,w)> (3.29)
Consequently, there exists a positive constant C' such that
1
s J(u,w), Y(u,w)eN, (3.30)

that is, the functional J is bounded from below by a positive constant. The best constant

we can place in (3.30) is given by

Cyt = inf{J(u,w); (u,w) e N}, (3.31)
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where the subscript 4 in C} is motivated by the dimension d = 4. To show that this

infimum is attained, we will consider the normalized version of the problem as follows
I = inf{K(u,w); (u,w) e N, N(u,w) =1}. (3.32)

Since we assumed that N can take negative values outside the origin, we should slightly

modify our problem. For this end, we are considering the problem in A instead of

HY(RY) x H'(RY).

Definition 3.3. A minimizing sequence for (3.31) is a sequence (U, wy,) in N such
that J (U, W) — C7'. In the same way, a minimizing sequence for (3.32) is a sequence
(U, W) in N such that N (U, wy,) = 1, for all m and K(ty,, w,) — 1.

Next, notice that 0., |u| = |u|8mu thus
u
d |y 2 d
V[ul]* =) mamu < Y 0w ul? < [Vl
i=1 i=1

In the same way, |V|w||* < |Vw|? and then K (|ul, |w|) < K(u,w). Moreover,
1 9 1
N (u, w) < [N(u, w)| < Jl?ﬁl4 + [0l + Pl + Slullol = N(ul, [w).

Hence, J(|ul, |w]) < J(u,w), that is, if (u,,w,,) is a minimizing sequence for (3.31) (or
(3.32)) then so is (|t], |wm|). In particular, there is no loss of generality in assuming that

minimizing sequences are always non-negative.

Remark 3.4. Observe that Cy = I 2. Indeed, denote A := {(u,w) € N, N(u,w) = 1}.
Then, for any (u,w) € A we have J(u,w) = K(u,w)? and, hence, C;' < K(u,w)? or,
equivalently, 04_1/2 < K(u,w), for all (u,w) € A, that is, C'4_1/2 is a lower bound to
the set {K(u,w); (u,w) € N, N(u,w) = 1}. Therefore, 0471/2 <1, de, I ?<Cy On
the other hand, since N and K are homogeneous of degree 4 and 2, respectively, we
have that J(A(u,w)) = J(u,w), for any X\ > 0. Now, given € > 0, let (u,w) € N be
such that J(u,w) < C;' + € and set (i, W) := N(u,w) Y*(u,w). Then N(a,w) = 1,
J(u,w) = J(u,w) and

I* < K(i,w)* = J(i,0) = J(u,w) < C;* +e.
Hence, Cy < I % and then Cy = I 2. Therefore, (3.29) becomes
N(u,w) < I?K(u,w)?, Y(u,w)eN. (3.33)

In addition, if (u,w) is a minimizer for (3.32), then K(u,w) =1 and N(u,w) =1, so
(

Thus, (u,w) is also a minimizer for (3.31).
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Before proceeding, it is convenient to set the function

1 9 1
o(u,w) == —u* + ~w' + vPw® + §u3w.

36 4

Notice that ¢ is homogeneous of degree 4. Also, for R > 0 and y € R*, the function
u™ = R7u(R™ (z —y)), satisfies

N w) = N(R"w(R (z —y)), R 'w(R " (z —y)))
_ R4Jgp(u(R1($ —y), w(R " (z —y)))dx
- [ elu) u)a:
= N(u, w),

where we used the change of variables z = R™!(x — y). In the same way, since K is

homogeneous of degree 2, it follows that
K™, 0 = K(R (R (=), B "w(R(x —y)

~ R [ V(R (@ = )P + [Fu(R (o - y)Pda

= J|Vu(z)|2 + | Vw(2)*dz

= K(u,w).

Thus, the functionals K and N are invariant under the transformation

(u,w) = (W™, w™) = (R u(R™ (2 —y), R w(R™ (z —y))). (3.34)

As mentioned before, to finish this part we will set some results about a localized
version of Sobolev’s inequality. We will start with a useful tool to achieve the goal. The
result was essentially proved in (FLUCHER; MuLLER, 1999), Lemma 8.

Lemma 3.5. For all § > 0, there exists a constant C(0) > 0 with the following property:
ifr/R < C(0) and x € R*, then there is a cut-off function X% € H"*(R*) such that ' = 1
on B(z,r), X = 0 outside B(z, R) and

K(xpu, Yrw) < J (|Vul® + |Vw|?) dy + 6K (u, w), (3.35)
B(z,R)
and
KO =i =) < [ (Vul+ [Fuf) dy + 6K ), (336)
RANB(z,r)

for any (u,w) € H'(R*) x H'(RY).
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Proof. There is no loss of generality in assuming x = 0. Define the function

1, ly| <,
log(|y|/R)
mly) =4 =Y <yl <R,
XR(y) log(T/R) ) r |y|
0, ly| = R.

Note that for r < |y| < R and 1 < ¢ < 4, we have

Xr 1 y/(Rly|) Y;

oy log(r/R) [yl/R los(r/R) Iy
Since R > r and log(r/R) = —log(R/r), we have
lyl 1

VYR = R ™ s Bl

Hence

1
Vet = —————.
VX = fog Ry Tyl

Besides that, Vx; = 0 for |y| < r. Therefore, using polar coordinates we have
1 i 1

VGltdy = — e

JB(O,R) R log(R/r)* J{r<|yl<R} ly|*

1 i 1
- —_dS(y ) dt
log (/) ), U() W

1 (it 3

- —dt
log(R/r)* J, "¢

rR 1

—dt

t

dy

~ log(R/r)* ),
 log(R/r)?

where a4 is the measure of the unit sphere in R*. Now, using Young’s inequality, we have

IV (xXRu)|? = [uV x5 + xR Vul®
= [u]*| VxR + 2(uVXR) (X5 V) + X5 Vul?

T 1 ‘s T ‘s
< Juf [ VxR + E|UVXR|2 + e[ XpVul® + xR Vul
T 1 ‘s

= (W DRIV + (14 1) WP

In addition, Holder’s inequality with p = ¢ = 2 implies
1/2
[ et cnt ([ walan)
B(0,R) B(0,R)

Hence, using the above estimates and Sobolev’s inequality

[ul 74 < CVul
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we have
' r 1 r
[ Wbt [ geaparvls (1e0) [ lvir
B(0,R) B(0,R) €/ JB(0,R)
1 1/2
<[ aronapveps (14 7)cnit ([ vila)
B(0,R) € B(0,R)
1 Ca1/2
< 1+€J XTQVquy+(1+)4f Vu|*dy.
SRR ) Toa (R Jou V!

Similarly for w,

1 Cayl”
V|xpw 2dy<f 1+e€ XTQVw2+(1+>4J Vw|*dy.
IR KR IR I ) e | vwl

Summing the above estimates, we get

52

1
2 2 l+-)————| K
|Vul* + |[Vw|“dy + [e+( + e) log(R/r)3/2] (u, w),

K (xRu, Xgw) < f
B(0,R)

where £ = \/60@11/4. Taking e = vo+ 1 —1 and

cor=en |- (5=) |

we have that if r/R < C(9) then

o+ (0 ) e <0

and (3.35) follows. To show (3.36), observe that
[ 91 = Py <
RN\B(0,r)
1
araf Pl (e D) [ -k
RAN\B(0,r) €/ JrR\B(0,r)
and
[ il uly <
RA\B(0,r)
T 1 T
ara [ pexPvea (10 n) [ -l
RAB(0,r) €/ JR\B(O,r)

Thus, since |V(1 — x%)|> = |[Vx}|? and X% = 0 outside B(0, R), then (3.36) follows as in
(3.35) thereby, finishing the proof. O

With this at hand, we can state the localized version of the Sobolev inequality

as follows.
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Corollary 3.6. Let (u,w) € H'(R*) x H'(RY) with u,w > 0. Fiz § > 0 and r/R < C(0)
with C(6) as in Lemma 3.5. Then

2
.[ o(u,w)dy < 72 [J Vul? + |Vw|*dy + 0K (u, w)] : (3.37)
B(x,R) B(z,R)

2
J o, w)dy < T2 U Vul? + [VwPdy + (26 + 62K (u, w)] (3.38)
R4\ B(,R) R4\ B(,R)

Proof. There is no loss of generality in assuming = = 0. Observe that x% = 1 on B(0,r)

and supp(xy) = B(0, R). Then, (3.33) and (3.35) give us

f p(u, w)dz <J (X Ru, Xgw)dz
B(0,R) R4

< I K (Xpu, Xgw)?
2
<I? U Vul? + |Vw|*dx + 6K (u,w) |

which is exactly (3.37). For (3.38), we use the function (1—x5)xp where r < R < Ry < Ry
and Ri/R, < C(8). Naturally, (1 — x%)xa. = 1 on B(0, R)\B(0, R) and we have

o(u,w)dr = f o (1= XR)xmu, (1 = Xp)xaw) do
B(0,R1)\B(0,R)

< f e (1= xR)xmu, (1= xp)xmw) dz
B(0,R1)

JB(O,Rl)\B(O,R)

= U< 19T =l (V10 = il de + SR (1 = X =) |

where, in the last inequality, we use (3.37). Taking Ry and Rj as large as we want such

R
that R—l < C(9), the last inequality gives us
2

f o, w)dr < T2 ((1— X 1 — iw) + 0K (1 — xiu, 1 — xiwl.
R4\B(0,R)

Finally, using (3.36), we get

2
f o, w)da < 12 U Vul? + [VwPdy + 6K (u, w)) + 6(1 + 6)K (u,w) | |
R4\B(0,R) R4\B(0,R)

as desired. ]

3.2.2 Concentration-compactness method

We start with a result, that is called concentrarion-compactness lemma I, which
is a slightly modification of the Lemma presented in (LIONS, 1984).
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Lemma 3.7. [Concentrarion-compactness lemma I]. Suppose that (vy,) is a sequence in
ML (RY). Then, there is a subsequence, still denoted by (vy,), such that one of the following

conditions holds:

(i) (Vanishing) For all R > 0 it holds

lim (Sup ym(B(x,R))) ~ 0.

-
M=0 \ geRr4

(7i) (Dichotomy) There is a number A € (0,1) such that for all € > 0 there exists R > 0
and a sequence (x,,) with the following property: given R’ > R

Um(B(xm, R)) = X\ —¢,

U RANB(z,, R)) 21— X —¢,
for m sufficiently large.

(iii) (Compactness) There exists a sequence (z,,) < R* such that for each e > 0 there is a

radius R > 0 with the property
Um(B(xm, R)) = 1 —¢,
for all m.

Proof. One can see the proof in (FLUCHER; MuLLER, 1999) Lemma 23. ]

To achieve our goal and find a minimizer for the minimization problem (3.32),
we will built a suitable sequence of probability Radon measures and then, as a consequence
of Lemma 3.7, up to a subsequence, it will satisfy one of the three conditions above. From
that, we will avoid vanishing and dichotomy implying in the compactness of the sequence.
Hence, we shall get a vague convergence in Mi(R‘l). Such convergence allows us to use,
what is called concentration-compactness lemma II, which was inspired in the limit case
lemma in (LIONS, 1985), roughly speaking, this guarantee dilation invariance for the

minimization problem.

Lemma 3.8. [Concentration-compactness lemma II] Let (tn, wp) € HY(RY) x H'(R?) be

a sequence such that w,,, w,, = 0 and

(U, W) — (u, w), in HY(RY) x H'(RY),
i = ([Vun|* + [Vwn|?)dz = p, in MP (R (3.39)
Vi i= (U, Wy )dT = 0, in M (RY).

Then,
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(i) There exists an at most countable set J, a family of distinct points {x; € R*; j e J},

and a family of non-negative numbers {a;; j € J} such that

v =p(u,w)dr + Z a0y, (3.40)
JjeJ
(i) Moreover, we have
p= (|Vul® + |Vwl?) do + Y b;d,, (3.41)
JjeJ

fore some family {b;; j € J},b; >0, such that
a; <1720, Vjel (3.42)

. 1/2
In particular, Z aj/ < 0.
jeJ

Remark 3.9. Since u,,,w, = 0, then ©(ty,, wy,) = 0. Thus, v, is indeed a positive
measure. In addition, the weak converge of (Um,w,) — (u,w) implies that, up to a
subsequence, we have (U, Wy,) — (u,w) a.e. in R*. Hence u,w = 0.

Proof. Step 1. Assume that (u,w) = (0,0).

Let ¢ € C°(R*). From the weak convergence of (v,,) and the homogeneity of ¢,

[t = i [ttt )i

= lim | o (Ium, [€lwn)dx (3.43)

o 2
< T2 lim inf K (Eum, Ewnm)?.

Since (U, wym) — (0,0) in HY(R*) x H'(R?), we know that (see Theorem 8.6 of (LIEB;
LOSS, 2001)), for all M < R* with finite measure, by Lemma 2.5, we have

XM (U, W) — (0, 0), (3.44)

strongly in L?(R?*) x L*(R*). Then, taking M = supp|V¢| and using the triangular
inequality, we obtain
1/2
IV (€um)l32 + IV (Ewa)32) " = (1€V () 32 + €V (wnn)32)2]
1/2
< (IV(§um) = EVun2 + (IV(Ewn) = EVwn72)”
1/2
= (lum VE[72 + lwn VL)

1/2
< (J Xt |* + |XMwm|2> — 0, m — 0.
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Combining with the vague convergence of (u,,), we get

2
lim inf K (€, €0,)* = lim in ( | PV + |vwm|2>dx)

2

~timint ( [ e )
J 2
- (f|a|2du) |

[ <1 ( | |§|2dﬂ) L EeCr®Y). (3.45)

We claim that (3.45) implies that

Then, from (3.43), we deduce

v(E) < I ?u(E)*, VE e B(RY). (3.46)

Indeed, let U < R* be an open set and take a compact set K < U. By C® Urysohn’s
lemma (see (FOLLAND, 1999), Lemma 8.18), there exists g € Cg°(R*) obeying 0 < g < 1,
g =1on K and supp(g) < U. Thus, by (3.45)

2 2 2
v(K) = J gtdv < Jg‘ldu <12 (J deu) <12 (J gzdu) <I? <J du) .
K supp(g) v

Thus, v(K) < I"?u(U)?, for all K = U compact. Since v is a Radon measure, by its inner
regularity, we have
v(U) < I 2w(U)*, YU cR* U open. (3.47)

Now, if £ € B(R*), where B denotes the Borel o-algebra, and U is an open set E < U,
then from (3.47), we get v(E) < v(U) < I u(U)?. Since u is a Radon measure, we can

use its outer regularity to get

v(E) < I*u(E)*, VYE e B(RY).

o0
Now, consider D = {x € R*; u({z}) > 0}. We may write D = U Dy, where
k=1
Dy = {z e R*; u({x}) > 1/k}. Since p is a finite measure, then D, is finite for all k. Indeed,

assume that exists ko such that Dy, has infinitely many elements, i.e., Dy, = {z;,j € N}.

Then p(Dy,) = Z,u({wj}) > Z 1/ky = oo, which contradicts the fact that p is finite.
jeN JeN
Hence, Dy is finite for all £ € N and the set D is at most countable. Thus we write

D ={z;; je J}, with J < N.
Set b; = p({z;}), j € J, then for any E € B(R*), we have

Y bide,(B) = 2 by = ) ulfa)) < nlE), (3.49)

jeJ jeJ jeJ
szE a:jEE
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where 0, (E) = 1 if 7; € E and 0., (E) = 0 if not. From (3.47) we have (3.41) for the case
(u,w) = (0,0).

Now, observe that from (3.46) we have v « p and, by Radon-Nikodym theorem
(see (EVANS; GARIEPY, 1992), Section 1.6) there is a non-negative function h € L'(R*, ;1)
such that

v(E) = L’ h(x)du(z), VYE e B(R?Y). (3.49)
Moreover, h satisfies
h(z) = lli% :(ggm, pa.e. e R (3.50)

Using (3.50) and (3.46), we get 0 < h(x) < I *u({z}). Thus, h(z) = 0, u a.e. on R\D.

In particular, we can rewrite the integral (3.49) as

L = S b)), (3.51)

jed
IjEE

Setting a; = v({z;}), j € J, we have from (3.49) and (3.51) that in fact a; = h(x;)b;,
Vj e J. Then, for all £ e B(R*), we have

Z h(z;)u({z;}) = Z Zay x;

jEJ jeJ jeJ
a:jeE

which establishes (3.40) for (u,w) = (0,0). Finally, inequality (3.42) follows immediately
from the definitions of a; e b; and (3.46). Note also that by taking £ = R* in (3.48) we

deduce that » b; is convergent. Hence, the convergence of the series a’? follows from
7 g g J

JeJ jeJ
(3.46).
Step 2. Case (u,w) # (0,0).
Since Uy, wy, = 0, then we have p(u, w) = 0 thus ¢(u, w)dx defines a positive
measure.

Claim The measures
— (|Vu]® + |[Vw>)dz and v — o(u,w)dz (3.52)
are non-negative.

Indeed, set (Ym, 2m) = (Um — u, w,, —w) and consider the sequence of measures
fim = (|Vym[* + [Vzm|")dz - and D = @(|yml, |2m|)dz

Since (Ym, zm) — (0,0) in H'(RY) x H'(RY), the sequence (K (ym, zm)) is uniformly

bounded. Hence, since

‘ | s

< ”f”L”K(yvam)a f € C(C))O(R4)7
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we have that (fi,,) is vaguely bounded on M’ (R*). Therefore, Lemma 2.5 gives us a

subsequence, still denoted by (fi,,), and fi € M5 (R*) obeying
o i MO(RY), (3.5

Now, if
i = [+ (|Vul)? + |VwP)dz, in M5 (RY), (3.54)

then by uniqueness of the vague limit,
p=pi+ (|Vu* +|Vwl*)de
and, by the finiteness of all involved measures, we may conclude that u— (|Vul* + |Vw|?)dx

is non-negative.

Now, we turn our attention to establish (3.54). Since 0,,y,, — 0 and J,,2,,, — 0
in L?(R*) and fd,,u, f0,,w € L*(R*) for each f € C.(R*), then

m—00

lim Jnym - Vudzr = 0,
(3.55)
nlllgéoffv,zm - Vwdzx = 0.

Thus,

0< r‘fd,um — ff [di + (|Vul]* + |Vw|*)dz]

r

= | f(IVun|? + |Vwn,|[})dr — Jf [dii + (|Vul]* + |Vw|*)dz]

r

= | f VUl + 2Vym - Vu + [Vul|* + |Vz, > + 2V 2, - Vw + [Vw|?] dz

J
Since the first and the second terms goes to zero by (3.53) and (3.55), respectively, then
(3.54) holds.

- f fdii— f F(Vul? + Vo)

< de/]m — ffd/]‘ +2 Hfnym - Vudz

+ Uszm - Vwdzx

Now, let us show that (#,,) is vaguely bounded in M’ (R*). As seen before,
(K (Ym, 2m)) is uniformly bounded. Then, (3.29), implies

Jio

for some constant M. Again, from Lemma 2.5, we obtain a subsequece, still denoted by
(Um), such that

< [ flle= f@(lymla |zml)dz = CN(|yml, |2m]) < CE(Jyml, |2m])* < M,

U =7, in ME(RY), (3.56)
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Now, observe that if
Um = 7+ @(u,w)dz, in M5 (RY), (3.57)

holds, then v = 7 + ¢(u, w)dx and, hence, v — p(u, w)dz is non-negative. So, let us prove
(3.57).

We know that op(u, w) < C(Jul* + |w|*). Then, we are able to use Brezis-Lieb’s
Lemma 2.6 with ¢(|u|, |w|) instead of G(z) in the following way: We first assume that
(Y 2m) — 0 a.e. in R? (see Remark 3.9). Then, by Sobolev’s inequality | f]7: < |V f]7z,
we have (u,w) € L*(R*) x L*({R*). Then, o(|ul, |w|) € L'(R*). Moreover, we have that
(Y, 2m) is uniformly bounded in L*(R*). Thus,

[p(lar + b1, [az + ba|) — o(|b1], [b2])| < €g(ar, az) + Ye(br, b2),
where ¢(ay, az) = |ai|* + |ag|* and 1. (by, by) < Co(|by[* + |bo|*) with € > 0. Also,
| Gt zmie <M and [ vt <

for M indenpendent of € and m. The Brezis-Lieb Lemma gives us

lim f|90(|um|, [wnl) = &(|yml, [2m]) — @(lul, [w])]dz = 0. (3.58)

m—Q0

Hence, for all g € C,(R%),

0< Ugdl/m — Jg[dﬂ + ¢(u, w)dx]

_ \ | gt = [ gotluml oo+ [ golluml |onbds = [ gld + otu,w)lds

<l [ eunl ] = ollnl o) = (. fulds + | g, — [ 12

The first term vanishes by taking the limit and using (3.58). The second term goes to
zero by the vague convergence of (,,). So (3.57) holds and, consequently, v — ¢(u, w)dx

is non-negative, which finish the claim. Therfore,

(IVyml* + [Vzm*)dz = = (|Vul* + [Vw’)dz, in ML(RY),
P([yml, lzml)dz = v — o(u, w)dz, in M (RY),

and we complete the proof of the lemma after applying Step 1. We notice that Step 1
still holds even if we do not have tu,,, w, = 0; in that case we change (v,,) in (3.39) by

Vi 1= @(|tm], |wm|)dz. O

Before proving Theorem 1.3, we will establish an adapted version of Lemma
1.7.4 in (CAZENAVE, 2003), which will help us to avoid the vanishing property.
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Lemma 3.10. Let (u,, w,,) < L*(R*) x L3(R*) be such that, t,, w,, =0 and
J(p(um, Wy )dx = 1, for any m € N. Let Q,,(R) be the concentration function of o(tm, Wy,),
that is,

Qm(R) = Supj P (tm, w)dz, R > 0.
B(y,R)

yeR4

Then, for each m there is y = y(m, R) such that
Qm(R) = J O (U, Wy ).
B(y,R)

Proof. Fix m € N. By the definition of @,,, for any R > 0 there is (y;) in R* such that

Qm(R) = lim O (U, Wy )dx > 0.
" JB(yiR)
Hence, there exists ig such that if i > iy then J (U, Wy )dx = €, where € > 0.
B(yi,R)

Let us show that (y;) is bounded. If not, there is a subsequence, still denoted
by (yi), such that B(y;, R) n B(y;, R) = &, Vi # j. Thus

1= f@(“m,wm)du’v = Z f O (U, Wy )dx = 00,

i=ip Y B, 1R)

which is an absurd. Therefore (y;) has a convergent subsequence (y;,) with limit y =

y(m, R). Applying the dominated convergence theorem, we get

Qm(R) = lim (U, Wy ) = f (U, Wiy ),

Te=C JB(y;, . R) B(y,R)

which finish the proof. n

3.2.3 Proof of Theorem 1.3

Following the strategy in (NOGUERA; PASTOR, 2022), before proceeding to

the proof of Theorem 1.3, we first state the following result.

Theorem 3.11. Suppose that (U, w,,) is a minimizing sequence for (3.32) with wy,, wy, =
0. Then, up to translation and dilation (u,, w,,) is relatively compact in N, that is, there
exist a subsequence (Um;, Wn,) and sequences (R;) = R, (y;) < R* such that the pair
(vj,2;) given by

vj 1= R um (R (= y;)), 25 = Ryt wm, (R (2 — y;)),

strongly converges in N to some (v, z), which minimizes (3.32).
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Proof. The proof will proceed in 6 steps. We start taking (u,, w,,) in N a minimizing

sequence for (3.32) with w,,, w, = 0. Then,

m—Q0

Hm K (tm, W) =1, N(Up,wy,) = Jgp(um,wm)dx = 1,Vm. (3.59)

Step 1. There exist sequences (R,,) in R and (y,,) in R* such that

U = Rilum(R;ll(x - ym))7 Zm = Rilwm(R;ll(x - ym)) (360)

satisfies .
supf (U, 2 )dx = f (U, 2 )dx = =. (3.61)

yeR* JB(y,1) B(0,1) 2

To show that, let us take R > 0, s € R* and consider the following scaling
vl = R (R (2 —5), 28 = R 'w,(R (v —s)).

From (3.34) we get K (v%* 25*) = K(up,w,,) and N(v2% 2% = N(up,, w,,) = 1. Let

m ) Tm m

us consider the concentration function corresponding to ¢ (v, z,) given by

QP () = sup f S0 (), 2 () e
yeR* JB(y,t)

A change of variables give us Q,,(t/R) = Q%*(t) for all t = 0 and s € R*, where Q,, is
defined as in Lemma 3.10. In particular, for all m, @,, is a non-decreasing function with
Qm(0) =0, Q(1/R) = Q%*(1) and Q,,(t) — 1 as t — co0. Therefore,

lim QI*(1) = lim Qu(1/R) =1

R—0Tt

Consequently, for any m we can find R, > 0 obeying

1
Qi (1) = Qu1/Ry) = 5. ¥seRY, (3.62)
ie.,
1
oup [ g e = Q1) = 3, woe R (3.63)
yeR* J B(y,1) 2

m 7 m m ?

On the other hand, since Jgp(va’s 2Bmsydp = 1 and vfm®) 2B > 0] Lemma

3.10 gives us 4, € R* obeying

sup f (0l (), 21 () dr = f o(0fm (), 2 (1)) de
yeR* JB(y,1) B(ym,1)

_ f PRt (R + n — ), Rt (RN + g — ),
B(0,1)
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where we used the change of variables z = r + y,,,. Choosing s = 2y,, and using (3.63), we

get
f PR (RN — )y R (R (r — ) )
B(0,1)

= sup f (R (R (2 = 2ym)), Ry wm (R, (2 — 2ym)) ) da
(y,1)

yeR4 JB

— Qﬁmgym (1)
1

2 )
which is the second equality in (3.61). For the first one, observe

sup j (U, Zm )dx = sup j o(R um(R l(x — Ym)), R;lwm(R;I(x — Ym)))dx
B(y,1) B(y

yeR4 yeR4

= SuRIZJ , ZpmYm i
ye B(y

2 Y
where in the last equality we used (3.63).
Next, from (3.34) and Step 1, (v, 2m) is also a minimizing sequence for (3.32)

with v,,, z,, = 0, that is,

lim KU, 2zm) =1, N(Um,zm) = J(p(vm,zm)dx =1,YmeN. (3.64)

m—00

Particularly, (v,,, 2p,) is uniformly bounded in A. Thus, there exist (v,z) € H LR x
H'(R*) such that, up to a subsequence,

(Vs Zm) — (v,2)  in H'(R*) x H'(R*). (3.65)

Let us show that (v, zm) — (v,2) in N and (v, 2) is a minimizer for (3.32). Indeed, from

Remark (3.9) we have v,z = 0. Set the sequence of measure
= (|Vou]* + |Vznl))dz, v = @(Um, 2m)d. (3.66)

The identity in (3.64) give us that (v,,) is a probability sequence of measures for all m.
Thus, by Lemma 3.7, up to a subsequence, occurs one of the following cases: vanishing,

dichotomy or compactness. Let us exclude the vanishing and dichotomy cases.
Step 2 Vanishing does not occur.

Indeed, in view of (3.61) it follows that for R = 1

1
lim sup v, (B(y,1)) > —.

m—o0 yeR4 2

Step 3. Dichotomy does not occur.
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Suppose the opposite. Then, there is A € (0,1) such that for all € > 0, there

exist R > 0 and a sequence (z,,,) in R* such that given R’ > R and m sufficiently large,
Un(B(@, B) 2 XA — €, Vp(R\N\B(z, R')) =1 -\ —e. (3.67)

Thus, for m sufficiently large, fixing 6 > 0, Corollary 3.6 yields that choosing p satisfying
R < p < R with p/R’ < C(6) and R/p < C(§) then

2
f O (U, 2m)dx < T2 [J (Vunm|? + |V ?de + 6K (v, zm)]
B(wm,R) B(wm,p)
and
2
J O(Vm, 2m)dy < T2 [J IVum|? + [V Pdy + (26 + 52)K(u,w)] :
RANB(zm,R) RANB(zm,p)
Combining both inequalities with (3.67), we get
I =Y+ (1 =X = )"?] < K(vmn, 2m) + (36 + 6*) K (Vyn, 2m). (3.68)

From (3.64) the right-hand side of (3.68) is bounded by K (v, 2,) + (36 + %)M, where

M > 0 does not depend on m. Therefore, taking d,e — 0 and m — oo leads to
I+ (1= <1, (3.69)

that is, AY? + (1 — \)Y? < 1. But this contradicts the fact that if A € (0,1) then
A2 4 (1 — M)Y2 > 1. Hence, dichotomy does not occurs.

Thereby, Lemma 3.7 implies that compactness occurs, that is, there is a sequence
(z,,) in R* such that for all € > 0 there is a radius R > 0 such that

Un(B(@m, R)) =1 —¢€, VYm. (3.70)

Step 4. The sequence (v,) is uniformly tight.

Indeed, we first show that B(x,,, R) n B(0,1) # &, for all m. Otherwise, there
is mg such that B(x,,,, R) n B(0,1) = ¢J. Taking € € (0,1/2) in (3.70) leads us to

1
J O (VUmg s Wing )dx > —.
B(xmg,R) 2

Combining with (3.61) we have

1 1
J@(Umo,wmo)dx = J @(Ummwmo)dl‘ + J Sp(vmoa wmo)dl' > -+ - = 17
B(tmg,R) B(0,1) 2 2

which is a contradiction with (3.64). Hence, the claim follows.

Now, since B(zy,, R) < B(0,2R + 1), for all m, (3.70) give us

Un(B(0,2R+ 1)) = 1—¢, Vm.
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Then, because (vy,) is a sequence of probability measures,
Vi (R‘*\B(O, OR + 1)) —1—vu(B(0,2R+ 1)) <e, VYm.
that is, (v,) uniformly tight.

Step 5. Up to a subsequence, (v,,) weakly converge to v € M’ (R%).

In fact, note that for each f € C.(R*),

fio

Hence by Lemma 2.5, there is v € MZ(R‘*) such that, up to a subsequence, v,,, — v weakly
in M’ (R*), that is,

< ||fHL°(Vm(R4) = ”fHL“ << 00.

deum — ffdy, Vf e Cy(RY). (3.71)
In particular, taking f = 1, we have
AN F 4y
v(RY) = lim v, (RY) =1, (3.72)

which implies that v € M’ (R*).

Now, since K (v, 2p,) is uniformly bounded, then (u,,) is vaguely bounded.

Therefore, up to a subsequence, there is u € Mi(]R‘l) obeying
fn = in - ME(RY). (3.73)
Thus, with (3.65), (3.71) and (3.73) in hand, we can use Lemma 3.8 to get

p= (|Vo]? +|Vz|]?)dr + Z bjde;, V= (v, 2)dx + Z a;j0q, (3.74)
JjeJ JjeJ
for a family {z; € R jeJ } with J at most countable and a;, b; > 0 satisfying
a; <I7?0;, Vjeld (3.75)
with Z ajl-/Q convergent. Hence, (3.33), (3.72) and (3.75) lead us to
jeJ
IR TI 4 4
I = lim inf i, (R%) = p(R)
> K(v,z) + Z bj

jeJ

N(v, 2)% + Za;ﬂ]

jeJ

WV
~

(3.76)
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where we have used that A — A2 is a strictly concave function. Then, for all the inequalities
above to be in fact equalities, it is necessary that at most one of the terms N (v, z) or

a;, j € J must be different from zero.
Step 6. a; =0 forall je J.

Suppose that there exist jo € J such that a;, # 0. Then, by the above discussion,
(3.72) and the decomposition (3.74) it follows that v = a;,d,, , and hence

1 =v(R") = aj,. (3.77)

The condition (3.61) gives us

DO | —

> J O(Vm, 2m )dx = vy (B(j,, 1)),  Vm,
B(zjoﬂl)
which leads to

>l (Bl 1) = (Bl D) = | dv—ay,

1
2 m—0o0 B(rjo,l)

where the first equality is a consequence of weak convergence (3.71). But, this contradicts
(3.77) which finish this step.

With this in hand, we must be in the case v = ¢(u, v)dz and from (3.72), we

obtain
N(v,z) = fgo(v,z)dm =1, (3.78)
which means that (v, z) € N.

To show that (v, z) is a minimizer for (3.32), it remains to guarantee that
K(v,z) = I. Indeed, from the definition of I and (3.78) it follows that I < K(v,z). On

the other hand, the lower semi-continuity of the weak convergence (3.65), gives

K(v,z) < liminf K (v, z2,) = 1.
Then K(v,z) = I and (U, 2m) — (v, 2) strongly in N, completing the proof. O
Corollary 3.12. There is (v,z) € N satisfying N(v,z) =1 and K(v,z) = 021/2, where
Cy is the best constant in the critical Sobolev-type inequality (3.29).

We are now in position to prove Theorem 1.3.

Proof of Theorem 1.3. We start applying Theorem 3.11 to get a minimizer of (3.32), which
will be denoted by (v, z). By Lagrange’s multiplier theorem, there is a constant A such
that for any pair (f,¢) € H'(R*) x H'(R*) it holds

1 1
QJV'U -V fdr = AJ (91}3 + 22%0 + 31}22) fdx,

) (3.79)
QJVZ -Vgdr = AJ <9Z3 + 2%z + 91}3) gdz.



Chapter 3. Blow-up of the radially symmetric solutions for a cubic NLS type system in dimension 4 69

1

A
Taking f = v and g = z we see that A # 0. Then, setting (P, Qo) := 2) (v,2) we

deduce that (P, Q) is non-trivial. Let us show that (P,, Qo) is indeed a ground state
solution for (1.12). Note that

JVPO Vfdx—( ) VU V fdx

A 1
J(2> (v + 22%0 + 3v Z) fdx

f ( 51 202P) + 1P2Qo) fdu

A\ 2
JVQO-Vfdx = (2) sz-ngx
_ AN? 3 2 1L g
—J(Q) (92 +2@z+9v)gdx

J <9Q0 +2P3Qo + ;P ) gdzx.

therefore (P, Qo) is a solution of (1.12). Also, from Remark 3.2 we have J(Fp, Qo) =
4728(Py, Qo). Then,

and

2

K(Py,Qo)* _ K ((%)% (U72)> _ (4)? K (v, 2)?
VEQ) N () @) Q) N

and consequently, (P, Qo) minimizes J and then minimizes the action functional S. Hence
(Py, Qo) is a ground state solution of (1.12). O

J(Po,Qo)Z ZJ(U,Z),

Corollary 3.13. The inequality
N(u,w) < CF" K (u, w)?, (3.80)

holds for all (u,w) € N, with the optimal constant given by

1
16E(P,Q)’

where (P, Q) is any ground state solution of (1.12).

CPt = (3.81)

Proof. We have seen in Remark 3.4 that (3.80) holds with
Cyl = (CPHY ! = inf{J(u, w); (u, w) € N'}.
Now, if (P, Q) is a ground state of (1.12), then Remark 3.2 leads to
O = J(P,Q) = 165(P,Q) = 165(P, Q).

which is the desired. O
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3.3 Blow-up

As mentioned before, the goal of this section is to establish some blow-up

results. We start considering for each ¢ € Cg°(R*) the funcion
= [o@) P + sofuf)ds
Now, setting Ut f¢|u| dx, we have that

.
U'(t) = 2Re | puwdr
J
.

= 2Re | pu(iAu —iu + i f(u,w))dx
J
-

= 2Re | ipuAudr — 2Reji¢|u|2dx + 2Ref¢¢af(u,w)dx
J
.

= 2Re | —i(Vou + ¢Vu)Vudr — 2Refz'qb|u|2dx + QReJigbuf(u, w)dx

J

= QImqugqud:c + 21mf¢|Vu|2d:c + 2Im J P|u|*dr — 2Im J ouf(u, w)dx
Lo 2 Loy s 2 ~
where f(u,w) = §|u| + 2lw]® | u+ Fuw. Similarly, for W(t) = | ¢3o|w| dz, we obtain
W' (t) = QImJ?ﬂDngSdex = 2Imf3ﬁ)g(u, w)dz.
1
where g(u, w) = (9w|* + 2|u|*)w + §u3. Now, if V(t) = U(t) + W(t), we have

V'(t) = 2Im f Vo(uVu + 3wVw)dx — 2Im J ouf(u,w) + 3wg(u, w))dx. (3.82)

As mentioned before, since the second term in (3.82) does not necessarily vanishes, we
will follow the ideas presented in (INUI; KISHIMOTO; NISHIMURA, 2020) and work

with radially symmetric solutions and the function
R() = 2Im f Vo(aVu + 30Vw)ds (3.83)

instead of V. Following the strategy presented in (KAVIAN, 1987, Lemma 2.9), we have

Z f 8 U0y, U+ Oy, WOy, w)dx
O, 0T zj j

lsm,j<d (3.84)

_ JA2¢(|U|2 + [w2)dz — 2ReJA¢H(u, w)dz,

where H(u,w) := uf(u,w) + wg(u,w). See also Proposition 2.33. This last identity is

known as localized virial identity. Now, observe that if ug, wy are radially symmetric, so
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are the respective solutions u, w. Besides, if we also take ¢ to be radially symmetric, we
can write ¢(x) = ¢(|z|), u(x) = (|z|) and w(x) = w(|z|). Then, for r = |z|, we have

9 _ &' (r) and F¢

0Ty, r 0% 0

Tm o~

= ) () ()

T

Y

r3

where 6,,; is the Kroenecker delta. Multiplying the second derivative by (z,,7;)/r* and

summing in m and j, we obtain

2,2 2,2
xmxj " L L / Lmdj / LT
2. = ") )] +0(r) ) Omj — ¢/(r)
l<moj<4 69””15% r? 1<m,j<4 rd l<mj<4 rd l<mj<4 e
=¢"(r).
Now, since —u = u’(r)x—m, then |Vul®> = [«/(r)|?, whence
0% r
0 _ 0 T
e T v 2m ]
5xju6xmu [Vl

Therefore, gathering all the above information leads to

Z Reé‘x (9 (O, U0y, u + Oy, W0y, w) = ¢" (1) (|Vul® + [Vw|?) .

1<m,j<4

Doing the same for w and replacing in (3.84), we may rewrite R’ as

R(t) = 4J¢"(|Vu|2 - Vwp)ds — JA2¢(|U|2 + w]?)dz — 2RefA¢H(u, wdz (3.85)

Let us introduce the functional

1 9 1
P(u, w) = f (36|u|4 “Jw]t + Juflw]? + 9Re(u3w)> dr.

Observe that

1 3 1
H(u,w) = uf(u,w) + wg(u, w) = §|u|4 +9|w|* + 4Jul?|w]* + gu w + 9u31T)

and consequently

ReJH(u, w)dx = f (;|u|4 +9|w|* + 4|uf|w]* + 3Re(ﬂ3w)) dr = ip(u, w).

Now, we define the “Pohozaev” functional by

T(u(t),w(t)) = K(u(t),w(t)) — 4P (u(t), w(t)) (3.86)
Using the definitions of the energy (1.4) and the mass (1.5) we may rewrite
7(u, w) = 4E(u,w) — K(u,w) — 2M (u, w). (3.87)

Our first result reads as follow.
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Theorem 3.14. Assume that (ug, wo) € H'(R*) x H'(R*) and let (u,w) be the correspond-

ing solution of (1.1) defined in the maximal time interval of existence 1. If
E(ug, wo) < E(P, Q) (3.88)

and

K(Uo,wo) > K(P7 Q)7 (389)
where (P, Q) is a ground state and £ is the energy in (3.25), then there exists § > 0, such
that T(u(t),w(t)) < =8 <0, for allte 1.

Proof. Notice that from the definition of the energy (3.25) and (3.23) we have

K(P,Q) = 4&(P, Q). (3.90)

Moreover, using (3.80) we get |P(u, w)| < N(|u|, |w|) < CF' K (Jul, |w])* < CF K (u, w)?.

Thus, by conservation of the energy
K(u,w) = 2F(ug, wg) — M (u,w) + 2P (u, w)
< 2E(ug, wo) + 2|P(u, w)| (3.91)
< 2B (ug, wo) 4 2CF K (u, w)?.
Therefore, taking a = 2E(ug, wo), b = 205" and ¢ = 2 in Lemma 2.7, we have v = (4C{*) ™!

and f(r) = 2E(ug, wo) — 7 + 2C72, for v > 0. Also, setting G(t) = K (u(t), w(t)), it
follows from (3.91) that

FoG(t) = 2B(ug, wo) — K (ut), w(t)) + 205 K (u(t), w(t))? = 0.

Thus,
1
<(1-2) 7 Blunwo < (e~ £(.Q)
and .
G(0) > v < K(uo,wo) > W =48(P,Q) = K(P,Q).
Therefore, applying Lemma 2.28 we get
K(u(t),w(t)) > K(P,Q), Vtel. (3.92)

The hypothesis (3.88) together with the energy conservation gives us
AE(u(t), w(t)) = 4E(uo, wo) < 4E(P, Q) = K(P, Q) < K(u(t), w(t)),
and as a consequence of (3.87)

T(u(t), w(t) <0, tel. (3.93)
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Now, let us show that there is 8 > 0, such that
T(u(t),w(t)) < —0K(u(t),w(t)),Vte I. (3.94)

Indeed, if E(ug,wy) < 0, then we can take # = 1, and by (3.87) we have the desired
estimate. On the other hand, suppose that E(ug,w) > 0 and (3.94) does not hold. Thus,

there exist sequences (t,,) < I and 6,, — 0 obeying
1
—QWZK(u(tm), w(ty,)) < 7(u(ty), w(ty)) < 0.

Which implies

B(u(t), w(tn)) = §7(ultn), wt)) + K (ult) w(t)) + 5 M), w(t)
> (1— Qm)iK(u(tm),w(tm)).

Again, the energy conservation, (3.90) and (3.92) lead to

E(ug, wo) = E(ultm), w(tn)) = (1 - 9m)iK(U(tm),w(tm))

> (1= 6,) {K(P,Q)
> (1-0,)E(P, Q).

Taking m — oo we arrive at a contradiction with (3.88). Hence, the result follows from
(3.92) and (3.94). O

Lemma 3.15. For v € R*, we set r = |z|. Given a constant ¢ > 0, define

r?, 0<r< 1,
x(r) = { ¢ r»3 (3.95)
Assume also that X"(r) <2 and 0 < X/'(r) < 2r, Vr = 0. Let xr(r) = R*x(r/R). Then
(i) If r < R
Axgr(r) =8 and A*xg(r) =0. (3.96)
(i) Ifr = R
Axg(r) < C and |A*gr(r)] < 52, (3.97)

where C' is a constant independent of R.

Proof. (i) Since r < R then x(r) = r*. Hence,
O Xr(r) = 0y, (J2)?) =22; = 02 xgr(r) =2.

Thus, Axg(r) = 8 and A%yg(r) = 0.
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(17) A straightforward calculation leads to

Fxalr) _ xB(r/R)

ork  RE-2
So, for k =0,1,... we have
Fxr(r) C
=T (3.98)
On the other hand,
Ty
O Xr(r) = R*0;,x(|2|/R) = Rm X'(r/R)
and
2 _ |:L'|2—$Z2. ’ li@z "
2ot = r [ vmy v 22 orm)|
Therefore,
3oxr(r)  *xr(r)
A = - :
X(r) r or * or?
Again, a straightforward calculation leads to
Or(r)  6P3xr(r) 3 Pxr(r) 3 oxr(r)
A? = - - — — :
Xa(r) ort * r o ors r2  or? * r3  or
Hence, using (3.98) and the fact that 1/r < 1/R, allow us to obtain
A A? ¢
Xr(r) < C and |A*xg(r)| < o7
O

Now, we are in position to prove Theorem 1.4.

Proof of Theorem 1.4. Consider I = (T,,T*). Let us focus in the case T* < oo, for T}, the
argument follows similarly. Suppose by contradiction that T = co. Taking ¢(z) = xr(|z|),
defined as in Lemma 3.15, in (3.83) and (3.85) we obtain

R(t) = QImJVXR(Vuﬂ + oVww)dz
and
R(t) = 87(u,w) + 4[()&% = 2)(IVul* + [Vw[*)dz — JA2XR(|U|2 + [w[*)dz
— 9Re J(AXR — 8)H(u, w)dx
=: 87(u, w) + Ri(t) + Ra(t) + Rs(t).

As in Lemma 3.15, X%, < 2, for any 7 = 0, so Ry < 0. Now, using conservation

of the mass and (3.96), we get

Ro(t) < J|A2XR|(|U|2 + Jw]?)dz < C’R_QJ (|u]* + |w*)dz < CR™2M (ug, wp).
{lz[>=R}
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Besides, since |Re(z)| < |z| for any z € C, then (3.26), (3.27) and (3.96) give us
Rs = —Ref (Axg — 8)H (u, w)dx
{|z[=R}
< CJ |ReH (u, w)|dx
{lz[>=R}

<C lul* + |w|*dz
{lz|=R}

= C(H“H%‘*(M)R) + Hw||4L4(\:v|>R))'

We know from the literature (see (OGAWA; TSUTSUMI, 1991), equation 3.7), that for
f e H'(R*) radially symmetric, it holds the radial Gagliardo-Nirenberg inequality

|11t < CR O T o
{lz|=R}
Then, by Young’s inequality, for € > 0, we obtain

Rs = Clullzsgusmy + 1wiae=r)
< OR™*(Julf2uz ) VUl 2= r) + 117202 ) VW] L2012 5))
< CR™(|ull2qasmy + [w]T2(aizr)) + €K (u,w)
< C.R™M (ug, wo)? + €K (u, w),

where C, depends on p and e.

Now, from (3.87) we have
eK(u,w) < —er(u, w) + 4eE(ug, wp),
then, gathering all above estimates we obtain,
R (t) < (8—€)1(u, w)+CR™>M (ug, wo) +C. RO M (ug, wo)> +4eE(ug, wo), € > 0. (3.99)
Therefore, for € € (0,1), Lemma 3.14 and the energy conservation lead to
R(t) < —(8 — €)6 + CR™>*M (ug, wo) + C.R™M (ug, wo)® + 4eE(ug, wp). (3.100)

Hence, fixing R as large as necessary and € as small as necessary, we get R'(t) < —24.

Integrating in [0,t) we obtain
R(t) < —25t + R(0). (3.101)
On the other hand, by Holder’s inequality,
R(H)] < QRJ X (Jzl/ B[ (IVullu] + o Vwljw])dx

< OR(JJu] 2 [Vulzz + w2 Vw|z2) (3.102)
< CRM(Um w0)1/2K(u7 w)l/Q.
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Taking T} sufficiently large such that R(0)/d < Tp, by (3.101) we get
R(t) < =6t <0, t=Tp. (3.103)
Consequently, (3.102) and (3.103) imply that
5t < —R(t) = |R(t)| < CRM (ug, wo)*K (u, w)"?,
that is, for some positive constant Cj,
K(u(t),wt)) = Cot?, t=Tp. (3.104)
Now, since € can be chosen arbitrarily small, from (3.99) and (3.87), we deduce that
R'(t) < 32E(ugp, wo) — 8K (u, w) + CR>M (ug, wo) + CR™°M (ug, wo)?, (3.105)

where we have used the energy conservation once again. Notice that in the above inequality,

several terms are independent of t. Thus, we may choose T7 > Ty, so that
CodT? = 32 (ug, wo) + CR™*M (ug, wo) + CR™M (ug, wy)?.
Then, from (3.104) and (3.105) we arrive at
R'(t) < —4K (u(t),w(t)), t>Ti.

Hence, integrating in [77,t), we get

and combining with (3.102), leads to

t

4 K(u(s),w(s))ds < —R(t) < |R(t)] < CRM (ug, wo) K (u(t), w(t))%.  (3.106)

T
! 16
Setting n(t) := . K(u(s),w(s))ds and A := CEREN (a0 we may write
/
t
A< 772( )7
n*(t)
taking 7" > T and integrating over [T",t), we get
Loy 1 1 1
At—T’gJ n(s)dSZ — < ;
N N T IO ITeD
that is,
1
7)< ——r.
0= < =)

Hence, making t — oo we derive a contradiction. Therefore, T* < oo, and the proof is

complete. O
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CHAPTER 4

SCATTERING FOR A QUADRATIC TYPE NLS SYSTEM IN
DIMENSION 6

4.1 Local theory in H!

In this section we will prove the local well-posedness of (1.2) in Hi We will
use the approach presented in (KILLIP; VISAN, 2013). The first step is to prove the
local well-posedness assuming that the initial data belongs to the inhomogeneous Sobolev
space HL(R®), using the usual method of contraction, presented in (CAZENAVE, 2003).
Next step is to present a stability lemma, which allows us to show uniform continuous
dependence of the solution u to the initial data ug. This result allows us to work with
the initial data in the homogeneous Sobolev space Hglc, since every function in Hglg can be
well approximated by H. functions. At the end of the section,we show a standard blow-up

result. We start with the following result.

Theorem 4.1. (Standard local well-posedness). Suppose the hypothesis (H1) and (H2)
hold. Let ug € HX(R). Let there exists ny > 0 such that if 0 < n < no and I is a compact

interval containing zero such that

[U@)uo <, (4.1)

L1112
L%H; 5 (IxR6)

then there exists a unique solution u to (1.2) on I x R®. Moreover, we have the bounds

T (12)
+tix

HVU”SO(IXRG) < ||VUOHL§ + 772 (4.3)
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[allsoqrxre) < o]z (4.4)

Proof. As mentioned before, we will use the contraction mapping argument. Define the

solution map ¢(u)(t) = (¢1(u)(t), ..., ¢1(u)(t)), with

o (w)(t) = Us(t)ugo — i f L Ut = 8) fulu(s))ds,

0 Ak

on the set By n By where
By :={ue LYH (I x R%); [ufpemxrs) < 2uofm + (20)°}

Bzﬁz{ue]ﬁEﬁ“(leR%;Hu 12 < 27 and |u

. 1,12 12
LiH, ° (IxRS) LiLp

< ||u0Lg},

(IxRS)

with the metric

d(u,v) := [u—v|

L;lL;T2 (IxRE)

Note that, with the metric d, both By and B, are closed, and therefore, complete (see
(CAZENAVE, 2003, Theorem 4.4.1)). Using the Strichartz inequality, Lemma 2.11- (iii),
and Sobolev’s embedding, we get that forue By n By, k=1,...,1

o (w)lemsee) < ol + 1l 0 o

< [wollery + lull g 22 s, ey

< [wollery + (20 + Jluofzz)lul 22 /g

< ol + (20 + [wolL2) (2n).

Thus,
I
()l asrcaey = 3 196z asereney < ool + (20 + ol (2n)
similarly,
lp(u )HL4LT2(IX]RG) < [luolrz (1 + 27).
Arguing as above and using (4.1), we obtain
|, 202 S0+ (20)"
t H,

Therefore, taking 7y, small enough such that 0 < n < 1, the functional ¢ maps the set
By N By to itself. Now, repeating the above computations and using Lemma 2.11 item (i),

allow us to obtain

|p(w) — o (v)] S (2n)u—v|

12 12 .
LiL,> (IxR6) LiL,> (IxR6)

Then, ¢ : By n By — By n By is a contraction, provided 7, is small enough. The fixed point
theorem guarantees the existence of a unique function u € By n By satisfying ¢p(u) = u. In

addition, ¢ maps into CYH.. So, we may conclude that u is indeed a solution to (1.2). [



Chapter 4. Scattering for a quadratic type NLS system in dimension 6 79

Corollary 4.2. There is 0y > 0 such that for all ug € H (R®) satisfying |Vuo|r: < 6o,
then the solution given in of Theorem 1.9 extends globally.

Proof. Note that by the Strichartz inequality,

IVU(®)u|| , < [V rz-

Li{L,> (RxRS)

Thus, under the hypothesis, (4.1) holds with I = R. O

As a next step, we prove a stability result that, as we mentioned before, will
allow us to remove the restriction on the initial data. More precisely, we remove the
condition that the initial data belongs to the inhomogeneous Sobolev space H.. This result
is also important to prove the Palais-Smale condition and existence of a critical solution.
In (KOCH; TATARU; VISAN, 2014) can be found a more general result, the one we will

state next is a short version, which is enough for our purpose.

Lemma 4.3. Let I be a compact interval containing 0 and v : I x R® — C' be an

approximate solution of (1.2) in the sense that
iarOyvy + VAV, = — fir(V) + e
for some function e = (eq, ..., ;). Assume also that
M, < 2. (45)

Sr(v) < L, (4.6)

where E, L are positive constants and Sy;(v) is defined on page 17. Let ug € H'. Assume
that
a0 = v(0) sy <, (4.7)

Vel ss <, (4.8)

for some 0 < € < €1, where € is a constant depending on E and L. Then, there exists a

unique solution u : I x R® — C' to (1.2) with initial data u(0,2) = uy such that

Si(v—u) < C(E, L)e, (4.9)
HV(U. — V)Hsou) < C(E, L)E, (410)
|Vu|so) < C(E, L). (4.11)

Proof. We will follow the ideas presented in (KOCH; TATARU; VISAN, 2014). First, we
prove the result under the additional hypothesis that uy € L2 (and consequently uy € HL).

This allows us to use Theorem 4.1 to ensure the existence of u. We will remove such
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assumption later. Also, there is no loss of generality in assuming that u is defined on the

interval I.

We start assuming that
”vaL;‘L;WS(IXRG) <4 (4.12)

for some ¢ > 0 small enough depending on E. Without loss of generality, we may assume

that 0 = inf I. Now, Let w = u — v. Thus, w solves the following system

(iakﬁt + %A)wk + e = fk(V) — fk(ll)
l
Set A(t) = Z Ai(t), where
k=1

Ag(t) = |V[(iow0; + eA)wy + ex]

HL?L";”([o,t]xRG)'

Using the integral equation for wy, k£ = 1,...,[, and taking the gradient, we deduce

t

Vwg(t) = Ug(t)Vw(0) + ZJ Ur(t — s)V[fr(v) — fr(u) — ex]ds.

0

Then, by Sobolev embbeding, Strichartz’s inequality, (4.7) and (4.8), we have for k = 1, ..., [,

lwnlzs  oaxrey S IVl o p12/5 0,1 oy

S Nl (0) gy + Ar(®) + [Ver] o5 0. 4cre)

Therefore

”W”L;‘,I([Qt]xRﬁ) < HVW”L?LEM([O,t]xRG) < A(t) + e (4'13)
On the other hand, by Lemma 2.11 (ii), (4.12) and (4.8), we obtain

A(t) = VL) = (W 2202

<
< Juley [TWlyggpme + Iwhes [Vlgaps "
< [Iwle, + Vlea, | 19 lgagaes + Wl V9]0

< [A(t) 4+ € + O][A(t) + €] + [A(t) + €],

where all space time norms are taken in [0,] x R®. Summing over k and taking J > 0

small enough, we obtain

0 < CA(t)> — A(t) + Cé. (4.15)

Now, observe that if we take h(z) = Cx? — z + C¢?, we have a parabola facing upwards

and roots given by
1+ 4/1—4C?%
2C '

€Tr =
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14+ V1 —4C?%2

1
Moreover, notice that < e if, and only if, € < 30 Then, by (4.15) we get
h(A(t)) = 0 and, since A(t) = 0 for all ¢t € I and A(0) = 0, by continuity we should have

1 —+1—4C2%2
2C '

for all t € I. Hence, if € is sufficiently small, we deduce

A(t) <

Alt) <e, Vitel, k=1,..,1, (4.16)
for 0 < € < €;. This, together with (4.13) gives us

Si(v—u) <e (4.17)

Now, to obtain (4.10) using Strichartz’s inequality, (4.7), (4.8) and (4.16), we
get for k =1,...,1

[Vwklsoy < uk(0) = o) gy + Ak(®) + IV erl 2 pa gy < € (4.18)

Combining with (4.17) and (4.18), we get the desired result under (4.12).
Furthermore, to obtain (4.11), observe that by (4.12) and (4.13), for k = 1,...,1,

”vuk”L?LEﬁ(lfoi) < vakHL?‘L?/{’(IxRG) + vakHLnglf/E’(IxRﬁ) Set+o.

After combine this together with Strichartz’s inequality, Sobolev’s embedding and (4.5),

we deduce

|Vun| g rzxes) < Joeto)l gy + lun(0) = ve(to)lgy + IVl prors g, o) (4.19)

<E+e+[e+d*<E,
provided 6, € < eg = ¢(F).

Next we will remove the assumption (4.12). First, we note that (4.6) implies

L

Vue LPLA(I x R%). Indeed, subdividing I into Ny ~ (1 + =) subintervals I; such that
n

on each I; we have

||V||L;{w(1ij6) <,
and using Strichartz’s inequality, Lemma 2.11 and (4.5), we may estimate, for k =1, ..., [,
IVuklsoy) < vkl Lz mrarmey + IV 02z 1 xm0) + 1V erl p2pa2 o
SE+ HVHL;{Z(IJ-XRG)HVV”SO(IJ-XRS) +€
S E+0|Vv|ps 1xrs) + €

Thus, taking n small enough, we get

vakHSO(Ij) <FE+e¢ k=1,.,L
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Summing this bound over all intervals /;, allow us to obtain

vak”SO(IXRG) < C(E,L), k= 1, ,l

Now, we may subdivide I into N; subintervals J; = [t;,¢;.1] such that on each
J; we get

HVV”L?L;Q/S(JiXRG) < 57 k= 1a "'7la

where 0 is as in (4.12). Choosing €; small enough, depending on ¢, and Nj, the same

argument above, implies that for each ¢ and 0 < € < €y,

S;p(v—u) < C(ie,
V(v —u)[sory < Clie,
Vuls) < COE,

A(tz) < C(i)e,

since (4.7) holds when 0 is replaced by t;. We show this using an inductive argument. By

Strichartz’s inequality, we have, for k = 1,....[,

Jun(tiva) = ok(tiv) i S lun(0) = okto) gy + IVerll oo + Ar(tiga)
<e+ Z C(j)e.
=0

where we take ¢t € [0,¢;,1]. Choosing €; small enough depending on ¢y and F, we can
continue the inductive argument.

It remains to remove the additional hypothesis that ug € L2. We use the usual
1

x)

limiting argument to this end. Let us approximate ug € H;: by a sequence {uj} < H

that is, for any € > 0, there exists ng > 0 such that for n > ny,
luo —ugfy <e (4.20)
Observe that we can find an interval I,, such that

|U(t)ug | = [U®)Vug| <7

12 ~
LAL.S (I, xR6) ’

LS F (1, xRY)
for some 0 < 1 < ng. Then, by Theorem 4.1, we can find a sequence of solutions
u”: I, x R® - C to (1.2) in H., with initial data u™(0) = uf, such that, for all n > ny,

Il g 1, xme) S V0" 502,y < VUG ez +7° < E.

and

0l ) SN2 ey = IV sty < IV Gz + 7 < L.
t T n

for some n, £, L > 0. Together with (4.20), we can apply the above result for e = 0
and v := u™, for m > ny. Thus, we get a solution w, : I,, x R® — C, with initial data
w,,(0) = ug such that

v — Wn||H~%c <e. (4.21)
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But, by uniquiness of solution, we must have w, = u" and I, = I, for n,m > ny.
Therefore, all solutions u® with n > ng are defined in the same interval, namely, 1.
Rewriting (4.21) with v := u™ and w,, = u" we get that the sequence (u") is Cauchy
in Hi Then, u,, converge to a solution u : I x R® — C with initial data u, that obeys

Vu e LLA(I). This completes the proof. O

Now we are in a position to prove local well-posedness in the energy critical

norm.

Corollary 4.4. (Local well-posedness) Let ug € Hi Then, there exists a compact time

interval I containing 0 and a unique solution u to (1.2) with initial data uy = u(0).

Proof. Let ug € Hi Since Hi, functions can be approximated by H. functions, we may
found a sequence (u) = H such that, for any ¢ > 0, there exists ny > 0 such that for
n > ny,

luo —ugfg: <e (4.22)
Now, by Theorem 4.1, given 79 > 0, we can find a sequence of solutions to (1.2), u" < H}

with initial data u”(0) = ug, such that

s, < 0" e < [Vutlse < [Vuglez +7° < L.

LiF, S
for some 0 < 1 < ny and L > 0. Also, arguing as before, we have that all u" is defined in
the time interval I and is a Cauchy sequence in energy space Hi, and therefore,

gy < E.

Then, by Lemma 4.3, there exists a solution u : I x R® — C, to (1.2) with initial data
u(0) = uy. O

We finish this section showing a standard blow-up criterion for solutions of
(1.2).
Theorem 4.5. (Standard blow-up criterion). Let ug € Hgl& and u be the corresponding
solution to (1.2) on [0, Ty] x R® such that
Il (fo.mm)xrey < o0 (4.23)

Then, there exists § = 6(ug) such that the solution u extends to a solution to (1.2) on the
interval [0, Ty + 6.

Proof. We follow the ideas presented in (TAO; VISAN, 2005). Let us denote the norm
in (4.23) by M. The first step is to establish an H' bound on u. To do this, we start

A
subdviding [0, Tp] into N ~ (1 + ) subintervals J; such that

a

||UHL;{1,(JMR6) < a, (4.24)
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where a is a small positive constant. By the Strichartz inequality, Lemma 2.11, we have
for k=1,...,1,

lun] e 1 g xmey S k()] groroy + Hka(u)||L2L%
tHx

< Huk(ti)HH;(Rﬁ) + Huk”L;{gc(JixRG)HVUkHSO(Ji)
S lun () iy oy + ol Varlsocry,

for each interval J; and any t; € J;. If a is sufficiently small, we conclude

lullLesan ixme) < [0t

Thus, inductively we may obtain a bound of the form

Hu”L:‘H}:([O,TO]xRG) < C(||u(tz»)HH;, M, a),

which implies

Bl g gy < O i M) (4.25)

Now, let 0 < 7 < Tj. By the Strichartz inequality, Lemma 2.11 and the Sobolev embedding,

we have for k =1, ..., 1,

- U(t - <
Vo = U0 =TTy 1 ey = TV (4.26)
< ul?, s :
L} H, 5 ([r,To] xRS)

Thus, by triangle inequality,
_ < [ul?
IOt =Py ST

Let 19 be as in Theorem 4.1. By (4.25), taking 7 sufficiently close to Tj, we obtain

"o
Up(t — < —.
Ot = 7)ue () ”L;‘H;’ ¥ ([r,To]xRS) 2

While from Strichartz’s inequality we have

Ug(t — < 0.

Uk ( T)Uk(T)Hngi,%(RXM)
By the monotone convergence theorem, we deduce that there exists § = §(ugy) > 0 such
that

JE— < ’
||Uk(t T)Uk:(T)”L;;H;vl?z([ojoJré]xRG) o

Again, by Theorem 4.1, there exists a unique solution to (1.2) with initial data v(7) at
time ¢t = 7 which belongs to CH}C([T, Ty + 0] x R®). By using the uniqueness of solution,

we see that u = v on [1,Ty] x R® and so, v is an extension of u to [0, + 6] x R®. [

Remark 4.6. Note that in the contrapositive, this lemma asserts that if a solution u connot
be continued beyond a time Ty, T* > 0, that is, u has mazimal lifespan I = (=T, T*) and
both T,,,T* < oo, then the L;{x-norm must blow-up at that time Ty, T, i.c.,

S[(ll) = 0.



Chapter 4. Scattering for a quadratic type NLS system in dimension 6 85

4.2 Existence of a critical solution

In this section we prove Theorem 1.17. We first define, for any 0 < Ky < K(¥),

the function
L(Kj) :=sup {Sf(u); u: I x R® — C'is a solution to (1.2) s.t. sup K (u(t)) < KO} .
tel

Therefore, L : [0, K ()] — [0, oc] is a nondecreasing function and since the ground state
1 is time independent, thus Sg(¢) = o0, and hence L(K (1)) = co. Let us show that
L is continuous. Indeed, let X = L '(a,b) = {E € (0, K(v))| L(E) € (a,b)}. We show
that X is closed. Consider (E,) ¢ X% such that E, — E when n — oo. Without loss
of generality, we may assume that E,, is such that L(E,) = b for all n. The case when
L(E,) < a is treated in a similar way. Thus, there exists a sequence (v,,) of solutions that

1 .
obeys sup K (v,,) < E,,, such that S; (v,,) =b— —. Let € > 0 and ujj € H' be such that
tel, n

|ug = va(0)|g 21y <€ By Lemma 4.3, there exists uj, solution with initial data uj,(0) = ug
such that

n

vy, — uleL;‘Iil + 57, (v, —u) <e. (4.27)

Notice that from (4.27), we have for each n,

e e W I I M

Then

[0 llprm < IValpom +€< Ente

which implies

limsup |u

n—00,e—0

Al < E. (4.28)

Thus, passing to a subsequence if necessary, we are able to get a famlily of solutions

F = {u} }nen such that sup K (uf,) < E. Furthermore, by (4.27),
tel

St, (V) = 81, (u},) < [S1(vy) — 51, (uy)| < 51, (v — w,) <,

1 1
where, Sy (uf) = S;, (v,) — — = b — — — € and, therefore,
n n
sup{S;, (u5); u, € F} = b. (4.29)

By arbitrariness of € > 0, combining (4.28) and (4.29), we conclude L(E) > b, that is,
F e X which shows that X¢ is closed. Consequently X is open and L is continuous.

Hence, there must exist a critical energy, denoted by K., such that

<o, Ky< K,

(4.30)
= 00, KQ = Kc-

o]
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In particular, if u: I x R® — C' is a maximal solution such that sup(K (u)) < K., then

u is global and

teR

%@<LG@K@@0<@

The next result is essential to reach the goal of this section. The proof is addapted to the
one presented in (KILLIP; VISAN, 2010).

Theorem 4.7. (Palais-Smale condition) Let w,, : I,, x R® — C' be a sequence of solutions
o (1.2) such that

lim sup (sup Vun(t)%%) = K. (4.31)

n—o0 te[n

and let (t,) < I,, be a sequence of times obeying
T}i_{{}o Szt (W) = 7}1_{%0 S<t, (0,) = 0.
Then, the sequence u,(t,) has a subsequence that converges in Hl(RG) modulo symmetries.

Proof. We follow the ideas presented in (KILLIP; VISAN, 2010). Without loss of generality,

we may assume that t, = 0, for all n, by time-translation symmetry. Thus,
lim S>o(u,) = lim S<o(uy,) = . (4.32)

By (4.31), the sequence u,(0) is bounded in H'(R®). Therefore, up to a subsequence, we
may apply Theorem 2.26 to get the following decomposition

J
=2, Ut +w,,

=1

. — 7
where, for simplicity, we denote by (g/u)(z) := (M, )~/ (W‘)

Refining the subsequence once to each j and using a diagonal argument, for
each j, we may assume that (#/),; converge to some ¢ € [—o0, o0]. Thus, if #/ € (—c0, ),
since Ug(0) = Id, for k = 1,...., [, changing ¢’ by U(t/)¢’, we may assume that t/ = 0.
Besides that,

J
D g Ut +w) Zgn (e + ¢ — Z 1o+ W,

J
where W/ = Z @ [U#H)¢’ — ¢’] + w’. Therefore, we may consider that #/ = 0. Hence,

either #/ = O or t/ — +oo.

Now, we set the nonlinear profiles v/ : I/ x R® — C! associated to ¢’ and tl

by the following
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o If #/ =0, then v/ is the maximal solution to (1.2) with initial data v7/(0) = ¢’.

o If t/ — co, then v/ is the maximal solution to (1.2) which scatters forward in time
to U(t)¢’.

o If t/ — —oo, then v/ is the maximal solution to (1.2) which scatters backward in
time to U(t)¢’.

Now, for each j,n > 1, consider v/ : I? x R% — C' given by
vi(t) =T [V (- + )] (1),

where TV is defined as in Lemma 2.27 and I? := {t € R; (M) *t +t/ e I/}. This way, each
v/ is a maximal solution to (1.2) with initial data v7 (0) = g/ v’(#/ ) defined on the interval
I} = (=T, ;. T, ), where —0 < =T, < 0 < T}, < 0

n,jo T n,j

Notice that for each J > 1, using (2.19) and (4.31)

n—ao

J J
ZMW%%UMAZWW@+WWMg=gwmwﬁ<&- (4.33)

Since this holds to everyJ > 1, the series is convergent. Hence, there exists Jy > 1 such
that

||V¢JHL2 < Mo, vj J07
where 7 is the threshold in Corollary 4.2. Then, for every n > 1 and j = Jy, the solutions

v/ are global and
sup [V (0l + Se(vi (1) < |V . (4.39)

Claim 1:(At least a bad profile) There exists 1 < jo < Jy such that

lim sup Sp, T, )(V”) = 0.
n—00

Indeed, suppose by contradiction that for 1 < j < Jj,

hmsupSOT+ )( 7Y < 0. (4.35)

n—o0
In particular, this implies that 7. + =00, 1 < j < Jy and for all n large enough. Thus,
subdividing [0, o) into subintervals obeying S;(v?) < §, applying Strichartz’s inequality

in each subinterval and summing, we deduce
lim sup ”VZL”Sl([O,oo)) <o, foralll <y <Jp. (436)
n—ao

Combining (4.34) with (4.35) and using (2.19) and (4.31), we have for n sufficiently large,

Jo—1
D S0 (VE) £ D Sjos) (V) + D Sjooy (V)
j=1 j=1 i=Jo
S+ ) IVl (437)
j=Jo

<1+ K.
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Now, define the approximation

w)(t) == Y vi(t) + U(t)w;. (4.38)

j=1

Note that,

[u(0) — u, (0) g <

J
> gvi(t) - AU
j=1

H1

J
< ) IV (H) = UH) ¢
j=1
Consenquently, by the choice of v/,

lim sup |u’(0) — u,(0)|z: = 0.

n—aco

We show now that ui does not blow-up foward in time. First, let us introduce

the notation l
[uvligy == D lusvily.
k=1
Now, note that
lim sup HVﬁLVﬁLHL? =0. (4.39)
n— oz

Indeed, recall that by (4.34) and (4.36), v/ € S'([0,0)) (see (2.1)) for any j = 1 and n

large enough. Combining this with the Strichartz inequality one can see that

”Vj”Xl([O,oo)xRG]) = HV%”Xl([O,OO)xﬂ@]) SEE

. 8 . 8 . .
where X! := Lix N L} H, 5. Then, we may approximate v/ in X' by Cg° functions, that

is, given € > 0, there exists 1/ € C;°(R x R®) such that
V), = Tl sy < € (4.40)

Moreover, if j # i and € > 0, using (4.36) and Lemma 2.27 we obtain for n sufficiently

large,
HV%V;HLQI [0,00) x RS)
< |vi(vi — Télﬁi)HLg,m [0.00)x6) T [[(V, — qupz)Té"piHLf,m([O,oo)x]RG)
+ HTg%[’iTﬁ?’biHng [0,00) X R6)
< IVilxam Vi = Tl + IV = Tobl s sy |90 s1 )
+ HTrjﬂ/JgTﬁ/JiHL%’J [0,00) X RS)

<e€

~ bl

(4.41)
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and (4.39) holds. Also, notice that for a;, j = 1,..., J, we have

J 4 4 J
<Zaj> =ZZagai_j §Za§+C’J2a2ai

ik j=0 j=1 ik

J
STo,00) (Z V%) =
j=1

Then
4

-

(Z |Unk:|4 + CJZ |Unkvnk|2>

1#£]

M~

J
2.V
j=1

Lg J (4.42)
= D S0 (Vi) + G5 ) Vvl
iz %
Therefore, by (4.42), (2.18), (4.37) and (4.39)
< j J
P 02 < i v S (Zv ) + suntom)
4.43
hm lim sup <Z S[0,0) (V) + OJZ [viv n”L2 ) 49
J—>0  noowo =1 i
<1+ K..
Using the same argument that was used to obtain (4.36) from (4.35), we deduce
lim lim sup ||Vu;{|\30([0 w0)) C < oo, (4.44)
J—0 noowo ’

where C' depends only on K. In order to apply Lemma 4.3, we need to show that, for any
k=1,..1
11m limsup |V [(iaxd; + md)uy, — fi(a)] HLf/j([o,oo)xRﬁ) =0,

J—w n—o0

which, by definition of u’, we deduce

[ic,; + A]uil, = folwy) = Y fe(vh) = fu(up)

j=1 j=1
(4.45)
Therefore, by triangle inequality, this is equivalent to show that
J J
Jim limsup |V [Z fe(Vh) = fi (Z w)] 0 (4.46)
j=1 Jj=1 L{/2([0,00) xRS)
and
hm limsup |V[fi(u) — Ut)w;) — fi(u HL8/5 [0.00)xR8) = 0" (4.47)

n—0oo
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Let us start with (4.46). Note that, by Lemma 2.12 we may write

v|Saen - (5w)]

Let us show that for j # 1,

<Y VVIIVEL k=1L

j#i

= 0.

lim sup HVJ \VA'

T
oo L3/ ([0,00) xR)

Indeed, recall that we can approximate v/ and Vv? in X! by C§° functions, that is, given
€ > 0, there exists ¥/ € C°(R x R®) such that

Ivi, = ol + IVVi = V(T [xie) < € (4.48)
Hence, if j # ¢ and € > 0, using (4.36) and Lemma 2.27 we deduce for n large enough that

HVZLVV

nHLg/5 ([0,00) x R6)

< VY = VT g0y * 109 =TIV T g0 oy
ITIIV T gy 1o

< IVl (Ve = V(T s gy + 1V = Tl s iy | Vel sy

+ ||TTJL¢£V(TTZL¢D HLi/j([Opo) xR6)

< e
Then,
J J
lim sup |V [Z Fev) = i (Z V%)] < hmsupz AR HLs/s [0.00)xE6) = 0>
e j=1 j=1 Biqowy T
(4.50)

which proves (4.46). Now, consider (4.47). Henceforth, unless otherwise is said, the norms

are taken on [0,00) x R®. Combining Hélder’s inequality, (4.38) and Lemma 2.11,

(i Vi) vU(t)w!

When we take the limit in time, the second term vanishes by (2.18) and (4.44). Hence, is

enough to show
J
(Z V,{) vU(t)w!
j=1

Indeed, let n > 0. By (4.37) there exists J' = J'(n) = 1 such that

[V i (w7 = UMW) =V fiu)] e <

HUOW g [Vl

8/5
Lt,a;

lim lim sup = 0. (4.51)

J—>®0 npnoowo

8/5
Lt,x
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Using Holder’s inequality and an argument as in (4.43), we deduce

(ZJ: V%) vU(t)w!

j=7"

lim sup
n—00

4
< lim sup <Z S[O,oo)("%)) HVU(t)(Wr{)”if/s

n—a
5 y !
I f/; jg=J

<.
Since n > 0 is arbitrary, to show (4.51) it suffices to obtain
lim limsup v} VU(t)w; | s5 =0, 1<j<J. (4.52)
J—>0 nooo t,x
Fix 1 < j < J', by a change of variables
Vi, VU)W, s = IV VW5 s
t,x t,x
where W’ := [(T9)"'"U(t)w’](- — #/). Note that,

SR(WJ) = SR(U(t)WJ) and HVVNV;ZHLf/j = ||VU(t)W7{HL§/S (453)

n n
Again, using Holder’s inequality
T s < IVl 997 o

By a density argument, we may assume v/ € CJ¥(R x R®). Therefore, it is sufficient to
show that

Jim Timsup [VW;lz ) = 0,
for all compact K = R x R°. However, this is a consequence of Lemma 2.10, (4.53) and

(2.18). Hence, (4.47) follows.

Now we are in position to apply Lemma 4.3. Using (4.43), we deduce, for n
sufficiently large,
S[O,oo)(un) <1+ K,

which contradicts (4.32). This argument finish the proof of Claim 1.

Now, rearranging the index if necessary, we may assume that there exists
1 < J; < Jp such that

limsup Sy p+ y(V}) =0, paral<j<.J
S , (4.54)
lim sup Sjo,00) (V) < 00, para j > Jp.

n—00

We can guarantee, up to a subsequence in n, that S[O,T+l)(vi) — Q0.
For each m,n = 1, we set an integer j = j(m,n) € {1,..., J1} and an interval

K" of the form [0, 7] by

Y, Skp(vi) = Sip (™) = m. (4.55)

1<j<h
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By the pigeonhole principle, there exists a 1 < j; < J; such that, for infinitely many m
and n, we have j(m,n) = j;. Note that the infinite set of n that this holds depends on m.
Rearranging the index, we may assume that j; = 1. Moreover, by definition of the critical
energy,
lim sup lim sup sup varlz(t)Hii > K. (4.56)
m—w  n—ow teKp
On the other hand, in view of (4.55), all v/ have finite scattering size in K™
for each m = 1. Then, by the same argument used in Claim 1, we see that, for n and J
large enough, u’ is a good approximation for u,, in each interval K™. Precisely, we have
the following

Jim lim sup Jw;) — Wallpofo g wmey = 0. ¥m > 1. (4.57)

Claim 2. Forall J > 1, m > 1,

lim sup sup || Vu; (8)]L; — Z Vv Oz = IVWolEz | = 0.

n—w ek
Indeed, fix J = 1 and m > 1. Then, for all t € K], by (4.38),
IVu;()]L; = <VU‘]( ), V(1))

= Z Vv )22 + IVWaD)Ez + D (VVi(1), Vi, (1)

Z (VU(Hw, V(1)) + (Vv (1), VU()w)) .

Thus, to prove the claim, it is enough to show that for all sequence (¢,) < K"
(VVI(t,), VVi(t,)) —0asn—o0,i#7j 1<i,j<J (4.58)

and

(VU(t, )W Vvi(t,)) —>0asn —o, 1 <j<J (4.59)

We just show the second case, which depends on (2.20). The first one is treated in the

same way using (2.21). After performing a change of variables

(VU)W Tvi (1)) = <vu<tn<A2;>-2>[<gz;>-1wz]7 vy ((j) " tz;) > (4.60)

Since t, € K < [0,T,);) for all 1 < j < Jy, then t,(X,) >+t € I/, for all j > 1, where
I’ is the maximal interval of existence of v/. By (4.54), for j > J;, I’ = R. Refining the
sequence once for each j and using again the diagonalisation argument, we may assume

t,(M)™% + ) converges for all 5. Now, we fix 1 < j < J.
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Case 1: If t,,(\) "2 + #/ converges to some point 7/ in the interior of I/, then
by continuity of the flow, v/ (¢,(\,)™> + t/) converges to v/(77) in H'(R%). On the other
hand, using (4.33), we deduce

lim sup [U (6 (X)) [(92) ™ W3] g oy = B sup [willgn ey < Koo (4.61)

Combining with (4.60), we get
th o (ot .
Y (VU V(1)) = Jim (VU (— 5 ) (6wl v (s +4) )

- 7}%<U < AJ —t]> VU( (;j”) > ()7 w, ], U <—(;g)2 —t]> VV](T])>

= Jim (VU()1(g)) " w;), VU=V (7))

(4.62)

Using (2.20), we obtain (4.59).

Case 2: Consider now that t,,(\)~2 + #/, converges to sup I;. Then, we should
have sup I/ = oo and, consequently, v/ scatters foward in time. This holds if #/ — oo when

n — o0. Otherwise, suppose it does not hold. Then

lim sup So1,,1(v/,) = lim sup St ()~ 2+tj](vj) = 0,
n—00 n—00

which contradicts ¢,, € K". Hence, it must exist P e H!' such that

lim [V (6 (0) 72 + ) = Ulta(N) 2 + )9

n—aeo

HHl = 0.

Doing the same as in (4.62), we arrive at

lim (VU(t,)w, VA (1)) = lim (VU(~£)[(g])~ W], Vo),

n—ao0
which, again by (2.20), implies (4.59).

Case 3: Now let us focus on the case that t,(\,) ? + # converges to inf I7.

Since ¢,(M\,)"% = 0 and inf I/ < oo, for all j = 1, we see that #/ cannot converge to oo.

Moreover, if ¢/ = 0, then inf I/ < 0. Since ¢,(\,)™® = 0, then ¢/ cannot be identically zero.

So, t# — —oo which leads to inf I/ = —co and v’ scatters backwards in time to U(t)g’.
Therefore,

lim v/ (6,(A\) 72 +t)) = U(t, (X)) 7> + t) ¢

n—eo

HHl =0.

Repeating the argument in (4.62), we have

lim (VU(t)w, Vv (1)) = Jim (VO(~8)[(62) "' W7), V.

n—aoo

which, again by (2.20), implies (4.59). Proving Claim 2.
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Finally, by (4.31), (4.57) and Claim 2,

J
K, > limsup sup [Vl (02, = lim lmsup | sup 37 19vA(0)[3: + Vw2
) — n— m

n—w  t,e KM teKn il

1

By (4.56), this implies J; = 1, v/ = 0 for all j > 2, and w,, := W, converges to zero

strongly in H', that is,

u,(0) = gn U(70) @ + Wy, (4.63)

for some g,, € G, 7, € R and functions ¢, w,, € H'. Moreover, the sequence 7,, obeys either

T, =0 or 7, —> to0.

If 7,, = 0, then we have that u,(0) converges modulo symmetry to ¢, which is

the desired in this case.

To finish the proof, we show that this is the only possible case. Indeed, suppose
whithout loss of generality that 7, — o0. The case 7, — —o0 is analogous. Thus, by
Strichartz’s inequality Sg(U(t))¢ < oo. Therefore,

lim 52 (U()U(r)6) = 0
Since linear solutions and scattering size are preserved by the action of g,, this leads to
i 50 (U()9,U(7)6) = 0.
Together with (4.63) and the fact that w,, — 0 in H', we deduce that
lim 50 (U(t)u,(0)) = 0.
Applying Lemma 4.3, we deduce
lim So(u,) =0,
which contradicts (4.32). This finishes the proof of Theorem 4.7. O

Now we have the necessary tools to prove Theorem 1.17.

Proof of Theorem 1.17. Suppose that Theorem 1.10 fails. Since L(K (1)) = oo, by defini-
tion of critical energy K. we must have K. < K (). Therefore, we may choose a sequence

of functions u,, : I,, x RS — C', with I,, compact, obeying

supsup K (u,(t)) = K. and  lim Sy, (u,) = . (4.64)

n=1 tel,
1
Let t, € I, be such that S5, (u,) = S<;, (0,) = §S]n (u,,). Then,
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By time-translation symmetry, there is no loss of generality in assuming ¢, = 0. Using
Palais-Smale condition, we can find a function u.g € H' and gn € G such that g,u,, — u.p

strongly in Hl, that is,

Tim |75, 1,(0) — ueolig = 0.

Let u. : I, x R® — C' be the maximal solution corresponding to the initial data u.o. By
Lemma 4.3, we have I. < liminf [,, and

Lim [T, un — U] poppgxpey = 0, VK < I compact.

Then, by (4.64),
sup K (u.) < K.. (4.66)

tel.
Now, suppose that u. does not blow-up forward in time. Then [0, 00) < I. and Sx¢(u.) < c0.

Invoking again Lemma 4.3, we obtain
Sso(uy,) = Sso(T,,u,) < 0,

for n large enough, which contradicts (4.65). A similar argument is used to the negative

blow-up case. Hence u, blows-up in finite time. Now, by Theorem 4.7,

sup K (u.(t)) = K.. (4.67)
tel.

Hence, by (4.66),
sup K (u.(t)) = K.. (4.68)
tel,

It remains to show that u,. is almost periodic modulo symmetries. For this

purpose, consider a sequence of times t,, € I.. Since u. blows-up in time, we have
S)tn (uc) = Sétn (llc) = Q0.

By Palais-Smale, there exists a sequence u.(,) that converges in H' modulo symmetries.
This implies that the orbit F. := {1, u.(t,); t, € 1.} is pre-compact in H' modulo
symmetries. Hence, by definition of T, , it follows that u. is almost periodic modulo

symmetries. This completes the proof. O]

4.3 The enemies

This section is devoted to prove Proposition 1.18. Since the proof does not
rely on the nonlinearities, for the question of completness, we shall present here a slightly
modified version of the proof given in (KILLIP; VISAN, 2010). We also use some ideas
presented in (KILLIP; TAO; VISAN, 2009). Some of the tools is given in the Appendix
Al
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To begin with, we note that the existence of an almost periodic modulo
symmetries solution v : J x R® — C!, with minimal kinetic energy is guaranteed by
Theorem 1.17 in the last section. We denote the symmetry parameters of v by Ny (t)
and xy(t). It remains to construct a solution u, : I, x RS — C! such that its frequency
function N(t) satisfies one of the following conditions: Finite-time blow-up, soliton or
low-to-high frequency cascade. The construction of u. is made by taking subsequential
limits of normalizations of v at ¢y € J, given by (A.5). This is an almost periodic solution

and has symmetry parameters given by (A.6).

Using the definition of almost periodicity, given a sequence t,, € J we may get
a subsequence such that v'"(0) converges to some ug € Hi, Moreover, if we denote by u
the maximal solution with u(0) = ug, then u is almost periodic modulo symmetries with
the same compact modulus function as v. Once we have the solution, we set the following

quantities for T' > 0,

N, — to] < TNy(to)™2
osc(T) := inf sup{Ny(t); t€ J and [t — t| Nylto) )
toe inf{Ny(t); t € J and [t — to| < T Ny(to)~2}
and
N(to) N(to)

alty) := + .
(to) sup{N(t); te Jand t <to} sup{N(t); te Jandt >t}
Then, to complete the proof, we divide in three scenarios. The first one is when oscilation
is finite, that is,

(i) Tlim 0sc(T') < oo, which allow us to extract a soliton-like solution.
—00

Here, we choose a sequence t,, such that

limn sup sup{N(t); te J and |t — t,|

< TN(ty
< .
el EN(D): te J and [t —tn| < TN(t)2)

Then, we may find a number A = A, and two sequences, t,, € J and T,, — o0, obeying

N.(t)2)
RTINS

sup{Ny; [t — t,|
t

< T,
inf{Ny; [t —t,| <

nl

for all n. Together with Remark A.5, we get
[t, — T.N, % t, + T,N,?] = J

and

NV(t) ~ NV(tn)7

for all ¢ in this interval. Now, define the normalizations v{*] of v at times ¢,,. Then, vi"]

is a maximal solution with lifespan

Jpi={seR; t, + Ny(t,) *se J} o [-T,, T,]
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It is also an almost periodic solution modulo symmetries with compactness modulus
function C' and frequency scale function

Nytta1(s) = ]V\/:Etn)Nv (tn + Nv(tn)ds) )

Particularly, we see that if s € [T, T,,] then
Ny ~ 1. (4.69)

Lemma A.4 now implies, up to a subsequence, that vt converge locally uniformly (see
Appendix, Definition A.1) to an almost periodic modulo symmetries solution u, with
maximal interval of existence I containing the origin and energy E(v). As T,, — oo, Lemma
A.1 and (4.69) yield that N, obeys

0 < inf Ny(t) < sup Ny(t) < 0.
tel tel

By Corollary A.6, I could not have finite endpoints, therefore I must be R. Also, we can
normalize N = 1 by modifying C' by a bounded quantity. Hence, u satisfies the conditions

to be a soliton.

The other two scenarios happen when osc(T) is unbounded. In this cases we

work with a(ty), for ¢y € J to distinguish them. The second case is the following

(ii) lim osc(T) = o0 and inf a(ty) = 0.

T—wo toeJ

Since a(ty) = 0, we may choose sequences t, < t, < ¢ from J such that a(t,) — 0,
Ny(t,)/Ny(t)) — o0 and Ny (t5)/Ny(T, ) — c0. Then, we choose times t, € (¢, ,t;) such

that
Ny () < 2inf{N(t); tet, , t']}. (4.70)
In this way, we have N(t) < 2N(¢,), which allow us to deduce that
Ny(t,) Ny(t,)
s d S — 0. 4.71
M) M M) T )

Now, let us denote by u the subsequential limit of vltl and let I be its maximal interval
of existence. If I is bounded, then u is a finite-time blow-up solution in the sense of

Proposition 1.18. Thus it remains to consider the case I = R.

Let s& := (£5)Ny(t,)*. From (4.71) we see that Nu(sF) — oo and then, since
u is a global solution, st — c0. Combining with (4.70) we have that N, (t) is uniformly

bounded from below in ¢ € R. Rescaling u, we may conclude that Ny(¢) = 1 for all t € R.

It follows from osc(T) — oo, that Ny(t) must show significant oscilation in

neighborhoods of ¢, which also happens to u. Combining this with the lower bound on Ny,
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one can see that lim sup Ny (t) = co. Then, up to a time-translation, we have constructed
[t| >0
a low-to-high cascade in the sense of Proposition 1.18.

The last case is when a(tg) is strictly positive, or

(iii) lim ose(T) =00 and inf a(tg) = 2¢ > 0.

T—w to€J

Let us call tg € J future-spreading if N(t) < e 'N(ty), for any t > to and past-spreading if
N(t) < e *N(ty) for any t < t,. Thus, by hypothesis, every t, is past- or future-spreading.

Notice that J must be infinite in backward or forward time direction, since a
single time is past- or future-spreading, respectively. Also, recall that finite-time blow-up
is accompanied by N, — oo as t approaches the blow-up time. Next we will show that
either all sufficiently late times are future-spreading or all sufficiently early times are
past-spreading. Otherwise, it would be possible to find a interval large enough such that it
starts with a future-spreading time and it ends with a past-spreading time. This would
be absurd, as it contradicts the divergence of osc(T"). We will focus only in the case
where t > t, are future-spreading. The past-spreading case is analogous since we have

time-reversal symmetry.

Take T obeying osc(T) > 2¢™'. Let us construct an increasing sequence {t,,}_,
such that

1
0<tyy1 —t, <8TN(t,)? and N(t,.1) < 5N(tn). (4.72)

Given t,, set ¢/, := t, + 4TN(t,) % If 2N(t,) < N(t,) we choose t,;; = t/ and the
properties above follows. If 2N (¢)) > N(t,), then

Tn = [, = TN(6,) 2t + TN (1)) [ty + 8TN () ).

As t,, is future-spreading, we may ensure that N(t) < e *N(t,) on J,, however, by the
choice of T', we can find ¢, € J,, obeying 2N (t,,41) < N(t,).

Since we have a sequence of times satisfying (4.72), then any subsequential

limit u of v{**! is a finite-time blow-up solution. Indeed, setting s, := (to — t,)N(t,) 2 we

may notice that N,u,) = 2". However,

n—1
k=0

Thus, s,, is bounded and, therefore, the solut1on u must blow—up at some time —87" <t < 0.

This completes the proof of Proposition 1.18.

4.4  Finite-time blow-up

In this section we shall start the process of eliminating of our “enemies”. We

start avoiding the finite-time blow-up solution.
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Theorem 4.8. There is no critical solution, in the sense of Theorem 1.17, for the system

(1.2) which blows-up in finite time.

Proof. Suppose that there exists a maximal finite-time blowing-up solution, namely,
u, : I, x R® — C'. There is no loss of generality in assuming that sup I, < co. Then

%1/{1;111;% N(t) = o0. (4.73)
Indeed, if (4.73) does not occur, we may choose (t,) < I. converging to sup I, and set
vy I, x RS — C! given by

1 t x
n t? = X777 o C tn + ANT/2Z \O ) tn + Y
wt.0) = s (i e 700+ 57

where I, := {t, + N(t,)"* : te I,}. Theorem 1.17 tell us that u, is almost periodic
modulo symmetries, which implies that {v,(¢,2)}.en is also a solution for the system.
Besides that, combining with Remark 1.15, we have that {v,(0)} ¢ H!(R®) is pre-compact

in Hi Hence, after passing to a subsequence if necessary, there exists v such that
T [v,(0) = Vol g = 0. (4.74)

Suppose that vy = 0. Then, since |[Vv,(0)|r2 = |[Vu.(t,)|r2, by (4.74) we have that
IVu.(t,) |2 — 0 as n — oo, that is, K(u.(t,)) — 0, as n — oo. By Lemma 2.31,
E(u.(t,)) ~ K(u.(t,)). Taking n — oo, we get E(u.(t,)) — 0. By conservation of the
energy, this leads to F(u.) = 0, which is a contradiction, since u, # 0. Then, vo # 0.
Let v : I x R® — C' be the maximal solution to (1.2) with initial data vy = v(0), where
I := (=T, T") satisfies —0 < =T, < 0 < T* < . By the well-posedness, for each
compact interval J < I, we have S;(v) < oo. This shows that u, is well-posed with finite
scatterting size on the interval {t, + t(N(t,)) %, t € J}. However, as t,, /" sup I. and
liTILIL ioglf N(t,) = }gglugllf N(t) < oo, that is, u. has finite scattering size beyond sup I.., which
contradicts the existence of ¢; € I, such that Sj, sup I, (u.) = oo. Hence, (4.73) must hold.

Consider u. = (e, ..., ug). Let n € (0,1) and ¢ € I.. By Hélder’s inequality and
Sobolev’s embedding, for k =1,...,l and R > 0,

f |t |*d < f |2 dz + J |t *d
|z|<R |e—z(t)|<nR |z|<R, |z—z(t)|>nR

2/3
< PR a2y + B2 (f |uck|5dw)

z—z(t)|>nR

2/3
SPRPK () + R? U |uck|3dx>
|

z—z(t)|>nR
<SP RPK (Y) + R,
where we used (4.73), almost periodicity modulo symmetries and Remark 1.15 in the last

inequality. Then, letting 7 — 0, we see that

limsupj lue|?dr =0, VYR>0,k=1,..1 (4.75)
|z|<R

t—sup I
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Now, consider

1, r<1,
'S =
R P
and l
a; ]
Vi(t —J g2 gb()d
R(t) <’€Zl %| il > 7
By (4.75),
limsup Vg(t) =0, VR > 0. (4.76)
t—sup I

Using Hardy’s inequality (see (TAO, 2006, Lemma A.2)) and (1.32), we get

Va(t)] =2

l
> oyIm J Vg - Vel ds
k=1

U,
< |V —
” uCHL% |$|

L3

By the fundamental theorem of calculus,
Ve(t) < Vr(ta) + [t1 — o [K()[]?, Vi, ta€ I, R> 0.
Taking t5 — sup /. and using (4.76), we see
Vr(t1) < [sup L. — t1|[K (9)]?, Vit € L.

Invoking the conservation of mass and making R — oo,

Quw) = Quc(t)) < [sup Lo = H[[K()], Yt € L.

Letting ¢, " sup I, give us u, = 0. By uniquess of solution, it follows that u. = 0, which
contradicts (1.32). O

4.5 Negative Regularity

Before proceeding to exclusion of next two “enemies”, we must prove that the
critical solution has some negative regularity. We dedicate this section for this purpose.

We begin by stating the main result of this section.

Theorem 4.9. (Negative Regularity). Let u be a global solution to (1.2) that is almost

periodic modulo symmetries. Suppose also that

sup |Vur2 < oo (4.77)
teR
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and
inf N(t) > 1. (4.78)

teR

Then u € LEHLC for some € > 0. In particular, u € LPL2,

To prove this theorem we will follow the strategy presented in (KILLIP; VISAN,
2010). The proof will be done in two steps. The first one is to prove that our solution
lies in L;°L?, for 2 < p < 3. The second is to use the “double Duhamel trick” to improve
regularity to u € L;° Hi’s for some s > 0. Having disposed of this two preliminary steps,
we may derive Theorem 4.9. Before proceeding, we need to set some usefull tools. The

first one is the following Duhamel’s formula.

Lemma 4.10. Let u be an almost periodic solution to (1.2) with maximal interval of

existence I. Then, for allte I,

ug(t) = lim ZL U(t — s) fr(u(s))ds

romed e (4.79)
- lim i | U= 9 Aaes
as weak limits in HL(R®).
Proof. The proof can be found in (TAO; VISAN; ZHANG, 2008), Section 6. ]

Remark 4.11. Assume that u obeys the hypotheses of Theorem 4.9. Consider n > 0 a
small constant that will be chosen later. By Remark 1.16 combined with (4.78), there is
No = No(n) such that

||V(P<NOU)||L‘Z@L% <n, Vn>0. (4.80)

Remark 4.12. Define, for frequencies N < 10Ny,
A(N) := N7 Pyu(t) | Lovs (mxis).- (4.81)
By Bernstein’s inequality, Sobolev’s embedding H'(R®) — L*(R®) and (4.77) we see

A(N) = N2 Pya(®) s
< N NG9 | Pyufrprg
< [|Pyvulpzes

< [VulLees,

which implies that A(N) is well defined.

The next result is a recurrence formula to A(N).
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Lemma 4.13. For all N < 10Ny,

A(N) < (]]\\[;)1/2+n > (]]\Z)l/QA(Nl)jLn > (]]\G)WA(M), (4.82)

N N
To<N1<No Ni<{g

where A(N) is given by (4.81).

Proof. We first fix N such that N < 10Ny. By time-translation symmetry, it is sufficient
to show that

N\ 2 N\ 2 N\ V2
NPy < (=) +n X () AND+n X (=) A
No N N, N
EgngNO N1<T]\(])
(4.83)
By Duhamel’s formula (4.79) and triangle inequality, we have
N2 1
NPy 0)]ss < N | U)o Pfutult)d
Qg
’ L (4.84)
0
1
LN J Us(t) - Py fu(u(t))dt
N-2 Qg L4
For the first term on the right-hand side of the last inequality, using Lemma 2.19, we may
estimate
N2 1 N2 1
N2 f Up(t)— Py fu(u())dt| < N-V2N9" j Us(t)— Py fu(u(t))dt
0 Ak 0 Qg
Lg L}
N72
< N| Py fr(u(t))| ez (J 1dt>
0
< N*1N3/2HPka(u(t))||Lgﬁ L3
— N'Y2| Py fr(u(t)) HL‘}L‘;/S'
(4.85)

Next, for the second term in the right-hand side of (4.84) we may apply Lemma
2.9 to get

®© 1
N2 f Un(t)— Py fulu(t))dt| < N2
Qg

N—2

[P fe(a(@)] o e (JOO |t|_3/2dt)

Li N—2

(4.86)
— N1/2||prk(u(t))||Ltf‘Li/3.

From (4.85) and (4.86), we conclude

N2 Pyu(0)es < N2 Prfi(a(®))] o pos.

Hence, to obtain (4.83) we need to estimate N2| Py fi(uc(t)) Notice that

”L;f-‘L;W .

fe(ue) = fr(ue) — fu(Panoue) + fu(Peanyue)
= gk(UC) + flc(PéNoqu)-
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Then,

N2 Py £ (0) | g0 < N1y oo + N2 P )]y o
=7T+J.

(4.87)

By Lemma 2.11 and the decomposition of the solution

lgr()| = [fr(0) — fu(P<nou)]|
= | fu(P<nou + P-n,u) — fi(P<n,u)|

l l
<C Y (1Panyt + Pongus] + | Pengttj ) | Po it

m=1j=1
l l l
<O Y 2 Penotl|[Ponyti] + C ) | Poytin].
m=1j=1 m=1

Furthermore, using Holder’s inequality and Lemma 2.19, the first term in the

right-hand side of (4.87) can be bounded as follows

T < NP |gu(w)l o0

MN

r l
NS |||P<Nouj||P>N0um|||L;L;y3+Z|P>NoUm|2”Lz—Li/3]

J m=1

—
Il
—_

| m=
l

-

$ N1/2

l
luslliie g | Po vy tmll o s + umIIL;f-LgIIP>NoumL;LL;zxs]

m=1

3
L
<
I
H

l l
< NN Z 2 s IV 12l e o + ) ||umszLg|V|1/2umL;cL;2/5] :

m=1j=1 m=1

Using the embbedings H}(R®) — H2'® (R%), see (BERGH; LoFSTRSM, 1976, Theorem
6.5.1, page 153), and H!(R%) — L3(R®), see (TAO, 2006, page 335, A.11), and (4.77), the

last inequality gives us
s N\ Y2
IT<SNPEN=(—] .
" (NO)

To estimate the second term in the right-hand side of (4.87), the fundamental

theorem of calculus allows us to write

l
[ (2) = > (zm gj’“( "+ 0(z—12))dd +
m=1 m

\ of
2 f I o'+ 0l — 2.
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Taking z = P

2

! .
<<nu and z' = Poyu, we arrive at

sl

which implies

J < N2 HPka (Pl%g.gNou)

l

+ N2

LrLy?

m=l LE Lyl (4.88)
! 1
Ofk
1/2
o mzl & [P<N umL 0z, (Plﬂg <ttt 6P<%u) de] LeLi?

=N +T+Ts

At first, we shall work with J5 and J3. Effectively, it suffices to estimate 75,

because J3 can be treated in an analogous way.

From (H2), we have for k = 1,...,1 that the complex derivatives of the nonlin-

earities fj are Holder continuous of order 1, hence Lemma 2.20 gives us, for m =1, ..., [,

P_x %(u)

“10 0z,

~

LPL2 M> % LPL2

< Z M~V

N
M>1—0

< N71|‘Vu||LfL§7

10
since Z Mt = Z Q’JN < N '. Applying Holder’s inequality, Remark 2.18, (4.80)

M>% 3>0
and (4.81),
j—Nl/ZZl: Py |P.nu 1%(13 w+ OP_yu) do
‘o —1 N1t <gom 0 0Zm Ty <o <o LrLY?

1
P>Nf 0 (P
0 Jy 0z,

l
<NV 2 ||P<%UmHL;’~’LgN_1||VP<NOUHLZ~L§

m=1

Bt 6P<%u) a9

al=

l
< N2 Z | P et e 14
m=1

LPL?

<N Poxufrpns
<N Z |1 Pyl ns

N
N1<E

¥ (jjvvl)l/QA(Nl).

N
N1<E
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Finally, we can estimate J; in (4.88). By Lemma 2.11,

l
H@] <Y 2z

m=1

so, using Lemma 2.11 and Hoélder’s inequality,

HPka (PN< <N U )‘LfLw ~ ka (PN< <N U )‘L,Lus
l
S Z Py )(P%<~<Noum)||L;“L§/3
m—1

N
N
g
—
o
<
g
z
N
g
=
3
h’b
I

174\
E
i~
2
=
]
2
=
I~
3
=
3
vl
[

!
+ [Z | (Pry )| Lg||(PN2um)||L;Lg] :

(4.89)

Therefore, using Lemma 2.19 and (4.80),

<n Ny Pyt || e 1

|Pufi (Pyeenn)

o r4/3
LrLy

+1 Z Ny Y| Pyt || L

l
N
<7 > (Nl) N Y|Py | 17 1

l
N B 4.90
1 }](Q)MHWWMLﬂg (4.90)

Then,
1/2
NmfkmmLﬂ%§(> o

finishing the proof. [l
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This Lemma leads us directly to our first result.

Proposition 4.14. Let u be as in Theorem 4.9. Then

ue LLE, 1; <p<3. (4.91)
In addition,
V fr(u) € LELE, Z <r< g (4.92)
Proof. Combining Lemma 4.13 with Lemma 2.8, we deduce
| Pyufprps < N'7, for N < 10N, (4.93)

by setting N = 10-277 Ny, ; = A(277 Ny) and take n sufficiently small. Now, by interpo-
lation, Lemma 2.20 with g(u) = u, (4.93) and (4.77)

2(p—2)

E. |
| Pyvufpyre < HPNUHL;fPLg HPNu”f@C‘Lg

2(p=2) _ _ 4_1
SN T (NTVulepre)”
2(1’_2)7 17&
= P p
<N

Now, if 14/5 < p < 3, then 3 — 8/p < 1/7. Thereby,
| Pyullgrry < N7 (4.94)

for all N < 10Ny. On the other hand, notice that Lemma 2.16 with s = 1, ¢ = 2 gives us

6
6 = 3 — —, consequently,
p

3-¢ S_9 3-¢ S_9
| Pyvualzre < IV(Pvu)|per: [ Prullger, = [Pyv(Va)|pts [Prulfop., (4.95)

where we used the commutativity of Littlewood-Paley operators with gradient in the last

inequality. By Lemma 2.6 and (4.77)
IPv(Vue)Lree < [Vueure: < 1. (4.96)
Using Lemma 2.20 with g(u) = u, and again (4.77), we deduce
| Pyulprrz < N7 Vulpzrz < N7 (4.97)
Inserting (4.96) and (4.97) in (4.95), we obtain

_6
|Pvafprry < N*». (4.98)
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Finally, by (4.94) and (4.98),

luluzry < 1Panouliery + [ P-noulLyeey

< > [Pvulgpre + ) | Pvulpeps

N<Ny N=>Ng
< Y N+ Y N5
N<Ny N>Ny
< 1
as stated.
In particular, by Lemma 2.11 (iii), with ¢ = 2, and (4.77),
IVilier; € luleyezlVulezre < [ufzee.
111 . 14 _ o
Since — = — + 3 and u € LL? for 5 < p < 3, it follows that V fi(u) € LFL! for
r p
7 6
5 <r< 5 Finishing the proof. O

The second step to reach our goal will be done as in (KILLIP; VISAN, 2010),

where we will prove (4.91) by using Lemma 4.10 twice.

Proposition 4.15. (Some negative reqularity) Let u be as in Theorem 4.9. If |V|° fr(u) €
LPLE for some 6 <r<—,s€el0,1] and k = 1,...,1, then there is so = so(r) > 0 such

that u € LPH* 0" (R).

5;

Proof. We first notice that
H|V|SiSO+UkHL;ﬁL% < |||V|5780+PN<1U]€”L?L% + H|V|575°+PN>1ukHL§aL% = A + B. (499)

We will work the cases separately. We start with A:

A=Vt Y Pyulrers

N<1
< DIV Pyuglnpre
Vst (4.100)
= D VI (VI Pyvu) oz o2
N<1
< Z N |V Pyug| e 2,
N<1
where we used Bernstein’s inequality in the last line. We will show that
6
IIV]*Pyug|zerz € N, N >0 sp:=-—5>0. (4.101)
r

By time-translation, it suffices to prove

6
IV Pyu(0) 12 S N, N>0 sgi= 2 =5>0. (4.102)
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By Duhamel’s formula (4.79), both in the future and the past, for k = 1, ...,1, we write
V] Pyug(0)] g 12

- i jim (; j V(=) Pu|V[* fuult))de, —i j (=) Py utu(r))dr )

T—o0 T'——o0

< [T P a0, 0t - I et
0 —Q0
(4.103)
We treat the integral in two ways. First, using Holder’s inequality and Lemma 2.9,
[KPN |V fr(u(t)), Un(t — 1) Pn V[ fr(u(7)))|
< PNV fe(a() |y |U(t = 7) P |V fr(a(7))] y (4.104)
< [t =7 IV w2y g
On the other hand, by Bernstein’s inequality,
[KPNIVI fr(u(t)), Un(t — 7) Py V[ fr(u(7)))|

< |1PnIVE fr(u(®)] 22 |Ue(t — 7) Px |V fr{u(7)) |2 (4.105)
< N2V (),

Then, combining (4.104) with (4.105), and using in (4.103), we deduce

o r0
|V|SPNUk(0)%g$||v|sfk(u)%;‘mf f minf[t — 77}, N2}7 Pdtdr. (4.106)
0 —0

1
Now, if t <0 < 7 hence, [t —7| =7 —t. If [t — 7| ' < N? then 7 >t + — so

N2
J J min{[t — 7| N2}7*3dtd7 = Jf ———dtdr
7' — t 3
{T=>t+ N2}
o] 0 1
f J dth + J J 7dtd7'
T—tr € 7oo(T—t)T
(4.107)
o ) : . 6
To simplify notation, we will write ¢ := — — 3. Thus,
r
1 1
e 1 N2 1 N2
J ! f ——dtdr = ) "
(1 — )4 g—1J)y (r—t)a 1| _,
1 (™ 1
= o] dr
g—1Jy (rT—(r—N2)) (4.108)
= L™ N2=2(r
q—1J
_ 1 N2q 4
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Likewise,
| T R
J f dtdt = J —| dr
I e TR Al M T I
1 |
-1 f Tq_ldT
K - - (4.109)
Ca-De-2) 2y,
1
= ————N**
(¢=1Dl¢—2)
1
On the other hand, if N*> < |t — 7| ', then 7 <t + Nz So

o r0
f J min{[t — 7|7, N*}4dtdr = J N*dtdr
0 J-

{r<t+4s}

N

6
By (4.107), (4.108), (4.109) and (4.110), and noticing that 2¢ — 4 = 2 ( — 3) —4 =

,
12 6 6

— — 10 = 2sq, besides that — — 3 > 2 since r < £ it follows that

r r

JOO JO min{[t — 7|7}, N2}g_3dtd7' < N2, (4.111)
0 Jow
Replacing (4.111) in (4.106), we deduce
[IVI* Prug(0)[[72 < N*°[[V]* fu(w) |7 ;-
Then (4.102) holds, and consequently
A< Y NTOENT = 3N (4.112)

N<1 N<1
To estimate B, by Lemma 2.19, Lemma 2.20 and (4.77), for k =1, ..., [,

[V Pyl ppre < N° | Pyug|pre < NN (N Y[Vl g pz) < N 0L

Thus
B< Y VI Pyugppre £ Y, N1, (4.113)

N>1 N>1

Replacing (4.112) and (4.113) in (4.99), for k = 1, ...,1, we have
VI e e < Z NO* + Z NE=soH)=1 <1,

N<1 N>1

which completes the proof. O]
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Proof of Theorem 4.9. By proposition 4.14, we may apply Proposition 4.15 with s =1 to
show that u e LeH™*0* for some sy > 0. Using (2.4) we deduce,

IV fo(u) |Lew, < ey ne g pgrsos

7 6
Then, (4.91) guarantees that |V|' %" fi(u) € L¥L’, for 6 <r < 5 and k = 1,...,1.
Another application of Proposition 4.15 helps us to get u € L;’OHkQSO*. Iterating this

procedure finitely many times gives us u € L;° H " for some 0 < € < $o. n

4.6 Soliton

In this section we exclude the soliton-like solution. For this, we need to show
that the critical solution has zero momentum and, from that, get some compactness

properties. We first define the momentum associated to the solution u by
!
P(u) :=4 Z a,Im J Vuugdz.
k=1

Notice that if u(t,z) is a solution to (1.2) then the function u(t,z), called
Galilean transformation, given by

iz Tk —it|g|2 2k

Wi (t, ) == e e wug(t,r —2t€), k=1,..1, (4.114)

is also a solution to (1.2). This is a direct consequence of Gauge condition (see Lemma
2.13). The next Lemma gives us some properties of mass and kinetic energy of Galilean

transformation.

Lemma 4.16. For £ € RS, let u® be a Galilean transformation. Then

(i)

(ii)
Vi @)]| = S + 226 [Tt (@) + V(e
In particular,
K(u*(x)) = [£Q(u(2)) + & - P(u(2)) + K (u(x)).

Proof. The proof follows by direct calculations, so we omit the details. m

In other words, we can write E(u) = E(u®(z)) + (4M(u))'P(u)?, which
express that total energy can be decomposed as the energy viewed in the center of mass
frame plus the energy arising from the motion of the center of the mass. (see (LANDAU;
LIFSHITZ, 1976, §8)).
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Lemma 4.17. Assume that hypothesis (H3) and (H5) hold. Then, the momentum P(u)

associated with the solution u is a conserved quantity.

Proof. Suppose that u is a sufficiently regular solution. Then, formally, we multiply (1.2)

by 0., ux, and integrate on R® and taking the imaginary part to obtain
oy, Im [J 8tuk6$jﬂkdx] = yIm [ij&tVukﬁxjﬂkdx] + Im [z’ffk(u)axjﬂkdx] . (4.115)

First, notice that by integrating by parts if@tVukéxjukdx agrees with the complex

conjugate and then, it is a real number. Thus, the first integral on the right-hand side of
(4.115) vanishes. Hence, (4.115) becomes

o lm [J ﬁtukﬁxjﬂkdx] =Im [z’ffk(u)azjﬂkd$] )

Summing over k = 1, ..., in the last equality and using Lemma 2.14 (ii), we deduce

!
Z o Im J Oup Oy Updr = J@Bj ReF'(u)dzx.
k=1

Integrating by parts, as a consequence of Lemma 2.14 (iii), the integral on right-hand side

vanishes. Then,

l
Z oy, Im J Oup g Urdr = 0. (4.116)

k=1
Now, we use the following identity 0;[ux0y,ur] = Oiup0y;Ur + up0y 0y Ug, to write (4.116) as

l l
Z orlm f Op|un Oy tige]dw — Z o lm f U010 Updr = 0. (4.117)
k=1 k=1
Using integration by parts and that uy, satisfies (1.2), we may write

(675 Jﬁkﬁtax]ukdx = Y JZAU}C@% akdl' —1 Jfk(u)&xjakda:

Therefore, the second term in(4.117) can be written as

! l
- Z aklmfukﬁtamjakdx = Z orlm f U0y Oz updx
k=1 h=1 (4.118)

I
== Z Vi JiAuk&L«jﬂkdm = f&xj ReF'(u)dz,
k=1

where in the last integral on the right-hand side of (4.118) we applied Lemma 2.14 (iii).
As before, the two integrals on the right-hand side vanishes. The result follows from this
and (4.117). O

Proposition 4.18. (Zero momentum). Assume that u. is a blow-up solution to (1.2) with

minimum kinetic energy and obeys u. € LHL. Then P(u,.) = 0.
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Proof. Suppose that u, : I, x RS — C' is as in Proposition 4.18. We know that the
mass @(u.) and the momentum P(u,.) are conserved quantities. Besides that, Q(u.) # 0,

otherwise we would have u. = 0, which is excluded beacuse u. is a blow-up solution. Then,
P(u)
2Q(u,)

(1.2) by invariance of the Galilean transformation.

is well defined and the function u% is a solution to

the vector given by &, :=

By Lemma 4.16, we deduce

[l Que(w)) + & - Pluc(x)) = K(u () — K (uc()). (4.119)

Now, Sz (u%) = S; (u.) = o0, hence u¥ is also a blow-up solution to (1.2). Moreover, by

hypothesis, u. has minimum kinetic energy, and then, (4.119) implies that
|£0|2Q(uc(x)) + 50 ) P(uc(x)) = 0.

On the other hand, by the definition of &;, we deduce

2
0 < [ Quc()) + & - P(uc(z)) = —m <0. (4.120)
Since Q(u.) # 0, it follows from (4.120) that P(u.(z)) = 0, as we desired. O

Lemma 4.19. (Compactness in L*?) Let u, be a soliton in the sense of Proposition 1.18.

Then, for all n > 0, there is a constant C(n) > 0 such that

l

sup )| J [uer|*dz < .
teR ;=1 J|z—z(t)|=C(n)

Proof. The argument takes place in a fixed ¢, in particular, we may assume xz(t) = 0.

Initially, we control the contribution of low frequency. Using Bernstein’s in-

equality, (2.6) and Theorem 4.9, we obtain, for k =1, ..., 1,
| P<nter(D)|z2(el>r) < [Pantck(t)]| 2 € NYUNPN|V| ™ Uek L1z € NIV “Ue| pr2 < N°.

This can be smaller than 1 choosing N = N(n) sufficiently small.

For the high frequencies case, an application of Schur’s test gives us the following:
For some m > 0 (see (KILLIP; VISAN, 2010), page 408),

[Xiatz20A 'V PanX otz 2, o € NTRN) ™
uniformly in R, N > 0. On the other hand, by Bernstein’s inequality,
HX\x|>2RA71VP>NX|a:|>R”LZHL? <N L
Together, the above inequalities give us

J P2 < N“CRNY 2 Vg2, + N7 | [V
|z|=2R

|z|=R
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Choosing R as large as necessary, we can make the first term on the right-hand side

smaller than 7. The same holds to the second term because u. is almost periodic modulo

symmetries
supf |Vue[*dr < 7.
teR Jlz—a(t)|=C(n)
The result follows combining the estimates of P-yuq and Ps . O

Corollary 4.20. (Control of x(t)). Let u. be a soliton solution in the sense of Proposition
1.18. Then
z(t)] = oft), t— o0

Proof. We argue by contradiction. Suppose that there exist 6 > 0 and a sequence t,, — o
such that

|z(t,)| > ot,, Vn = 1. (4.121)
By spatial-translation symmetry, we may assume z(0) = 0.

Let n > 0 be a constant that will be chosen later. By Remark 1.15 and Lemma

4.19,
l
sup > f (IVuer(t, ) + Juer(t, 2)*) dz < n. (4.122)
teR 27 Jlz—x(t)|>C(n)
Define
T.:= inf {la(t)] = |z(t,)]} <t, and R,:=C(n)+ sup |z(t)]. (4.123)
te[0,tr] 1€[0,Tn]

Let ¢ be a smooth, radial function such that

and define the “truncated” position
_ | 2
Xg(t) = | x¢ I |wer, (£, ) |*dx.
R6
By Theorem 4.9, uy € LFL2. Thus, by (4.123), if |z| < C(n) then L? < 1, hence,
0] (gi) =1 and

J x¢ <|$|) |uer (0, :B)|2dx
al<c@m)  \Min

|uer (0, ) |2d:B

||
le|<C(n) Ry,

<€) | Jua0.0)Pde < Q).

RS

(4.124)
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On the other hand, if |z| = 2R,, then ¢ (L% |> = (. Thus, using (4.122), we deduce

|2 |>
e (0, ) | da
J|$>C() (R

Therefore, combining (4.124) and (4.125),

< f xo (m) e, (0, ) [Pdx| +
wl<cm)  \

< 2R, J [ue (0, 2) P dx < 2R.m. (4.125)
e >C ()

f 20 <|$|) e (0, ) [P da
wzcm)  \ltn (4.126)

)l
~ [ a0 () a0 + 2(1)0w) - 2()Q0w)

+ LS w(T,)¢ <R) ek (T, ) [ — L6 w(T,)¢ <L§|1> |tk (T, ) |*dac
~ et @~ [ |1-o ()| joatm o]

. La e — 2(T3)]6 ( Rn) (T, ) e

~atry Q) - [ [1-0(F) | bt opas
A

+ f [z — z(T,)]o (R ) |uck(Tn,x)|2dx
|z—2(Tn)|<C(n) n
x
—i—f [z — z(T,)]o |R|) |uck(Tn,x)| dx.
|z—2(Tn)|=C(n) n
d

By triangle inequality combined with (4.122) an
x
()12 0] [ = [ 1= 0 (3)] sttt
| e~ (T)lo
|[z—2(Tn)|<C(n)

(
L:C(Tnvcm) [~ 2(T)lp (E

)

)

(4.123),

|

(4.127)

2 (T)I[Qw) = 0] = C(n)Q
R [2(T)|[Qu) —n] = C(n)@Q
[(T)[[Q(w) — 4n] = 3C(n)Q(u),

(

where in the last inequality we used that (4.122) implies n = Q(u). Thus, from (4.126)
and (4.127), taking n > 0 sufficiently small (depending on Q(u)),

[ Xr, (T0) = Xr, (0)] 2 [2(T0) ] = C(n). (4.128)
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Note that

X(¢) = 2Im J s ('g) Ve (£ e (Hd + ZImeRqﬁ ('g) T - V() (D da

By Lemma 4.18 P(u.) = 0; this together with Cauchy-Schwarz’s inequality and (4.122),

give

X5 (1)) < ‘le f [1 ¢(]|§|)]Vuck(t)uck(t)d:c
‘2Imf| - ('“”')x Vit ()t (B

o o) e
+ ‘2Im L Ty (g) © - Vit () u (D da

n<|7|<2Rn 2| Ry,

< 2J IV tten (8 i (e
|z—z(t)|=C(n)

|z
+ QJ Vg (t )uck( )|dx
Rn<|z|<2R, 2102

< f (|Vuck(t, z)|? + |uck(t,a:)|2) dx
|z—z(t)|>C(n)
<N,

for all ¢ € [0,T,,]. Hence, using (4.128) and the fundamental theorem of calculus
Tn
[2(Tn)| = C(n) = | XR,(Th) = Xg,(0)] < J | XR, ()]dt < 0T,
0

Since |x(T,)| = |x(t,)| > dt,, = 0T, we have

C(n)

4] :
<n-+ T,

Taking n < §/2 and making n — o0 we get 0 < /2, which is a contradiction. ]

We now are in position to exclude the soliton-like solution. When x(t) = 0, as
in the radial case, the necessary argument can be found in (KENIG; MERLE, 2006).

Theorem 4.21. There is no solution to (1.2) which is soliton-like, in the sense of

Proposition 1.18.

Proof. Let u, : R x RS — C! be a soliton like solution. By definition of almost periodicity
and the embedding H'(R%) < L3(R®), for any 7 > 0, there exists C(n) > 0 such that

l
Supf D (I Vuel* + fue|*)dz < n. (4.129)
|

teR Jlz—a(t)|>C(n) =1
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Corollary 4.20 guarantees that there exists Ty = Ty(n) € R such that

lz(t)| < nt, Vit =To. (4.130)

¢($):{r, i

<1
0, |z| =2,

jz”

let ¥(x) = R*¢ (R2)’ where R > 0 will be chose later. We define

Vir(t) = f (Z (;[E|Uck|2> U(x)da.

k=1

By Proposition 2.33, we deduce

o

l
Vi(t) =2 Z a,Im f ¢ (R2> Vuepteapdr.
k=1
It follows from Theorem 4.9 that u, € L°L2. By Holder’s inequality and (1.32),
\ (1P
Z aplm | ¢ 7 Uk, VU dT

for all t € R and R > 0. Using (2.35), Lemma 2.14, and the fact that, for |x| < R, we have
0;0:0(x) = 26;5, Ad(x) = 12, A%¢(x) = 0, we obtain

" 6290 l — 2 l 2
V() =4 Z Ref i, [;%é}jukﬁzmuk] dr — JA © ;’yk|uk| dx

1<m,j<6

< RK(u.)Q(u,) < R, (4.131)

z|>R

! I
— 2Re J ApF(u)dr + 8 Z J Y| Vug|*dr — 8 Z J Y| Vug [P d
k=1 k=1"I

F(u)dx — 24Rej F(u)dx

|z|>R

z|>R

+ 24Re f

|z|>R

l
— 8[K(u.) — 3P(u)] + O ( N Vual? + |uck|3d:p>
lz[ZR p—1

l 3
+ O J [ue|*dx | .
( R<x|<2R;;1 ‘

If for any Ty < 17, we choose

R=C(n)+ sup |z(t)|,

To<t<T

then |z| > R implies |z — x(t)| = C(n) and, consequently, we may control the last two
terms using (4.129). Taking n > 0 sufficiently small, by the conservation of energy, Lemma
2.30 and Lemma 2.31

Vi(t) =2 K(u.) = E(uy). (4.132)
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Applying the fundamental theorem of calculus in |75, T1], by (4.131), (4.132) and (4.130),
we deduce
(Ty = To) E(uco) $ Vi(Th) = Vi(To) < [Va(T)| + [Va(To)l
<R=C(n)+ sup [z(t)

To<t<Ty

< O(T]) + 77T1, VT > Tp.

Setting first n small enough and then making 77 — oo we get F(u,) = 0. By the
conservation of energy and Lemma 2.31 E(u.(t)) = 0, for all ¢ € R, that is, u. = 0, which
contradicts Sg(u.) = o0. O

4.7 Low-to-high frequency cascade

In this part, we use negative regularity and some compactness properties to

preclude the low-to-high frequence cascade.

Theorem 4.22. There is no solution to (1.2) that is low-to-high frequency cascade, in the

sense of Proposition 1.18.

Proof. Let u, : R x R® — C' be a low-to-high frequency cascade solution. By negative
regularity, we know that u. € L°L2. By the mass conservation, we have for t € R,

l

2
0 < Qu) = Qu(1) = > j‘:uckn; <,

k=1
or, equivalently
lu.(t)|f2 <o, VteR.

Fixing ¢ € R and choosing n > 0 sufficiently small, according to Remark 1.15, we have
!
> Pl de <. (1.133)
|E[<CmN(t)

On the other hand, since u, € L°HZ for some ¢ > 0, we know that

l
> J l€] ek dE < 1. (4.134)
El=CING)

By Holder’s inequality,

S bS] (il (i)
IE|<C(n)N(t) |E|<C(n)N(t)
l 2e e+1 eil l e+1 6%1
< (el 2) dé“) ( f € ien]) dg)
30 I (IO R B 05 IO (CRENE)
S'r/eil.

(4.135)



Chapter 4. Scattering for a quadratic type NLS system in dimension 6 118

Moreover, by the fact that u. has minimum kinetic energy, we deduce

l
e < [COIN D] Y j €2 e
k=1

[CN(B)] K (u.(t)
[CIN®] K ().
Combining (4.135) with (4.136) and using Plancherel’s identity, we may estimate

x|
=1 Jig=cmne
= ! (4.136)

A

A

0<Qu) <™ +[CN(H] 2, VteR.

From definition of low-to-high frequency cascade, we are able to find a sequence {t,} € R

such that t,, — oo and N(t,) — o0 when n — co. Thus,

0 < lim Q(uc(t,)) < nte.

n—ao
Making n — 0, we obtain Q(u(t,)) — 0 as n — o0, which implies u, = 0, contradicting
SR(UC) = 0. ]

4.8 Scattering and blow-up

This section is devoted to prove Corollary 1.11 and Theorem 1.12.

Proof of Corollary 1.11. Suppose that I = (T,,T*). If T,, T* < oo, then by Theorem 4.5
we have that S;(u) = co. But this contradicts the fact that by Theorem 1.10 Sy(u) < co.
So I =R.

Now, for the scattering, we will only prove the statement for u", since the u™
is analogous. Let us start by constructing the scattering state u". This will be done by
showing that v(t), where vy (t) = Up(—t)ug(t) for t > 0 and k = 1, ..., 1, converges in H.
as t — oo, and then set u™ to be the limit. We start applying Duhamel’s formula (1.26),
for k =1,...,1, to obatin

or(t) = wp(0) — ZL Uk(—s)ofk fo(u)ds. (4.137)

Therefore, for 0 <7 <t, k=1,...,1

ult) = u(r) = i |

T

t

1
Ui(—s)— fr(u)ds.
Qg
Then, by Strichartz’s inequality, Lemma 2.11 and Holder’s inequality, we have for k = 1, .., [,
Jou(t) = ()l iy < IV (0®) = 0 s
S IV 202,
Lth ([ 7t] RG) (4138)

S ey, graxen [l pagizs g, o)

< ||UHL;{$ [T,t]XRG)Hunsl([r,t]xRG)-
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Hence,

[v(t) = v(D)lg: < [ulles, raxrsluls qraxes).

However, (1.29) implies that there is a constant L > 0 such that Sg(u) < L
and then, by the same argument as in Lemma 4.3, we have |[u|s1(rxrsy < C(E, L), where
E denotes the kinetic energy of the initial data ug. Also, by (1.29), for any n > 0, there
exists ¢, € R™ such that

lalles (g0 xrsy < M,
t,x

whenever ¢ > t,. Therefore,
Iv(t) =v(T)|lg — 0 as t,7— .

In particular, this implies that u™ is well defined. Also, looking at (4.137), one can see
that, for k =1,....1

wt = u(0) — zf:o Uk,(—s);k Fo(u)ds (4.139)

and thus

0

Uk(t)u,j = Uk(t)uk(O) —if

Ui s);k Fo(u)ds. (4.140)

By the same arguments as above, (4.140) and Duhamel’s formula (1.26) imply that
lu(t) = U#)u" g —»0 as t— oo,
which completes the proof of Corollary 1.11. n

Now we turn our attention to Theorem 1.12. As we said before, the radial case
was already considered in Theorem 4.1. (ii) of (NOGUERA; PASTOR, 2022). Therefore,

it is left to prove the case zug € L.

Proof of Theorem 1.12. Suppose zug € L% Define
7(u) = K(u(t)) — 3P(u(t)).

By definition of the energy

3 1
r(u(t) = S E(u(t) — S K(u(t).
It was shown in (NOGUERA; PASTOR, 2022), Lemma 4.4, that there exists ¢ > 0 such
that 7(u(t)) < —d < 0. Besides, notice that defining

l 2

l 2
«
Ve = 3 ool = % [ foPlunt, o) P
k=1

(0%
k=1 Tk
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by Proposition 2.32, we have
V"(t) = 12E(u(t)) — 4K (u(t))
= 87(u(t))
< —80.

Hence, the graph of V' lies under a parabola that is concave downward and, therefore, the

solution u blows-up in both directions. O
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APPENDIX A

APPENDIX

A.1 Almost Periodic Solutions

For completeness of the work, we present here some basic facts about the
frequency scale function N(t) that were needed in the proof of Proposition 1.18. We
reproduce here the proofs established in (KILLIP; TAO; VISAN, 2009). We start with the

following definition.

Definition A.1. (Convergence of solutions). Let u™ : I™ x RY — C be a sequence
of solutions to (1.2), let u : I x R — C be another solution, and let K be a compact
time interval. We say that u™ converges uniformly to u on K if we have K < I and

K < I™ for all sufficiently large n, and furthermore, u™ converges strongly to u in
12

LPH! (K xR%) Lin’?(K xR®) asn — o0. We say that u™ converges locally uniformly

to w if u™ converges uniformly to u on every compact interval K < 1.

The first result about the frequency scale function is the following.

Lemma A.2. (Quasi-uniquess of N) Let u be a non-zero solution to (1.2) with lifespan I
that is almost periodic modulo symmetries with frequency scale function N : [ — R™ and
compact modulus function C : RY — R™ and also almost periodic modulo symmetries with
frequency scale function N' : I — R* and compact modulus function C' : R" — R™*.
Then we have

N(t) ~ N'(t),

forallt € I.
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Proof. By symmetry, it suffices to establish the bound N'(t) < N(t). We write 2'(t) for
the spatial center function associated to N’ and C’. To begin, fix ¢t and let n > 0 to be
choosen later. By Definition 1.14, for £ = 1, ..., [, we have

J |Vuk(t,x)|2da: <n
|z—a'(t)|=C"(n)/N'(t)

and

f Pt €)PdE < .
|€]=C(n)N(t)

We split up(t, ) = upi(t, ) + ura(t, x), where upi (t, 2) = ur(t, ©)X|je—a(t)=cr ()N (1) and

upe(t, ©) = g (t, T)Xja—a (1) <cr()/n'(t)- Then, by Plancherel’s theorem we have

| 1ePmacor <a (A1)
RS
while by the Cauchy-Schwarz inequality we have

sup [€[*|tra(t, §)* < E(u)N'(8)~°.

£eR6

Integrating the last inequality over the ball |£| < C(n)N(t) and using (A.1), we conclude
that

| It o Pde < o+ OE@N 0PN (0.

Then, by the Plancherel theorem and energy conservation,
E(u) <1+ O(E(u)N(t)"N'(t)™°).
Choosing 7 to be small multiple of E(u), we get the result. O

Lemma A.3. (Quasi-continuous dependence of N onu). Let u™ be a sequence of solutions
to (1.2) with lifespans 1 ) which are almost periodic modulo symmetries with frequency
scale function N™ : I™ — R* and compactness modulus functions C' : Rt — R,
independent of n. Suppose that u'™ converge locally uniformly to a non-zero solution u to
(1.2) with lifespan I. Then u is almost periodic modulo symmetries with frequency scale
function N : I — R™ and compactness modulus function C. Furthermore, we have

N(t) ~ liminf N (t) ~ lim sup N (¢), (A.2)

n—o n—00

foralltel.

Proof. We first show that

0 < lim inf N™(t) < limsup N™(t) < oo, (A.3)

n—ao

for all ¢ € I. Indeed, if one of these inequalities fail for some ¢, the (by passing to a

subsequence if necessary) N™(t) would converge to zero or to infinity as n — co. Thus,
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by Definition 1.14, ut™ (t) would converge weakly to zero, and hence, by the local uniform
convergence, would converge strongly to zero. But, this contradicts the hypothesis that u
is not identically zero. This establishes (A.3).

From (A.3), we see that for each t € I the sequence N™(t) has at least one
limit point N(t). Thus, using the local uniform convergence we easily verify that u is
almost periodic modulo scaling with frequency scale function N and compactness modulus

function C.

It remains to establish (A.2), which we prove by contradiction. Suppose it fails.
Then given any A = A, there exists a t € I for which N™(t) has at least two limit
points which are separated by a ratio of at least A, and so u has two frequency scale
functions with compactness modulus function C' which are separated by this ratio. But

this contradicts Lemma A.2 for A large enough depending on u. Hence (A.2) holds. [

Lemma A.4. (Compactness of almost periodic solutions) Let u™ be a sequence of
solutions to (1.2) with lifespans I™ 50, which are almost periodic modulo symmetries
with frequency scale function N™ . 1™ — RY and compactness modulus functions

C:R" — R*. Assume that we also have a uniform energy bound
0 < inf E(u™) < sup E(u™) < 0. (A.4)

Then, up to a subsequence, there exists a non-zero maximal solution u to (1.2) which is

almost periodic modulo symmetries such that u'™ converge locally uniformly to u.

Proof. By hyphotesis and Definition 1.14 we see that for every € > 0 there exists R > 0
such that

J| >R |Vul(~cn)(07$)|2d$ Se
T| =

and

L B €12 (0, €)dE < e,

for all n. From this, (A.4), and the Ascoli-Arzela Theorem, we see that the sequence
u™(0) is precompact in the strong topology of H.(R%). Thus, by passing to a subsequence
if necessary, we can find uy € H.(R%) such that u®™(0) converge strongly to ug in H!(R%).
Again, by (A.4) we see that ug is not identically zero. Now let u be the maximal solution to
(1.2) corresponding to ug, with lifespan 7. By Theorem 4.3, u™ converge locally uniformly
to u. [

Let u be a solution to (1.2) with lifespan I 3 0, which is almost periodic modulo
symmetries, with frequency scale function N and position center function x. We say that

u is normalized if
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We can define the normalization of u at time tq € [ by

ultel .— 7 (u( + to)) = N*(%O)u(Nf(%o)t + 1o, Nf(llfo)(aj + xu(to)Nu(tQ))) (A.5)

T T I9=mu(t0) Nu(tg) Nu(tg) u u u

Observe that u™ is a normalized solution which is almost periodic modulo symmetries
with lifespan
MMl = {seR; to +sN(t) 2 e},
frequency scale and center spatial functions given by, respectively,
Nu(to + tNu(to) ?)
Ny (tO)

and the same compactness modulus function as u. Moreover, if u is maximal solution,

Noo (1) = and 2y (1) = Na(to)[za(to+tNa(to) ) —za(te)]. (A.6)

then u(ty) also is maximal solution.

Lemma A.5. Let u be a non-zero mazximal solution to (1.2) with lifespan I that is almost
periodic modulo symmetries with frequency scale function N : I — R™. Then there exists

0 > 0, depending on u such that for every ty € I we have
[to — 6N (to) 2, to + 6N (to) *] = I (A7)

and
N(t) ~ N(to), (A.8)

whenever |t — to| < 6N (tg) ™2

Proof. Let us first establish (A.7). Assume that it fails. So, there exists sequences t,, € [
and 6, — 0 such that ¢, + 6, N(T,,)"> ¢ I for all n. Define the normalization ultl of u by
(A.5). Then ul*l are maximal normalized solutions where 1"} contain 0 but not d,. They

are also almost periodic modulo symmetries with frequency scale functions Nt given by
Nll(s) := N(t, + sN(t,)?)/N(t,) (A.9)

and the same compactness modulus function as u. By Lemma A .4, passing to a subsequence
if necessary, we conclude that by Theorem 1.9, J is open and so contains 6,, for all sufficiently
large n. This contradicts the local uniform convergence since, by hypothesis, §,, does not
belong to I'*1. Hence (A.7) holds.

Now, we proceed to show (A.8). Again, assume that it is false no matter how
small § is. Then, we may find sequences t,,t, € I such that s, := (¢, — t,)N(t,)* — 0
but N(t,)/N(t,) converge to either zero or infinity. If we define ul*l and Nl as before
and apply Lemma A.4, once again ull converge locally uniformly to a maximal solution
v with lifespan J 3 0. But, then Nl"l(s,) converge to either zero or infinity. Hence,
Definition 1.14 gives us that u[t"](sn) are converging weakly to 0. On the other hand, since
s, — 0 and ul™! are locally uniformly convergent to v, we may conclude that u[t"](sn)
converge strongly to v(0) in H!. Therefore, v(0) = 0 and E(ul”l) converge to E(v) = 0.

By conservation of energy, u must vanishes, which is a contradiction. So, (A.8) holds. [
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Corollary A.6. (Blow-up criterion). Let u be a non-zero mazimal solution to (1.2) that
is almost periodic modulo symmetries with frequency scale function N : I — RY. If T is a
finite endpoint of I, then N(t) = |T — t|~Y2; in particular, thn% N(t) = o0.

Proof. Suppose without loss of generality that 7" = sup I. By (A.7) we have that for t € I,
T —t| = |t—t+0N({#) 2| =0N{t) 2 e N(t) = |T —t| V2

In particular, }111711 N(t) = o0. O

A.2 Compactness of almost periodic modulo symmetries

This section is devoted to discuss some compactness properties of almost

periodic modulo symmetries functions. We start with the following definition.

Definition A.7. A subset A of a metric space X is called totally bounded (pre-compact)

if admits a finite cover consisting of open sets of diameter at most €, for any € > 0.

The next theorem gives us sufficient and necessary conditions for a subset of

p-integrable functions space to be totally bounded.

Theorem A.8. (Kolmogorov-Riesz-Sukadov). Let 1 < p < oo. A subset F of LP(R®) is
totally bounded if, and only if,

(i) for every e > 0 there is R > 0 such that, for every f € F,

f f@)Pdz < e,
|z|>R

(ii) for every e > 0 there is p > 0 such that, for every f € F and y € R* with |y| < p,
| 1@ - f@pds <
R6
Proof. See Theorem 1 in (HANCHE-OLSEN; HOLDEN; MALINNIKOVA, 2019). H

From the above Theorem, we can derive a similar result about totally bounded
subsets of H'(R%).

Corollary A.9. A subset F of H'(R®) is totally bounded if, and only if,

(C1) for every e > 0 there is R > 0 such that, for every f € F,

| vt <
|z|>R
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(C2) for every e > 0 there is p > 0 such that, for every f € F and y € R® with |y| < p,
f Vi@ +y) = Vf@)de < &
R6

Proof. Note that F is totally bounded in Hl(]RG) if, and only if, the set {Vf, f € F} is
totally bounded in L*(R®). Hence, the result follows from Theorem A.S. O

The next corollary states alternative conditions for totally boundness of subset
F < HY(RY).

Corollary A.10. Let F be a bounded subset of Hl(Rﬁ). Then, F is totally bounded if,
and only if,

lim supf IVf(z)|?dx =0 (A.10)
"% feF || >r

and
i sup | [€PIF©ds =0 (A11)
P2 feF Jigl>p

Proof. Suppose that (A.10) and (A.11) hold. By Corollary A.9, it is sufficient to prove
that (C'1) and (C2) holds. Observe that (C1) follows directly from the limit in (A.10). For
(C2), fix p > 0. By Plancherel’s theorem,

| vt - vr@pas = | VT -

J

- |l - e
- | JePlen = 1P o g

r

< mmaﬁ—uﬂﬂ@ﬁ%+4j EPIF©)de.

l€l<p €lzp

[

By (A.11), for every € > 0, there exist p > 0 large enough such that for all f € F,
~ €
| rep1iepag < &
|€]=p
Moreover, since F is bounded, if M > 0 is such that ||f] ;. < M, for all f € F, then

2
J \Vf(z+y)—Vf)|’de < M?sup |eiy5—1|2+€—.
RS I€l<p 2

Now, using the fact that |¢" — 1| < 6], V0 € R,

2 9
J \Vf(z+y) — Vfx)Pde < M?sup |yé]* + £ < M?|y|?p* + £ < €,
RO €l<p 2 2

provided |y| < := 0. Then, F is totally bounded.

€
Mpv/2
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Now, suppose that F is totally bounded. By Corollary A.9, (C2) holds, and
then (A.10) follows immediately. It remains to show that (A.11) holds. To this end, we
will follow the ideas presented in (PEGO, 1985), Theorem 4. First, observe that (C2) is

equivalent to

lim Supf V(@ +y) — Vf)Pde = 0. (A12)
y=0 reF Jpo

Let ¢(z) = (2m)~%2e~ /% and set U, (z) = p®(pz), p > 0. Then, ¢ and 12(5) — /2
lies on Schwartz space and 12(0) = J Y,(x)dr = 1. Also, observe that for |£] = 2p, we
R6

1 ~
have 5 <1—1,(£), and then, for each f € F, by Plancherel’s theorem,
1 R 1/2 ~ R R 1/2
s (| rerforas) < ([ e - duenfiora)
€120 Jiel=20

- 1/2
< ( VS ) Vf(ff:)l2drv)

R

R 5 1/2
= dx .
JR6

Since @ZP(O) = 1, Jensen’s inequality applied to ¢t — t* together with Fubini’s theorem,

; (me |§|2|f(§)|2d5) " (JRG (JR6 V() — V F(z — y)|2¢p(y)dy) dx) o
_ (JRG (JRG Vfx)-Vf (x _ Z;) 2 dq;> ¢(y)dy> 1/2
= (st " (i) Wy)d;,) 1/2,

| @)= Vs = i

where H is the continuity modulo function in L? for F, that is,
H(z) = supf IVf(z—2)— Vf(r)|ds.
feF JRr6

By (A.12), we have H(y/p) — 0 as p — co. Furthermore, since H is bounded (beacuse F
is bounded), the dominated convergence theorem implies that the right-hand side of the

last inequality goes to zero as p — oo. Hence, (A.11) holds. O

The Corollary A.10 tells us that if F is a bounded subset of H*(R®) and if
given € > 0, there exist 0 > 0 such that

., Is@rs | rif@rae <c vie

l§=6

then F is totally bounded in H '(R%). This is equivalent to say that for every n > 0, there

is a function C' : R™ — R* such that

f IV f () P + j EPIFEPds <, Ve F.
|z|=C(n)

1€]=C(n)
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With this in hand, we have the following proposition.

Proposition A.11. A family of functions F is totally bounded (or pre-compact) in Hl(]RG)
if, and only if, it is bounded and there exists a function C : Rt — R* such that

| o vr@rdes | ePIf©Pd <n v = 0.¥f € R
|z[=C(n) |€[=C(n)

Now, using Definition 2.23 of symmetry group G, we recall the fact that for
gea,
lgalgy = [alg; -
Also, setting the transformation T,u(t,z) := A"u(A\"%t, \™'(z — z)), we have that the
map u — T,u maps a solution to (1.2) into a solution with the same energy and scattering

size as u.
Definition A.12. We say that a family of functions F in H; (R®) is pre-compact modulo
symmetries if the set GF = {gf; g€ G, f € F} is pre-compact in H:(R®).

According to Proposition A.11, the set GF is pre-compact if, and only if, it is

bounded and there exist a function C' : R™ — R* such that

[ wep@rars [ rgera < (A3
|z[=C(n)

€|=C(n)

forall p > 0, f € F and g = g,,» € G, Also, if gf(x) = A2 f (A" (x — x0)), the first term
in (A.13) gives us

| et e = | VIO - )P
|z[=C(n) [z[=C(n)
A j VO (@ — 20)) P
z[=C(n)
| NORRY
(Ay+zo|=C(n)

— 2
= | L V@

To the second term in (A.13), since ;L\f(f) = ’gf()\*l/(-t x0))(§) = )\’Qe’m“f)\’(if()\f),

we have

J €12 g f(€)]2de = €[ A2~ 0 N0 F(\E)|2de
1€1=C(n) |€1=C(n)
e NSRS
|€1=C(n)
= Aﬁ A2[CPIF(O)PASd¢
[A=1¢]=C(n)

_ f P17 () Pde.
[€]=C(nX)
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Hence, the set F is pre-compact in H '(R%) modulo symmetries if, and only if, there exist
a function C' : RT — R* such that, for any n > 0, f € F, zo € R® and A > 0,

L P |V f (@) Pda + L|>C( \ €121 F(€)*de < n.

Combining the above results, one can see that a solution u : I x R® — C to (1.2) is almost
periodic modulo symmetries if, and only if, the orbit {u(t); t € I} € {\*f(\(x +20)) : €
(0,0), 2o € RSand f € K} for some compact subset K of H; (R%).



	First page
	Title page
	Catalographic data
	Acknowledgements
	List of symbols
	Contents
	Introduction
	Notation and Preliminary results
	Preliminaries: First part
	Measures
	Some estimates

	Preliminaries: Second part
	Some estimates
	Littlewood-Paley theory
	Linear profile decomposition
	Asymptotic decoupling
	Coercivity lemmas
	Virial identities


	Blow-up of the radially symmetric solutions for a cubic NLS type system in dimension 4
	Local well-posedness
	Existence of ground state solution
	Critical Sobolev-type inequality and localized version
	Concentration-compactness method
	Proof of Theorem 1.3

	Blow-up

	Scattering for a quadratic type NLS system in dimension 6
	Local theory in 
	Existence of a critical solution
	The enemies
	Finite-time blow-up
	Negative Regularity
	Soliton
	Low-to-high frequency cascade
	Scattering and blow-up

	Bibliography
	Appendix
	Almost Periodic Solutions
	Compactness of almost periodic modulo symmetries


