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Abstract
The computation of experimental observables of fluid systems and soft matter using theoretical

and computational tools has always drawn attention of the physical, chemical, and engineering

sciences. Molecular-based, equations of state are models that have proven to be a powerful tool

for this task. The great advantage of molecular-based, equations of state is the direct relation

between their parameters and the molecular interactions. One of the most popular families of this

type of model is the variants of equations of state derived from the statistical associating fluid

theory (SAFT). In SAFT equations of state, molecules are modeled as spherical segments subject

to an interatomic potential. Parameters representing interatomic potentials can be obtained from

top-down and bottom-up methodologies. In the top-down methodology, the SAFT equations

of state parameters are fitted directly to macroscopic experimental data. In the bottom-up

methodology, interatomic potential parameters are obtained via ab initio calculations. Although

the top-down methodology route is the most direct to obtain accurate SAFT equations of state

parameters, the need to obtain experimental observables to calibrate the model can be costly

and time-consuming. Due to the lack of studies in the literature, this work aims at developing

a bottom-up methodology to obtain realistic interatomic potential parameters from ab initio

calculations to give molecular-based, equations of state a purely predictive character. Interaction

energy curves were built using ab initio calculations by supermolecular and perturbational

methods for dimers of different configurations for a set of 26 molecules of different chemical

classes. The molecules were modeled according to a spherical 1-site coarse-grained model, and

the Mie potential parameters were fitted to the ab initio data for use in the SAFT-VR Mie equation

of state. Comparing the Mie potential parameters obtained from the bottom-up methodology

of this study with those from the top-down methodology available in the literature within the

SAFT framework, an important connection between the macro and quantum scales was observed.

Parameters of the bottom-up methodology obtained through an average of the Mie potential

parameters obtained for each considered dimer configuration presented values very close to those

of the top-down methodology. Furthermore, for most of the molecules studied, when the adopted

model was considered appropriate, good results were observed in predicting thermophysical

properties, critical point, and saturation properties with SAFT-VR Mie equation of state for

both top-down and bottom-up-based Mie potential parameters. Although for some molecules

the prediction errors of thermophysical properties, critical point, and saturation properties for

bottom-up-based Mie potential parameters were unsatisfactory for the use of purely predictive

SAFT-VR Mie in the design of chemical plants, the methodology developed in this study is

consistent and can be improved with the development of more complex models to represent the

studied molecules.

Keywords: Ab initio calculations, Molecular dynamics, Equation of state.



Resumo
O cálculo de experimentais observáveis de sistemas fluidos e matéria mole utilizando ferramentas

teóricas e computacionais sempre atraiu a atenção das ciências físicas, químicas e de engenharia.

As equações de estado baseadas em moléculas são modelos que provaram ser uma ferramenta

poderosa para esta tarefa. A grande vantagem das equações de estado baseadas em moléculas

é a relação direta entre seus parâmetros e as interações moleculares. Uma das famílias mais

populares deste tipo de modelo são as variantes de equações de estado derivadas da statistical

associating fluid theory (SAFT). Nas equações de estado SAFT, as moléculas são modeladas

como segmentos esféricos sujeitos a um potencial interatômico. Parâmetros que representam

potenciais interatômicos podem ser obtidos a partir das metodologias top-down e bottom-up.

Na metodologia top-down, os parâmetros das equações de estado da SAFT são ajustados

diretamente para reproduzir dados experimentais macroscópicos. Na metodologia bottom-up,

os parâmetros do potencial interatômico são obtidos por meio de cálculos ab initio. Embora a

rota da metodologia top-down seja a mais direta para obter parâmetros precisos das equações

da SAFT, a necessidade de se obter experimentais observáveis para calibrar o modelo pode ser

custosa e demorada. Devido à falta de estudos na literatura, este trabalho visa desenvolver uma

metodologia bottom-up para obter parâmetros do potencial interatômico a partir de cálculos ab

initio, conferindo às equações de estado baseadas em moléculas um caráter puramente preditivo.

Curvas de energia de interação foram construídas utilizando cálculos ab initio por métodos

supermolecular e perturbacional para dímeros de diferentes configurações para um conjunto

de 26 moléculas de classes químicas distintas. As moléculas foram modeladas através de um

modelo esférico coarse-grained de um site e os parâmetros do potencial de Mie foram ajustados

aos dados ab initio para uso na equação de estado SAFT-VR Mie. Comparando os parâmetros

do potencial de Mie obtidos a partir da metodologia bottom-up deste estudo com aqueles da

metodologia top-down disponíveis na literatura no âmbito do SAFT, observou-se uma importante

conexão entre as escalas macro e quântica. Os parâmetros da metodologia bottom-up obtidos

através de uma média dos parâmetros do potencial de Mie obtidos para cada configuração

de dímero considerada apresentaram valores muito próximos aos da metodologia top-down.

Além disso, para a maioria das moléculas estudadas, quando o modelo adotado foi considerado

apropriado, bons resultados foram observados na predição de propriedades termofísicas, ponto

crítico e propriedades de saturação com a equação de estado SAFT-VR Mie para parâmetros de

potencial Mie baseados em ambas as metodologias top-down e bottom-up. Embora para algumas

moléculas os erros de predição de propriedades termofísicas, ponto crítico e propriedades de

saturação para parâmetros de potencial de Mie baseados na metodologia bottom-up sejam

insatisfatórios para o uso da SAFT-VR Mie puramente preditiva no projeto de plantas químicas,

a metodologia desenvolvida neste estudo se mostrou consistente e ainda pode ser aprimorada

com o desenvolvimento de modelos mais complexos para representar as moléculas estudadas.

Palavras-chave: Cálculos ab initio, Dinâmica molecular, Equação de estado.



List of Figures

Figure 1 – Examples of length and time scales covered in this work and how information

can be transferred across these scales. . . . . . . . . . . . . . . . . . . . . 24

Figure 2 – General representative scheme of the main calculation steps performed in

this study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

Figure 3 – Representative scheme for constructing dimers to obtain interaction energy

curves through ab initio calculations. Illustration of the procedure performed

for (a) noble gases, (b) methane and substituted-methane compounds, and (c)

other molecules considered in this work (i.e., molecules of different chemical

classes). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Figure 4 – Comparison of Mie potential energy curves obtained from bottom-up method-

ology parameters and ab initio interaction energy data obtained via super-

molecular and perturbational methods for some noble gases. Second-order

Møller-Plesset (MP2) energy results for (a1) helium, (a2) neon, (a3) argon,

and (a4) krypton. Fourth-order Møller-Plesset (MP2) energy results for (b1)

helium, (b2) neon, (b3) argon, and (b4) krypton. Coupled-cluster with singles,

doubles, and perturbative triples excitations (CCSD(T)) energy results for

(c1) helium, (c2) neon, (c3) argon, and (c4) krypton. Symmetry-adapted

perturbation theory (SAPT) energy results for (d1) helium, (d2) neon, (d3)

argon, and (d4) krypton. . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Figure 5 – AARD% values for thermophysical properties for some noble gases (helium,

neon, argon, and krypton) using top-down and bottom-up-based Mie potential

parameters in the SAFT-VR Mie equation of state. Results for (a) ρ , (b) cv,

(c) cp, (d) csound, and (e) µJT. . . . . . . . . . . . . . . . . . . . . . . . . . 72

Figure 6 – Percentage deviation of the calculated critical point from NIST reference

data using top-down and bottom-up-based Mie potential parameters in the

SAFT-VR Mie equation of state for some noble gases (helium, neon, argon,

and krypton). Results for (a) Tcrit, (b) pcrit, and (c) ρcrit. . . . . . . . . . . . 74

Figure 7 – Predicted thermophysical properties for some noble gases using bottom-up-

based Mie potential parameters from MP2/aug-cc-pVTZ theory level energies

by approach A in the SAFT-VR Mie equation of state. Helium results for

(a1) ρ , (a2) cv, (a3) cp, (a4) csound, and (a5) µJT. Neon results for (b1) ρ , (b2)

cv, (b3) cp, (b4) csound, and (b5) µJT. Argon results for (c1) ρ , (c2) cv, (c3)

cp, (c4) csound, and (c5) µJT. Krypton results for (d1) ρ , (d2) cv, (d3) cp, (d4)

csound, and (d5) µJT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75



Figure 8 – AARD% values for saturation properties for some noble gases using top-

down and bottom-up-based Mie potential parameters in the SAFT-VR Mie

equation of state. Results of (a) psat and (b) ∆Hvap for argon and krypton. . 76

Figure 9 – Predicted saturation properties for some noble gases using bottom-up-based

Mie potential parameters from MP2/aug-cc-pVTZ theory level energies by

approach A in the SAFT-VR Mie equation of state. Results of psat for (a1)

argon and (b1) krypton. Results of ∆Hvap for (a2) argon and (b2) krypton. . 76

Figure 10 – Comparison of Mie potential energy curves obtained using parameters from

top-down (TD) and bottom-up (BU) methodologies and ab initio interaction

energy data obtained via supermolecular and perturbational methods for

methane. Results for supermolecular methods considering (a) MP2/aug-

cc-pVDZ, (b) MP2/aug-cc-pVTZ, (c) MP2/aug-cc-pVQZ, (d) MP4/aug-cc-

pVDZ, and (e) CCSD(T)/aug-cc-pVDZ energies. Results for perturbational

methods considering (f) sSAPT0/jun-cc-pVDZ, (g) SAPT2+/aug-cc-pVDZ,

and (h) SAPT2+(3)δMP2/aug-cc-pVTZ energies. . . . . . . . . . . . . . . 80

Figure 11 – The Mie potential energy curves for approach A and ab initio interaction

energy data obtained via supermolecular and perturbational methods for

each methane conformer. Results for supermolecular methods considering

(a) MP2/aug-cc-pVDZ, (b) MP2/aug-cc-pVTZ, (c) MP2/aug-cc-pVQZ, (d)

MP4/aug-cc-pVDZ, and (e) CCSD(T)/aug-cc-pVDZ energies. Results for per-

turbational methods considering (f) sSAPT0/jun-cc-pVDZ, (g) SAPT2+/aug-

cc-pVDZ, and (h) SAPT2+(3)δMP2/aug-cc-pVTZ energies. . . . . . . . . 81

Figure 12 – AARD% values for thermophysical properties for methane using top-down

and bottom-up-based Mie potential parameters in the SAFT-VR Mie equation

of state and molecular dynamics simulations. Results of (a1) ρ , (b1) cv, (c1)

cp, and (d1) csound by SAFT-VR Mie equation of state. Results of (a2) ρ , (b2)

cv, (c2) cp, and (d2) csound by molecular dynamics simulations. . . . . . . . 82

Figure 13 – Percentage deviation of the calculated critical point from NIST reference

data using top-down and bottom-up-based Mie potential parameters in the

SAFT-VR Mie equation of state for methane. Results of (a) Tcrit, (b) pcrit, and

(c) ρcrit for methane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

Figure 14 – Predicted thermophysical properties for methane using approach A bottom-

up-based Mie potential parameters from MP2/aug-cc-pVTZ theory level

energies in the SAFT-VR Mie equation of state. Prediction of (a1) ρ , (b1) cv,

(c1) cp, and (d1) csound by SAFT-VR Mie equation of state. Prediction of (a2)

ρ , (b2) cv, (c2) cp, and (d2) csound by molecular dynamics simulations. . . . 85

Figure 15 – AARD% values for saturation properties for methane using top-down and

bottom-up-based Mie potential parameters in the SAFT-VR Mie equation of

state. Results of (a) psat and (b) ∆Hvap for methane. . . . . . . . . . . . . . 86



Figure 16 – Predicted saturation properties for methane using bottom-up-based Mie po-

tential parameters from MP2/aug-cc-pVTZ theory level energies by approach

A in the SAFT-VR Mie equation of state. Methane results for (a) psat and (b)

∆Hvap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Figure 17 – Comparison of Mie potential energy curves obtained using parameters from

top-down (TD) and bottom-up (BU) methodologies and ab initio interaction

energy data obtained via supermolecular for some substituted-methane com-

pounds of this study. Results for (a) tetrafluoromethane, (b) fluoromethane,

(c) chlorotrifluoromethane, (d) dichlorodifluoromethane, (e) dichlorofluo-

romethane, and (f) chlorodifluoromethane. . . . . . . . . . . . . . . . . . . 89

Figure 18 – AARD% values for thermophysical properties for some substituted-methane

compounds (tetrafluoromethane, fluoromethane, chlorotrifluoromethane, dichlorod-

ifluoromethane, dichlorofluoromethane, and chlorodifluoromethane) using

top-down and bottom-up-based Mie potential parameters in the SAFT-VR

Mie equation of state and molecular dynamics simulations. Results for (a1) ρ ,

(b1) cv, (c1) cp, and (d1) csound by SAFT-VR Mie equation of state. Results

for (a2) ρ , (b2) cv, (c2) cp, and (d2) csound by molecular dynamics simulations. 91

Figure 19 – Percentage deviation of the calculated critical point from NIST reference data

using top-down and approach A bottom-up-based Mie potential parameters in

the SAFT-VR Mie equation of state for some substituted-methane compounds

(tetrafluoromethane, fluoromethane, chlorotrifluoromethane, dichlorodifluo-

romethane, dichlorofluoromethane, and chlorodifluoromethane). Results for

(a) Tcrit, (b) pcrit, and (c) ρcrit. . . . . . . . . . . . . . . . . . . . . . . . . . 93

Figure 20 – Predicted thermophysical properties for tetrafluoromethane using approach

A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory

level energies in the SAFT-VR Mie equation of state. Prediction of (a1) ρ ,

(b1) cv, (c1) cp, and (d1) csound by SAFT-VR Mie equation of state. Prediction

of (a2) ρ , (b2) cv, (c2) cp, and (d2) csound by molecular dynamics simulations. 94

Figure 21 – AARD% values for saturation properties for some substituted-methane com-

pounds using top-down and bottom-up-based Mie potential parameters in the

SAFT-VR Mie equation of state. Results of (a) psat and (b) ∆Hvap for tetrafluo-

romethane, fluoromethane, chlorotrifluoromethane, dichlorodifluoromethane,

dichlorofluoromethane, and chlorodifluoromethane. . . . . . . . . . . . . . 95



Figure 22 – Predicted saturation properties for some substituted-methane compounds us-

ing bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ the-

ory level energies by approach A in the SAFT-VR Mie equation of state. Re-

sults of psat for (a1) tetrafluoromethane, (b1) fluoromethane, (c1) chlorotriflu-

oromethane, (d1) dichlorodifluoromethane, (e1) dichlorofluoromethane, and

(f1) chlorodifluoromethane. Results of ∆Hvap for (a2) tetrafluoromethane, (b2)

fluoromethane, (c2) chlorotrifluoromethane, (d2) dichlorodifluoromethane,

(e2) dichlorofluoromethane, and (f2) chlorodifluoromethane. . . . . . . . . 96

Figure 23 – Comparison of Mie potential energy curves obtained using parameters from

bottom-up methodology and ab initio interaction energy data obtained via

supermolecular methods for a group of fifteen molecules of different chemical

classes compounds. Results for (a) hydrogen, (b) nitrogen, (c) oxygen, (d)

fluorine, (e) carbon monoxide, (f) carbon dioxide, (g) ethane, (h) propane, (i)

n-butane, (j) ethene, (k) propene, (l) propyne, (m) isobutane, (n) cyclopropane,

(o) benzene. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Figure 24 – AARD% values for thermophysical properties for 15 molecules of different

chemical classes using top-down and bottom-up-based Mie potential parame-

ters in the SAFT-VR Mie equation of state. Results of (a) ρ , (b) cv, (c) cp, (d)

csound, and (e) µJT for hydrogen, nitrogen, oxygen, fluorine, carbon monox-

ide, carbon dioxide, ethane, propane, n-butane, isobutane, ethene, propene,

propyne, cyclopropane, and benzene. . . . . . . . . . . . . . . . . . . . . . 101

Figure 25 – Predicted thermophysical properties for hydrogen, nitrogen, oxygen, and

fluorine using approach A bottom-up-based Mie potential parameters from

MP2/aug-cc-pVTZ theory level energies in the SAFT-VR Mie equation of

state. Hydrogen results for (a1) ρ , (a2) cv, (a3) cp, (a4) csound, and (a5) µJT.

Nitrogen results for (b1) ρ , (b2) cv, (b3) cp, (b4) csound, and (b5) µJT. Oxygen

results for (c1) ρ , (c2) cv, (c3) cp, (c4) csound, and (c5) µJT. Fluorine results

for (d1) ρ , (d2) cv, (d3) cp, (d4) csound, and (d5) µJT. . . . . . . . . . . . . 103

Figure 26 – Predicted thermophysical properties for carbon monoxide and carbon dioxide

using approach A bottom-up-based Mie potential parameters from MP2/aug-

cc-pVTZ theory level energies in the SAFT-VR Mie equation of state. Carbon

monoxide results for (a1) ρ , (a2) cv, (a3) cp, (a4) csound, and (a5) µJT. Carbon

dioxide results for (b1) ρ , (b2) cv, (b3) cp, (b4) csound, and (b5) µJT. . . . . 104



Figure 27 – Predicted thermophysical properties for some linear hydrocarbons using

approach A bottom-up-based Mie potential parameters from MP2/aug-cc-

pVTZ theory level energies in the SAFT-VR Mie equation of state. Methane

results for (a1) ρ , (a2) cv, (a3) cp, (a4) csound, and (a5) µJT. Ethane results for

(b1) ρ , (b2) cv, (b3) cp, (b4) csound, and (b5) µJT. Propane results for (c1) ρ ,

(c2) cv, (c3) cp, (c4) csound, and (c5) µJT. n-Butane results for (d1) ρ , (d2) cv,

(d3) cp, (d4) csound, and (d5) µJT. . . . . . . . . . . . . . . . . . . . . . . . 105

Figure 28 – Predicted thermophysical properties for a branched hydrocarbon using ap-

proach A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ

theory level energies in the SAFT-VR Mie equation of state. Isobutane results

for (a) ρ , (b) cv, (c) cp, (d) csound, and (e) µJT. . . . . . . . . . . . . . . . . 106

Figure 29 – Predicted thermophysical properties for some unsaturated hydrocarbons using

approach A bottom-up-based Mie potential parameters from MP2/aug-cc-

pVTZ theory level energies in the SAFT-VR Mie equation of state. Ethene

results for (a1) ρ , (a2) cv, (a3) cp, (a4) csound, and (a5) µJT. Propene results

for (b1) ρ , (b2) cv, (b3) cp, (b4) csound, and (b5) µJT. Propyne results for (c1)

ρ , (c2) cv, (c3) cp, (c4) csound, and (c5) µJT. . . . . . . . . . . . . . . . . . 107

Figure 30 – Predicted thermophysical properties for a cyclic non-aromatic hydrocarbon

using approach A bottom-up-based Mie potential parameters from MP2/aug-

cc-pVTZ theory level energies in the SAFT-VR Mie equation of state. Cyclo-

propane results for (a) ρ , (b) cv, (c) cp, (d) csound, and (e) µJT. . . . . . . . . 108

Figure 31 – Predicted thermophysical properties for a cyclic aromatic hydrocarbon using

approach A bottom-up-based Mie potential parameters from MP2/aug-cc-

pVTZ theory level energies in the SAFT-VR Mie equation of state. Benzene

results for (a) ρ , (b) cv, (c) cp, (d) csound, and (e) µJT. . . . . . . . . . . . . 109

Figure 32 – Percentage deviation of the calculated critical point from NIST reference

data using top-down and bottom-up-based Mie potential parameters in the

SAFT-VR Mie equation of state for 15 molecules of different chemical

classes (hydrogen, nitrogen, oxygen, fluorine, carbon monoxide, carbon

dioxide, ethane, propane, n-butane, isobutane, ethene, propene, propyne,

cyclopropane, and benzene). Results for (a) Tcrit, (b) pcrit, and (c) ρcrit. . . . 110

Figure 33 – AARD% values for saturation properties for fifteen molecules of different

chemical classes (hydrogen, nitrogen, oxygen, fluorine, carbon monoxide, car-

bon dioxide, ethane, propane, n-butane, isobutane, ethene, propene, propyne,

cyclopropane, and benzene) using top-down and bottom-up-based Mie poten-

tial parameters in the SAFT-VR Mie equation of state. Results for (a) psat,

(b) ∆Hvap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111



Figure 34 – Predicted saturation properties for 15 molecules of different chemical classes

using bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ

theory level energies by approach A in the SAFT-VR Mie equation of state.

Results of psat for (a1) hydrogen, (b1) nitrogen, (c1) oxygen, (d1) fluorine,

(e1) carbon monoxide, (f1) carbon dioxide, (g1) ethane, (h1) propane, (i1)

n-butane, (j1) isobutane, (k1) ethene, (l1) propene, (m1) propyne, (n1) cyclo-

propane, and (o1) benzene. Results of ∆Hvap for (a2) hydrogen, (b2) nitrogen,

(c2) oxygen, (d2) fluorine, (e2) carbon monoxide, (f2) carbon dioxide, (g2)

ethane, (h2) propane, (i2) n-butane, (j2) isobutane, (k2) ethene, (l2) propene,

(m2) propyne, (n2) cyclopropane, and (o2) benzene. . . . . . . . . . . . . . 112

Figure 35 – AARD% values for thermophysical properties of 26 molecules from different

chemical classes obtained using a predictive SAFT-VR Mie equation of state

with parameters derived from ab initio calculations performed in this study.

Results of (a) ρ , (b) cv, (c) cp, (d) csound, and (e) µJT. . . . . . . . . . . . . 115

Figure 36 – Percentage deviation in relation to the real critical point of 26 molecules from

different chemical classes obtained using a predictive SAFT-VR Mie equation

of state with parameters derived from ab initio calculations performed in this

study. Results for (a) Tcrit, (b) pcrit, and (c) ρcrit. . . . . . . . . . . . . . . . 116

Figure 37 – AARD% values for saturation properties of 26 molecules from different

chemical classes obtained using a predictive SAFT-VR Mie equation of state

with parameters derived from ab initio calculations performed in this study.

Results for (a) psat, (b) ∆Hvap. . . . . . . . . . . . . . . . . . . . . . . . . 117

Figure E1 – Predicted thermophysical properties for fluoromethane using approach A

bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory

level energies in the SAFT-VR Mie equation of state. Prediction of (a1) ρ ,

(b1) cv, (c1) cp, and (d1) csound by SAFT-VR Mie equation of state. Prediction

of (a2) ρ , (b2) cv, (c2) cp, and (d2) csound by molecular dynamics simulations. 158

Figure E2 – Predicted thermophysical properties for chlorotrifluoromethane using ap-

proach A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ

theory level energies in the SAFT-VR Mie equation of state. Prediction of

(a1) ρ , (b1) cv, (c1) cp, and (d1) csound by SAFT-VR Mie equation of state.

Prediction of (a2) ρ , (b2) cv, (c2) cp, and (d2) csound by molecular dynamics

simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

Figure E3 – Predicted thermophysical properties for dichlorodifluoromethane using ap-

proach A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ

theory level energies in the SAFT-VR Mie equation of state. Prediction of

(a1) ρ , (b1) cv, (c1) cp, and (d1) csound by SAFT-VR Mie equation of state.

Prediction of (a2) ρ , (b2) cv, (c2) cp, and (d2) csound by molecular dynamics

simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160



Figure E4 – Predicted thermophysical properties for dichlorofluoromethane using ap-

proach A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ

theory level energies in the SAFT-VR Mie equation of state. Prediction of

(a1) ρ , (b1) cv, (c1) cp, and (d1) csound by SAFT-VR Mie equation of state.

Prediction of (a2) ρ , (b2) cv, (c2) cp, and (d2) csound by molecular dynamics

simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

Figure E5 – Predicted thermophysical properties for chlorodifluoromethane using ap-

proach A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ

theory level energies in the SAFT-VR Mie equation of state. Prediction of

(a1) ρ , (b1) cv, (c1) cp, and (d1) csound by SAFT-VR Mie equation of state.

Prediction of (a2) ρ , (b2) cv, (c2) cp, and (d2) csound by molecular dynamics

simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162



List of Tables

Table 1 – Top-down and bottom-up-based Mie potential parameters for some noble

gases obtained by different methodologies and contexts. . . . . . . . . . . . 69

Table 2 – Top-down-based Mie potential parameters within the SAFT framework avail-

able in the literature and bottom-up-based Mie potential parameters available

in the literature and those obtained in this study from ab initio data by different

methodologies and contexts for methane. . . . . . . . . . . . . . . . . . . . 78

Table 3 – Top-down-based Mie potential parameters within the SAFT framework avail-

able in the literature and bottom-up-based Mie potential parameters obtained

in this study from ab initio data by different methodologies and contexts for

some substituted-methane compounds. . . . . . . . . . . . . . . . . . . . . . 88

Table 4 – Top-down-based Mie potential parameters within the SAFT framework avail-

able in the literature and bottom-up-based Mie potential parameters obtained

in this study from ab initio data by different methodologies for a group of 15

molecules of different chemical classes compounds. . . . . . . . . . . . . . 98

Table 5 – Bottom-up-based Mie potential parameters derived in this study by the ap-

proach A from interaction energy curves obtained through MP2/aug-cc-pVTZ

theory level for dimers of different spatial configurations for a group of 26

molecules of different chemical classes. . . . . . . . . . . . . . . . . . . . . 113

Table C1 – Isobars, temperature ranges and number of data points obtained from NIST

to calculate AARD% values for thermophysical properties of 26 molecules

studied in this work. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

Table C2 – Temperature ranges and number of data points obtained from NIST to calculate

AARD% values for thermophysical properties of 26 molecules studied in this

work. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

Table D1 – AARD% values for thermophysical properties for some noble gases using

top-down and bottom-up-based Mie potential parameters in the SAFT-VR Mie

equation of state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

Table D2 – Critical point and percentage deviation from NIST reference data computed

using top-down and bottom-up-based Mie potential parameters in the SAFT-

VR Mie equation of state for some noble gases. . . . . . . . . . . . . . . . . 143

Table D3 – AARD% values for saturation properties for some noble gases using top-down

and bottom-up-based Mie potential parameters in the SAFT-VR Mie equation

of state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

Table D4 – AARD% values for thermophysical properties for methane using top-down

and bottom-up-based Mie potential parameters in the SAFT-VR Mie equation

of state and molecular dynamics simulations. . . . . . . . . . . . . . . . . . 145



Table D5 – Critical point and percentage deviation from NIST reference data computed

using top-down and bottom-up-based Mie potential parameters in the SAFT-

VR Mie equation of state for methane. . . . . . . . . . . . . . . . . . . . . 146

Table D6 – AARD% values for saturation properties for methane using top-down and

bottom-up-based Mie potential parameters in the SAFT-VR Mie equation of

state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

Table D7 – AARD% values for thermophysical properties for some substituted-methane

compounds of this study using top-down and bottom-up-based Mie potential

parameters in the SAFT-VR Mie equation of state and molecular dynamics

simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

Table D8 – Critical point and percentage deviation from NIST reference data calculated

using top-down and approach A bottom-up-based Mie potential parameters in

the SAFT-VR Mie equation of state for some substituted-methane compounds

of this study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

Table D9 – AARD% values for saturation properties for some substituted-methane com-

pounds of this study using top-down and bottom-up-based Mie potential

parameters in the SAFT-VR Mie equation of state and molecular dynamics

simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

Table D10–AARD% values for thermophysical properties for fifteen molecules of dif-

ferent chemical classes using top-down and bottom-up-based Mie potential

parameters in the SAFT-VR Mie equation of state. . . . . . . . . . . . . . . 151

Table D11–Critical point and percentage deviation from NIST reference data calculated

using top-down and approach A bottom-up-based Mie potential parameters in

the SAFT-VR Mie equation of state for fifteen molecules of different chemical

classes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Table D12–AARD% values for saturation properties for fifteen molecules of different

chemical classes using top-down and bottom-up-based Mie potential parame-

ters in the SAFT-VR Mie equation of state. . . . . . . . . . . . . . . . . . . 153

Table D13–AARD% values for thermophysical properties of 26 molecules from different

chemical classes obtained using a predictive SAFT-VR Mie equation of state

with parameters derived from ab initio calculations performed in this study. . 154

Table D14–Percentage deviation in relation to the real critical point of 26 molecules from

different chemical classes obtained using a predictive SAFT-VR Mie equation

of state with parameters derived from ab initio calculations performed in this

study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Table D15–AARD% values for saturation properties of 26 molecules from different chem-

ical classes obtained using a predictive SAFT-VR Mie equation of state with

parameters derived from ab initio calculations performed in this study. . . . . 156



Contents

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.2 Literature review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2 METHODOLOGY . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.1 Theoretical . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.1.1 Ab initio methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.1.2 Hartree-Fock method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.1.3 Post Hartree-Fock methods . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.1.3.1 Møller-Plesset perturbation theory . . . . . . . . . . . . . . . . . . . . . . . 37

2.1.3.2 Coupled cluster approximation . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.1.4 Density functional theory . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.1.5 Intermolecular interactions by ab initio calculations . . . . . . . . . . . . . 43

2.1.5.1 Supermolecular methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.1.5.2 Perturbational methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.1.6 Basis set for intermolecular interactions . . . . . . . . . . . . . . . . . . . 46

2.1.7 Molecular dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

2.1.7.1 Force fields and parameterization . . . . . . . . . . . . . . . . . . . . . . . . 49

2.1.7.2 Molecular dynamics simulations . . . . . . . . . . . . . . . . . . . . . . . . . 53

2.1.8 Molecular-based, equations of state . . . . . . . . . . . . . . . . . . . . . . 55

2.1.8.1 Statistical associating fluid theory (SAFT) . . . . . . . . . . . . . . . . . . . 55

2.1.8.2 SAFT-VR Mie equation of state . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.2 Computational details . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.2.1 General scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.2.2 Obtaining Mie potential parameters through ab initio calculations . . . . . 61

2.2.3 Calculation of thermophysical properties by molecular dynamics simulations 65

2.2.4 Calculation of thermophysical properties, critical point, and saturation prop-

erties with SAFT-VR Mie equation of state . . . . . . . . . . . . . . . . . 66

3 RESULTS AND DISCUSSION . . . . . . . . . . . . . . . . . . . . . 68

3.1 First group: noble gases . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.2 Second group: methane and substituted-methane compounds . . . 77

3.2.1 Methane modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.2.2 Substituted-methane compounds modeling . . . . . . . . . . . . . . . . . . 87

3.3 Third group: molecules of different chemical classes . . . . . . . . . 97



3.4 SAFT-VR Mie as pure predictive equation of state . . . . . . . . . . 113

4 CONCLUSION AND FUTURE PERSPECTIVES . . . . . . . . . . . 118

BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

APPENDIX 129

APPENDIX A – EXAMPLE SCRIPTS FOR AB INITIO CALCU-

LATIONS . . . . . . . . . . . . . . . . . . . . . . . 130

APPENDIX B – SAFT-VR MIE FOR MIXTURES . . . . . . . . . 134

APPENDIX C – NIST REFERENCE DATA . . . . . . . . . . . . . 138

APPENDIX D – RESULTS PRESENTED IN TABLES . . . . . . . 141

APPENDIX E – PREDICTION OF THERMOPHYSICAL PROP-

ERTIES FOR SOME SUBSTITUTED-METHANE

COMPOUNDS . . . . . . . . . . . . . . . . . . . . 157



22

1 Introduction

“Bring forward what is true. Write it so that it is clear. Defend it to your last breath.”

Ludwig Boltzmann

1.1 Motivation

Chemical industrial process design and operation rely on accurate measurement,

prediction, or estimation of thermophysical properties the involved chemical compounds. Exper-

imental determination of the required data can be costly and time-consuming. One of the main

objectives of scientists and chemical engineers is to minimize, or even eliminate, the dependence

on data obtained experimentally through correlations and predictive models. The development of

accurate correlations and predictive models capable of predicting properties of pure compounds

and mixtures in a wide range of thermodynamic conditions is of great importance for developing

and optimizing the design of chemical processes.

Traditional approaches, such as empirical or cubic equations of state and activity

coefficient models, can adequately describe some systems. There are, however, certain limita-

tions to traditional approaches in predicting properties of complex systems. These traditional

approaches often fail outside their limited range of application. More advanced techniques can

be used to address this challenge [1].

Molecular-based, equations of state are physically based models developed through

perturbation theory techniques. The advantage of molecular-based, equations of state is that they

consider the underlying molecular nature of the system. Specifically, molecular-based, equations

have a reliable predictive and extrapolative power, as they consider different microscopic contri-

butions that influence macroscopic properties. Molecular-based, equations of state incorporate

specific physical interactions, resulting in a model with physically meaningful parameters. As

a result, molecular-based, equations can offer a more detailed and comprehensive approach

to predicting properties of complex systems [1]. One of the most popular models within this

approach is the SAFT equation of state, originally proposed by Chapman et al. [2,3] and derived

from the statistical associating fluid theory.

The parameterization of equations of state involve balancing the need for accuracy

in computed properties with the desire to minimize experimental effort. The equation of state

parameters are usually fitted to reproduce experimental property data. As molecular-based,

equations of state are built through a more rigorous theoretical foundation that considers the

molecular nature of the compounds, the parameters of the equation of state can be obtained
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through other means than fitting experimental data. An option that has become viable over the

years due to the development of computational capacity is obtaining parameters for molecular-

based, equations of state through ab initio calculations.

Within the SAFT framework, the literature has limited references that discuss obtain-

ing parameters through ab initio calculations [4–10]. Although the topic has been discussed for

some time, there is still no consensus in the literature regarding the development of a consistent

methodology for obtaining parameters from ab initio calculations to be used in molecular-based,

equations of state.

The ultimate goal in the last few decades has been to accurately predict macroscopic

properties from ab initio calculations avoiding any experimental data other than the atomic

constitution of the compounds. In the literature, an exploratory window is still open to develop

purely predictive molecular-based, equations of state with parameters obtained through ab initio

calculations. It is within this context that this dissertation serves as a contribution to the field.

1.2 Literature review

In the physical, chemical, and engineering sciences, developing theoretical and

computational tools to predict macroscopic properties of fluid and soft matter systems is a

relevant and active topic. Literature reviews [11–17] cover the impact and prospects of matter

computer simulation methods and discussions on this topic have been recently extended [18].

Predicting macroscopic properties through theoretical-computational tools depends on the time

and length scales involved in the studied problem. Fig. 1 illustrates four time and length scales

addressed in this study (i.e., quantum, molecular, meso, and macro) and some approaches to

transferring information across these scales.

At the quantum scale, matter is described in terms of electronic and nuclear degrees of

freedom. This description falls under the domain of quantum mechanics. In quantum mechanics,

physical systems are described by the Schrödinger’s equation [19]. Most applications aim at

solving the non-relativistic, time-independent, and fixed-nuclei Schrödinger’s equation to model

molecular systems with many electrons and nuclei without external fields.

The dynamics of systems with many electrons and nuclei require sophisticated

computational methods to numerically solve the Schrödinger’s equation. These methods are

commonly referred to ab initio (Latin for “from first principles” or “from the beginning”).

Hartree-Fock [20–24] and density functional theory [25, 26] constitute the two most important

ab initio methods. Hartree-Fock method uses the electronic wave function to solve the problem

of many electrons and nuclei. In contrast, density functional theory uses electron density as an

alternative to the electronic wave function with gains in problem-solving speed.
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Figure 1 – Examples of length and time scales covered in this work and how information can be
transferred across these scales.

While ab initio methods can offer comprehensive information for systems of many

electrons and nuclei, their computational requirements are substantial. As a result, their use is

restricted to systems comprising only a few atoms and short time scales (see Fig. 1). If details of

the electronic structure can be suppressed or neglected, the approach to describing matter can be

simplified and performed at the molecular level.

At the molecular scale, the dynamics of many-body systems are used for describing

matter. For this task, molecular dynamics simulations entail one of the most commonly discussed

theoretical-computational methods in the literature [12–15, 27]. In atomistic molecular dynam-

ics simulations, atoms are treated as particles. This simplification makes atomistic molecular

dynamics simulations suitable for studying complex molecular systems comprising thousands

or millions of atoms in time intervals higher than the quantum scale (see Fig. 1). In molecular

dynamics simulations, particles interact through a force field. Force fields are a set of empirical

equations that describe the behavior of bonded and non-bonded atoms.

The process of obtaining force field parameters is called force field parameterization,

and it can be performed via top-down and bottom-up methodologies. The top-down methodology

involves deriving interatomic potential parameters from experimental data. On the other hand, the

bottom-up methodology determines interatomic potential parameters from the results of ab initio

calculations. Top-down-based interatomic potential parameters have greater representability

while bottom-up-based interatomic potential parameters generally have greater transferability

[12–15, 27].
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Determining reliable interatomic potential parameters is one of the biggest challenges

in developing force fields for classical molecular simulations. To obtain the parameters of the

non-bonded potential, it is essential to understand the nature of intermolecular interactions

[12–15, 27]. Supermolecular and perturbational methods are two procedures discussed in the

literature to compute the interaction energy in quantum chemistry [28–30]. They are examples

of how information can be transferred from the quantum to the molecular scale by developing

interatomic potentials (see Fig. 1).

In the supermolecular methods, the interaction energy is computed by subtracting

the sum of the energies of individual monomers from the energy of the dimer. The Hartree-Fock

method and density functional theory do not accurately describe non-bonded interactions [28–30].

To address this problem, other ab initio methods, such as dispersion-corrected density functional

theory [31–33], Møller-Plesset perturbation theory [34, 35], and coupled-cluster theory [35–37],

have been used within the context of the supermolecular methods.

In the perturbational methods, the interaction energy can be computed without the

need to determine the energy of the monomers or dimer. One commonly used method in this

approach is symmetry-adapted perturbation theory (SAPT). In SAPT, the Hamiltonian of the

dimer is written as a function of the contributions from each monomer and the perturbation.

Compared to the supermolecular methods, the perturbational methods better preserve the nature

of intermolecular interactions [28–30].

Within the molecular scale, atomistic molecular dynamics simulations may be im-

practical for describing systems with macromolecules (e.g., polymers and proteins) or long-time

phenomena (e.g., self-assembly and slow diffusion processes). Instead, a coarse-graining method-

ology can be used to simplify the atomistic approach. In coarse-graining methods, a group of

atoms is represented as a bead. The interactions between bonded and non-bonded beads can be

determined to replicate specific properties of the studied system [27, 38]. Coarse-grained models

are inserted within the meso scale, allowing larger time and size scales in molecular dynamics

simulations with lower computational costs (see Fig. 1).

Reducing the detail of coarse-grained models implies describing matter at the macro

scale. One of the few approaches in the literature that allows the connection between the

molecular and the macro scale is the statistical associating fluid theory (SAFT) equations of state

(see Fig. 1). SAFT equations of state are based on the first-order thermodynamic perturbation

theory (TPT1) by Wertheim [39–43]. In SAFT, molecules are represented as segments of spheres

that can form chains and ring structures. Each spherical segment has a repulsive core and multiple

attractive sites for association. The total Helmholtz free energy of the system is described as the

sum of the segment energy and a perturbation term. Variants of SAFT equations of state have

been successfully used to study the thermodynamics of complex systems, ranging from simple

hydrocarbons to electrolytes, polymers, pharmaceuticals, and confined fluids [1, 44, 45].
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The SAFT family of equations of state parameters can be obtained using top-down

and bottom-up methodologies. The reviews available in the literature [1, 44, 45] for variants

of SAFT equations of state present countless references in which the parameters are fitted

directly to experimental property data through the top-down methodology. Using the bottom-

up methodology, the first attempt to obtain parameters of an equation of state through ab

initio calculations was made by van Nhu et al. [4] through the perturbed-chain polar statistical

associating fluid equation of state (PCP-SAFT).

In their work, van Nhu et al. [4] established the relationship of a series of molecular

descriptors (e.g., size, shape, charge distributions, and dispersion interaction of a molecule) with

parameters of the PCP-SAFT equation of state. Good prediction results on experimental property

data were only obtained when considering at least one of the experimental normal boiling point

data parameters [4]. Although a drastic reduction of the experimental property data is promoted

with the methodology of van Nhu et al. [4], a purely predictive character of the PCP-SAFT

equation of state remains to be achieved. Most of the few works in the literature [5–9] are based

on modifications to the methodology established by van Nhu et al. [4] using the PCP-SAFT

equation of state.

Very recently, Walker et al. [10] proposed an alternative route for obtaining SAFT-

VR Mie equation of state parameters through ab initio calculations. In their work, Walker et al.

[10] fitted SAFT-VR Mie equation of state parameters to dimer interaction energy curves for

some noble gases and methane. Although good prediction results on thermophysical properties

and critical point were obtained by Walker et al. [10], the associated deviations are still large for

applications in the design of chemical plants. Furthermore, within the same context investigated

by Walker et al. [10], some of the results of this dissertation have already been published in a

parallel and independent study [46], contributing to the investigation of systems composed of

more complex molecules than noble gases and methane.

1.3 Objectives

The main objective of this dissertation is to develop a consistent methodology to

obtain reliable interatomic potential parameters from ab initio calculations to give molecular-

based, equations of state a purely predictive character.

This work also comprises secondary objectives such as:

• to obtain interatomic potential parameters from ab initio for a series of molecules of

different chemical classes by supermolecular and perturbational methods;
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• to compare the values of the interatomic potential parameters obtained by the top-

down methodology available in the literature within the SAFT framework with

the values of the parameters obtained in this study by the bottom-up methodology

through ab initio calculations data;

• to compare the ability to predict thermophysical properties, critical point, and satu-

ration properties when using top-down and bottom-up based interatomic potential

parameters in SAFT equations of state (in this study, SAFT-VR Mie equation of state

specifically);

• to compare the capacity to predict thermophysical properties using top-down and

bottom-up based interatomic potential parameters SAFT equations of state (in this

study, SAFT-VR Mie equation of state specifically) and in more robust simulation

methods (in this study, molecular dynamics simulations);

• to establish a relationship between the quantum and macro scales in developing

predictive models such as the SAFT equations of state.
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2 Methodology

“If you think you understand quantum mechanics, you don’t understand quantum mechanics.”

Richard Feynman

2.1 Theoretical

2.1.1 Ab initio methods

At the quantum scale, studying the structure of molecules is closely related to

understanding systems with many electrons and nuclei. In this context, analyzing the potential

generated by the arrangement of electron distribution in nuclei allows for extracting information

about the stability and properties of a studied system. As Classical Mechanics cannot correctly

describe subatomic particles, there is no other approach to this type of problem than the theory

of Quantum Mechanics.

A considerable part of Quantum Mechanics is grounded on the work of Schrödinger

[19], who based his effort on the theories of de Broglie (wave-particle duality) and Hamilton-

Jacobi (mathematical representation of a particle as a wave). The starting point for studying

molecular systems in Quantum Mechanics is the Schrödinger’s equation, which in its simplified

and time-independent form is given by Eq. (2.1):

Ĥ Ψprq “ EΨprq , (2.1)

where Ĥ is the Hamiltonian operator, Ψ is the wave function, E is the total energy, and r is the

vector of spatial coordinates for electrons and nuclei.

For modeling a molecular system of "N" electrons and "M" nuclei in the absence of

external fields, the Hamiltonian operator of the Schrödinger’s equation can be calculated through

Eq. (2.2) by five essential contributions given by Eqs. (2.3)-(2.7):

Ĥ “ T̂e ` T̂n `V̂ee `V̂nn `V̂en, (2.2)

with

T̂e “ ´
N

ÿ

i“1

h̄

2mi
∇

2
i , (2.3)

T̂n “ ´
N

ÿ

a“1

h̄

2ma
∇

2
a, (2.4)
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V̂ee “
N

ÿ

i“1

N
ÿ

j‰i

e2

4πε0

1
ˇ

ˇri ´ r j

ˇ

ˇ

, (2.5)

V̂nn “
M
ÿ

a“1

M
ÿ

b‰a

ZaZbe2

4πε0

1
|ra ´ rb| , (2.6)

V̂en “
N

ÿ

i“1

M
ÿ

a“1

Zae2

4πε0

1
|ri ´ ra| , (2.7)

where T̂e is the kinetic energy of the electrons, T̂n is the kinetic energy of the nuclei, V̂ee is

the electron-electron repulsion energy, V̂nn is the nucleus-nucleus repulsion energy, V̂en is the

electron-nucleus attraction energy, h̄ is the reduced Planck constant, m is the mass, ∇
2 is the

Laplacian operator,

ˆ

i.e.,∇2 “ B2

Bx2 ` B2

By2 ` B2

Bz2

˙

, e is the elementary charge, r is the vector of

spatial coordinates, Z is the charge of the nucleus, ε0 is the vacuum permittivity subscripts i and

j are related to the electrons, and subscripts a and b are related to the nuclei.

The first simplification that can be done in Eq. (2.2) is the change to atomic units1

with the elimination of most of the constants, resulting in Eq. (2.8):

Ĥ “ ´1
2

N
ÿ

i“1

∇
2
i

loooomoooon

T̂e

´
N

ÿ

a“1

1
2ma

∇
2
a

loooooomoooooon

T̂n

`
N

ÿ

i“1

N
ÿ

j‰i

1
ˇ

ˇri ´ r j

ˇ

ˇ

loooooooomoooooooon

V̂ee

`
M
ÿ

a“1

M
ÿ

b‰a

ZaZb

|ra ´ rb|
looooooooomooooooooon

V̂nn

´
N

ÿ

i“1

M
ÿ

a“1

Za

|ri ´ ra|
looooooooomooooooooon

,

V̂en

(2.8)

The problem of many electrons and nuclei systems can be further simplified applying

the Born-Oppenheimer approximation. Within the Born-Oppenheimer approximation, nuclei can

be treated as static since nuclei are much heavier than electrons. Consequently, the motion of

electrons can be treated independently of the nuclear motion. Thus, the electronic component

of the Hamiltonian, which represents the movement of "N" electrons in the field of "M" fixed

nuclei, can be separated and obtained summing three contributions given in atomic units by Eq.

(2.9):

ˆHelec “ ´1
2

N
ÿ

i“1

∇
2
i

loooomoooon

T̂e

`
N

ÿ

i“1

N
ÿ

j‰i

1
ˇ

ˇri ´ r j

ˇ

ˇ

loooooooomoooooooon

V̂ee

´
N

ÿ

i“1

M
ÿ

a“1

Za

|ri ´ ra|
looooooooomooooooooon

.

V̂en

(2.9)

For most applications in molecular systems, the aim is the solution of the nonrela-

tivistic, time-independent, and fixed-nuclei Schrödinger’s equation, given by Eq. (2.10):

ˆHelecΨelec prq “ EelecΨelec prq , (2.10)

wherein ˆHelec is the electronic Hamiltonian operator, Ψelec is the electronic wave function, Eelec

is the electronic energy, and r is the vector of spatial coordinates for electrons or nuclei.
1 In atomic units, mass is given in units of the electron mass, charge is given in units of elementary charge, and

length is given in units of the Bohr radius.
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The electronic wave function presented in Eq. (2.10) may differ for different ar-

rangements of nuclei. Consequently, the total energy for systems with "M"-fixed nuclei is also

composed of a constant given by Eq. (2.11) that represents the nuclear repulsion:

E “ Eelec`
M
ÿ

a“1

M
ÿ

b‰a

ZaZb

|ra ´ rb|
looooooooomooooooooon

V̂nn

. (2.11)

Even decoupling nuclear and electronic motion via the Born-Oppenheimer approx-

imation, the dynamics of systems of many electrons are still too complex to deal with them

analytically. Schrödinger’s equation lacks an analytical solution for systems with more than one

electron (even atoms or molecules). As a result, the development of computational methods that

allow the generation of approximate numerical solutions for this type of problem is desired.

The methods to address the many-electron problem that generate solutions without

the need for reference to experimental data are called ab initio. Some relevant existing ab initio

methods are Hartree-Fock, post-Hartree-Fock ones, and density functional theory.

2.1.2 Hartree-Fock method

Hartree-Fock is the simplest ab initio method. The Hartree-Fock method is based on

the works of Hartree [20], Slater [21, 22], and Fock [23, 24]. In 1928, Hartree [20] introduced

a method called the self-consistent field for computing the wave function for many electron

systems. In this method, Hartree [20] considered the electrons as uncorrelated (i.e., independent

of each other) to construct the electronic wave function.2 Thus, the wave function for "N"

uncorrelated electrons can be written as a product of "N" wave functions of one electron, and the

resulting Eq. (2.12) is called the Hartree product:

Ψprq “ Ψpr1,r2, ¨ ¨ ¨ ,rNq “ ψ1 pr1qψ2 pr2q ¨ ¨ ¨ψN prNq “
N

ź

i“1

ψi priq , (2.12)

where Ψ is the electronic wave function, ψ is the one-electron wave function, r is the vector of

spatial coordinates, and subscripts 1, 2, ¨ ¨ ¨ N are labels for electrons.

The Eq. (2.12) for the Hartree product has two main issues. The first one is related

to a quantum property of electrons called spin. The spin describes the direction of rotation of an

electron in the presence of a magnetic field, making possible the existence of states of alignment

along or opposite the field. Therefore, to describe the electron completely, in addition to the

spatial coordinates, it is also necessary to specify the spin.

2 From now on, only the electronic problem will be considered, with the subscript elec being suppressed from the
equations.
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For this purpose, the one-electron wave function (i.e., one-electron orbital) must

be rewritten as a product between a component that represents the spatial coordinates (i.e.,

the spatial orbital) and another contribution that represents the spin. The spin contribution is

described by two functions that must be orthonormal. The one-electron wave functions (i.e.,

one-electron orbitals), now called spin orbitals, are functions of three spatial coordinates and a

coordinate referring to the spin quantum property as described by Eq. (2.13):

χi pxiq “
#

ψi priqα psq
ψi priqβ psq

,3 (2.13)

where χ is the spin orbital, ψ is the spatial orbital (i.e., one-electron wave function), α represents

the spin-up state (Ò), β represents the spin-down state (Ó), s is the vector that represents the spin

coordinate, x is a vector that represents three spatial coordinates and one spin coordinate (i.e.,

x “ tr,su), and subscript i is a label for electronic states.

The second problem associated with Eq. (2.12) for the Hartree product is that it is

inconsistent with the indistinguishability of electrons. By the strictest statement of the Pauli

exclusion principle, the total wave function of a many-particle system must be antisymmetric.

As an implication, the exchange of spatial coordinates and spin of two electrons must change the

sign of the total wave function, according to Eq. (2.14):

Ψpx1,x2, ¨ ¨ ¨ ,xNq “ ´Ψpx2,x1, ¨ ¨ ¨ ,xNq . (2.14)

As a consequence of Eq. (2.14), the wavefunction for "N" uncorrelated electrons

cannot be written as a product of "N" wavefunctions of one electron, as demonstrated by Eq.

(2.15):

χ1 px1q χ2 px2q ¨ ¨ ¨ χN pxNq ‰ χ1 px2q χ2 px1q ¨ ¨ ¨ χN pxNq . (2.15)

The verification that the Hartree product does not obey the principle of antisymmetry

of the wave function was independently pointed out by Slater [21, 22] and Fock [23, 24] in 1930.

As a solution to respect the Pauli exclusion principle, the Hartree-Fock method uses a single

Slater determinant as a mathematical device to antisymmetrize the wave function, resulting in

3 Since the α and β functions to characterize the spin of electrons are orthonormal, they satisfy the following con-

ditions:
ż

α˚ psqα psqds “

ż

β ˚ psqβ psqds “ 1 and
ż

α˚ psqβ psqds “

ż

β ˚ psqα psqds “ 0, where superscript

˚ represents the complex conjugate of the function. In Dirac or bra-ket notation for integrals these previous
equations can be written as xα|αy “ xβ |βy “ 1 and xα|βy “ xβ |αy “ 0.
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Eq. (2.16), known as the approximation of Hartree-Fock:

Ψpxq “ Ψpx1,x2, ¨ ¨ ¨ ,xNq “ 1?
N!

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

χ1 px1q χ2 px1q ¨ ¨ ¨ χN px1q
χ1 px2q χ2 px2q ... χN px2q

...
...

. . .
...

χ1 pxNq χ2 pxNq ¨ ¨ ¨ χN pxNq

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

“ 1?
N!

N!
ÿ

n“1

p´1qpn P̂n tχ1 p1q χ2 p2q ¨ ¨ ¨ χN pNqu

“ ˆA tχ1 p1q χ2 p2q ¨ ¨ ¨ χN pNqu ,

(2.16)

where pn is 0 or 1 if n is even or odd, respectively; P̂n is an permutation operator that generates

the n-th permutation at the indices of x, ˆA is the anti-symmetrization operator, and subscripts 1,

2, ¨ ¨ ¨ N are labels for electronic states.

Since the wave function of many electrons is approximated by a single Slater deter-

minant, the electron correlation effects cannot be fully explained in the Hartree-Fock method.

The essence of the Hartree-Fock approximation is to treat the electron-electron repulsion on

average. In the Hartree-Fock method, the electrons are moving at a mean spherical potential due

to the other electrons and nuclei of the atom or molecule.

The problem to be solved in the Hartree-Fock method is to find spin orbitals to

minimize the true energy (ground state) of the system. In this context, the variational principle

becomes a useful mathematical strategy to carry out the wave function optimization process

(since the wave function is dependent on the spin orbitals). According to the variational principle,

the computed energy using a trial electronic wave function will then be greater than or equal to

the lowest true energy (ground-state) of the system, according to Eq. (2.17) in Dirac or bra-ket

notation for integrals:

E “
@

Ψtrial|Ĥ |Ψtrial
D

xΨtrial|Ψtrialy
ě E0,

4 (2.17)

where E is the electronic energy, Ψtrial is a trial electronic wave function, Ĥ is the electronic

Hamiltonian, and E0 is true electronic energy (ground-state).

By the condition of orthonormality of the spin orbitals (see Eq. (2.13) footnotes for

further details), the problem to be solved is to minimize the electronic energy functional5 given

4 In Eq. (2.17):
@

Ψtrial|Ĥ |Ψtrial
D

“

ż

Ψ
˚
trial pxqĤ Ψtrial pxqdx, and

xΨtrial|Ψtrialy “

ż

Ψ
˚
trial pxqΨtrial pxqdx,

wherein superscript ˚ represents the complex conjugate of the function.
5 While a function is a rule that transforms a number into another number

ˆ

e.g.,2 x3
ÝÑ 8

˙

, a functional is a rule

that transforms a function into a number

ˆ

e.g.,x3
ş2
0 x3dx

ÝÝÝÝÑ
x4

4

ˇ

ˇ

ˇ

2

0
“ 4

˙

.
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by Eq. (2.18) in Dirac or bra-ket notation for integrals:

E rχ pxqs “
@

Ψ|Ĥ |Ψ
D

.6 (2.18)

The energy calculation of Eq. (2.18) can be simplified by separating the electronic

Hamiltonian of Eq. (2.8) into one-electron and two-electron operators by Eqs. (2.19) and (2.20),

respectively:

ĥ1 piq “ ´1
2

∇
2
i ´

M
ÿ

a“1

Za

|ri ´ ra| , (2.19)

ĥ2 pi, jq “ 1
ˇ

ˇri ´ r j

ˇ

ˇ

, (2.20)

where ĥ1 is the one-electron Hamiltonian operator, and ĥ2 is the two-electron Hamiltonian

operator.

Consequently, with the definitions of Eqs. (2.19) and (2.20) the electronic Hamilto-

nian operator of Eq. (2.8) can be written in a more compact form as shown in Eq. (2.21):

Ĥ “
N

ÿ

i“1

ĥ1 piq `
N

ÿ

i“1

N
ÿ

j‰i

ĥ2 pi, jq . (2.21)

Thus, the electronic energy functional of Eq. (2.18) can now be rewritten in terms of

one- and two-electron integrals, according to Eq. (2.22) in Dirac Notation or bra-ket for integrals:

E rχ pxqs “
@

χ1χ2 ¨ ¨ ¨ χN |
N

ÿ

i“1

ĥ1 piq `
N

ÿ

i“1

N
ÿ

j‰i

ĥ2 pi, jq |χ1χ2 ¨ ¨ ¨ χN

D

,

“
N

ÿ

i“1

@

χi|ĥ1 piq |χi

D

loooooomoooooon

hi

` 1
2

N
ÿ

i“1

N
ÿ

j‰i

“@

χiχ j|ĥ2 pi, jq |χiχ j

D

looooooooooomooooooooooon

Ji j

´
@

χiχ j|ĥ2 pi, jq |χ jχi

D

looooooooooomooooooooooon

Ki j

‰

,7
(2.22)

6 In Eq. (2.18):
@

Ψ|Ĥ |Ψ
D

“

ż

Ψ
˚ pxqĤ Ψpxqdx, where superscript ˚ represents the complex conjugate of the

function.
7 In Eq. (2.22):

@

χi|ĥ1 piq |χi

D

“

ż

χ˚
i px1q ĥ1 pr1q χi px1qdx1,

@

χiχ j|ĥ2 pi, jq |χiχ j

D

“

ż

χ˚
i px1q χ˚

j px2qr´1
12 χi px1q χ j px2qdx1dx2 “ Ji j, and

@

χiχ j|ĥ2 pi, jq |χ jχi

D

“

ż

χ˚
i px1q χ˚

j px2qr´1
12 χ j px1q χi px2qdx1dx2 “ Ki j,

where x1 and x2 are spin coordinates for a pair formed by electrons 1 and 2, respectively; r´1
12 is the distance

between two electrons for a pair formed by electrons 1 and 2, respectively, and superscript ˚ represents the
complex conjugate of the function.
Furthermore, in related literature it is common to find Eq. (2.22) written in a more compact form as

E rχ pxqs “
N

ÿ

i“1

@

i|ĥ|i
D

`
1
2

N
ÿ

i“1

N
ÿ

j‰i

xi j||i jy or E rχ pxqs “
N

ÿ

i“1

@

i|ĥ|i
D

`
1
2

N
ÿ

i“1

N
ÿ

j‰i

prii| j js ´ ri j| jisq,

with one-electron integral given by
@

i|ĥ|i
D

“

ż

χ˚
i px1q ĥ1 pr1q χi px1qdx1,

and two-electron integral (in Chemists’ notation) given by

ri j|kls “ xik| jly “

ż

χ˚
i px1q χ j px2qr´1

12 χ˚
k px1q χl px2qdx1dx2.
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where hi is the one-eletron integral, Ji j is the Coulomb integral (represents the classical Coulomb

repulsion), and Ki j is the exchange integral (represents the manifestation of the correlation

between the movements of electrons).

In the Hartree-Fock method, the task is reduced to minimizing the electronic energy

functional given Eq. (2.22) subject to the constraint given by Eq.(2.23) in Dirac or bra-ket

notation for integrals, which guarantees the orthonormality of the spin-orbitals:

@

χi|χ j

D

“ δi j,
8. (2.23)

where δi j is a Kronecker delta function (i.e., δi j “ 1 if i “ j and δi j “ 0 if i ‰ j).

The method of undetermined Lagrange multipliers can be used to solve this problem,

which involves optimizing the electronic wave function to minimize the energy functional.

Through the method of undetermined Lagrange multipliers, the objective is to minimize the

Lagrange functional given by Eq. (2.25):

L rχ pxqs “ E rχ pxqs ´
N

ÿ

i“1

N
ÿ

j‰i

εi j

`@

χi|χ j

D

´ δi j

˘

, (2.24)

where L is the Lagrangian operator, and εi j are the Lagrange multipliers (represent the orbital

energy).

The minimum of the electronic energy functional occurs when the variation of the

Lagrange functional is equal to zero pi.e.,δL “ 0q . This can be accomplished by applying an

infinitesimal variation in the spin orbitals
`

i.e.,χi Ñ χi ` δ χ j

˘

. Thus, for the electronic energy

functional to be minimal, it is necessary to solve Eq. (2.25):

δL rχ pxqs “ δE rχ pxqs ´
N

ÿ

i“1

N
ÿ

j‰i

εi jδ
@

χi|χ j

D

“ 0. (2.25)

After performing some algebraic manipulations on Eq. (2.25) (whose steps can be

readily found in the literature), the set of N-coupled equations of the Hartree-Fock method can

be obtained, according to Eq. (2.26):

#

ĥ1 pr1q `

v̂HF px1q
hkkkkkkkkkkkkkikkkkkkkkkkkkkj

N
ÿ

j‰i

“

Ĵ j px1q ´ ˆK j px1q
‰

+

loooooooooooooooooooooomoooooooooooooooooooooon

F̂ px1q

χi px1q “
N

ÿ

j‰i

εi jχ j px1q

for i “ 1,2, ¨ ¨ ¨ ,N; 9

(2.26)

8 In Eq. (2.23):

xχi|χ jy “

ż

χ˚
i px1q χ j px1qdx1,

where x1 are spin coordinates for a single electron and superscript ˚ represents the complex conjugate of the
function.

9 In Eq. (2.26):
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where F̂ is called Fock operator, v̂HF is the Hartree-Fock effective potential operator, Ĵ is

called Coulomb operator, ˆK is called exchange operator, r1 are spatial coordinates for a single

electron. and x1 are spin coordinates for a single electron.

The previously introduced N-coupled equations of the Hartree-Fock are not in their

canonical form. To achieve this, a unitary transformation in the spin orbitals, as specified in Eq.

(2.27), is required:

χ
1

i “
N

ÿ

j‰i

χ jÛi j, (2.27)

where χ
1
are spin orbitals that guarantee the matrix with elements formed by Lagrange multipliers

(i.e., εi j) is diagonal, and Û is the unitary transformation operator.

By substituting Eq. (2.26) into Eq. (2.25), the Hartree Fock equation in its canonical

form given by Eq. (2.28) is obtained:

F̂ px1q χ
1

i px1q “ ε
1

i χ
1

i px1q
for i “ 1,2, ¨ ¨ ¨ ,N;

(2.28)

where ε
1

is the energy associated with the canonical spin orbitals.

The Hartree Fock equation in its canonical form given by Eq. (2.28) can be solved

numerically (i.e., exact Hartree-Fock) or by expanding the spin orbitals through a set of functions

known as basis functions, as described by Eq. (2.29), in a method independently proposed by

Roothaan [47] and Hall [48] in 1951 (i.e., Hartree-Fock-Roothan equations):

χi “
K

ÿ

µ“1

Cµiφµ ,

for i “ 1,2, ¨ ¨ ¨ ,N;

(2.29)

where K is the number of basis functions, C are expansion coefficients to be determined, and φ

are basis functions.

In addition, the Hartree-Fock approach has three variants to treat the function that

represents the spin in the spin orbitals: restricted closed-shell, restricted open-shell, and unre-

stricted open-shell. In restricted variants of the Hartree-Fock approach, atoms or molecules have

an even number of electrons, so the orbitals are doubly occupied with electrons of opposite spin.

The difference between the restricted closed and open-shell variants is that the valence shell is

not completely filled with electrons in the open shell. In the unrestricted open-shell variant of the

Ĵ j px1q χi px1q “

„
ż

χ˚
j px2qr´1

12 χ j px2qdx2



χi px1q “

„
ż

|χ j px2q|2 r´1
12 dx2



χi px1q, and

ˆK j px1q χi px1q “

„
ż

χ˚
j px2qr´1

12 χi px2qdx2



χ j px1q,

where r´1
12 is the distance between two electrons 1 and 2 in different spin orbitals, superscript ˚ represents the

complex conjugate of the function.
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Hartree-Fock approach, there is an odd number of electrons, and the energy must be calculated

considering all spins of orbitals occupied by a single electron.

For the restricted variant of the Hartree-Fock approach, if the definition of basis

functions given by Eq. (2.29) is replaced in the Hartree Fock equation in its canonical form given

by Eq. (2.28), the result obtained is Eq. (2.30):

F̂ pxiq
K

ÿ

ν“1

Cν iφν

looomooon

χi px1q

“ εi

K
ÿ

ν“1

Cν iφν

looomooon

χi px1q
for i “ 1,2, ¨ ¨ ¨ ,N;

(2.30)

By multiplying Eq. (2.30) on the left by a complex conjugate of the basis function

(e.g., φ ˚
µ ) and integrating, the problem can be transformed into matrix form, which is more

computer-friendly, according to Eq. (2.31) in Dirac or bra-ket notation for integrals:

K
ÿ

ν“1

Cν i

@

φµ |F̂ px1q |φν

D

loooooooomoooooooon

Fµν

“ εi

K
ÿ

ν“1

Cν i

@

φµ |φν

D

looomooon

Sµν

,

for i “ 1,2, ¨ ¨ ¨ ,N;

10 (2.31)

The expression in Eq. (2.31) can be further simplified, leading to the derivation of

the Roothaan equations according to Eq. (2.32):

FC “ SCε (2.32)

where F is the Fock matrix with elements given by Fµν “
@

φµ |F̂ px1q |φν

D

, C is the expansion

coefficients matrix, S is the overlap matrix with elements given by Sµν “
@

φµ |φν

D

, and ε is a

diagonal matrix of the orbital energies.

In the context of the unrestricted variant of the Hartree-Fock method, the outcome

consists of a pair of coupled Roothaan equations referred to as the Pople-Nesbet-Berthier

equations, as presented in Eq. (2.33):

FαCα “ SCαεα

Fβ Cβ “ SCβ εβ
(2.33)

where α represents the spin-up state (Ò), and β represents the spin-down state (Ó).

As in Eqs. (2.32) and (2.33) the Fock matrix depends on its own solution through

the spin orbitals, an initial guess of the spin orbitals must be refined interactively up to a certain

convergence criterion in a methodology called self-consistent field approach.
10 In Eq. (2.29):

@

φµ |F̂ px1q |φν

D

“

ż

φ ˚
µ px1qF̂ px1qφν px1qdx1 “ Fµν , and

@

φµ |φν

D

“

ż

φ ˚
µ px1qφν px1qdx1 “ Sµν .
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2.1.3 Post Hartree-Fock methods

Originally, the Hartree-Fock method assumes that an electron is subject to a mean

spherical potential due to the other electrons and nuclei in an atom and a molecule. As the

electron-electron repulsion is treated in an average way, the details of the interactions of each pair

of electrons are disregarded. Even though the wave function is described as precise as possible,

there is an error in the total energy obtained by the Hartree-Fock method.

One approach to correct the total Hartree-Fock energy is to consider an electronic

correlation, which is given by the difference between the true energy (ground-state) and the

Hartree-Fock energy, according to Eq. (2.34):

Ecorr “ E0 ´ EHF, (2.34)

where EHF is the Hartree-Fock energy.

The methods in which the correlation energy is determined are called post-Hartree-

Fock. Two post-Hartre-Fock methods widely discussed in the literature are the Møller-Plesset

perturbation theory and the coupled cluster approximation.

2.1.3.1 Møller-Plesset perturbation theory

The Møller-Plesset approach for dealing with electronic correlation and improving

the results of the Hartree-Fock method emerged with the work of Møller and Plesset [49] in

1934, and is based on the application of second-order perturbation theory. The idea of the

Møller-Plesset perturbation theory is that a complex system (closer to reality) can be treated as a

perturbed version of a simpler system (idealized).

According to the Rayleigh-Schrödinger’s perturbation theory, the Hamiltonian can

be written as a sum of the unperturbed Hamiltonian and a perturbation, according to Eq. (2.35):

Ĥ “ Ĥ0 ` λ V̂ , (2.35)

where Ĥ is the Hamiltonian, Ĥ0 is the unperturbed Hamiltonian, λ is a coupling parameter

(a dimensionless parameter that defines the order of perturbation), and V̂ is the perturbation

operator.

For an "N" electron system, in the the Møller-Plesset perturbation theory the unper-

turbed Hamiltonian and the perturbation are described by Eqs. (2.36) and (2.37), respectively:

Ĥ0 “
N

ÿ

i“1

F̂ piq “
N

ÿ

i“1

“

ĥ1 piq ` v̂HF piq
‰

, (2.36)

V̂ “
N

ÿ

i“1

«

N
ÿ

j‰i

1
ˇ

ˇri ´ r j

ˇ

ˇ

´ v̂HF piq
ff

. (2.37)
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In the Møller-Plesset perturbation theory, there is a hierarchy of energy levels

in which electron-electron repulsion is treated in more detail. To identify the hierarchy, the

abbreviation "MPn" is used, where "n" reflects the degree of the perturbation considered (e.g.,

MP0, MP1, MP2, and so on). The energy level MP0 considers only the sum of the contributions

of the energies of a one-electron operator given by Hartree-Fock and works as an unperturbed

operator. The energy level MP1 corresponds to the energy level MP0 corrected with the Coulomb

and exchange integrals (i.e., MP1 refers to the Hartree-Fock energy), according to Eq. (2.38):

EMP1 “ EHF “ E
p0q
0 ` E

p1q
0 “ EMP0 ` E

p1q
0 “ xΨ

p0q
0 |Ĥ0 ` V̂ |Ψp0q

0 y, (2.38)

where superscripts p0q and p1q are related to zeroth and first order perturbations, respectively,

subscripts MP0 and MP1 are related to zeroth and first order Møller-Plesset perturbations,

respectively, and subscript HF are related to Hartree-Fock.

The MP2 energy level represents the Hartree-Fock energy plus a correction term that

describes the energy reduction due to repulsion between electrons rather than the Hartree-Fock

treatment (i.e., MP2 is the first energy level that goes beyond the Hartree-Fock treatment),

according to Eq. (2.39):

EMP2 “ EHF ` E
p2q
0 “ EHF `

8
ÿ

k‰0

ˇ

ˇ

ˇ
xΨ

p0q
0 |V̂ |Ψp0q

k y
ˇ

ˇ

ˇ

2

E
p0q
0 ´ E

p0q
k

, (2.39)

where subscript MP2 stands to the second order Møller-Plesset perturbation.

2.1.3.2 Coupled cluster approximation

The coupled cluster approximation arose to calculate the electronic correlation in

atoms and molecules with Čížek [50] in 1966 and later with Paldus [51] in 1972. The coupled

cluster approximation method is based on the linked cluster theorem, and the main idea is to

treat a system with many electrons as clusters of few electrons. In this ab initio method, the

interactions between the electrons of the same group are calculated, and, later, the interactions of

electrons of different groups.

In the coupled cluster approximation method, the exact electronic wave function is

related to the Hartree-Fock electronic wave function through a series of operators, according to

Eq. (2.40):

Ψ “
ˆ

1 ` T̂ ` T̂ 2

2!
` T̂ 3

3!
` ¨¨ ¨

˙

looooooooooooooomooooooooooooooon

eT̂

Ψ
HF,

(2.40)

where Ψ is the electronic wave function given by the Slater determinant, T̂ “ T̂1 ` T̂2 ` ¨¨ ¨ with

T̂1, T̂2, ¨ ¨ ¨ as excitation operators for promoting one, two, ¨ ¨ ¨ electrons into virtual spin orbitals.
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By the amount of excitation operator terms (i.e., T̂ “ T̂1 ` T̂2 `¨¨ ¨ ), the methods such

as couple cluster doubles (CCD), couple cluster singles and doubles (CCSD) or couple cluster

singles, doubles and triples (CCSDT) can be obtained, according to the set of Eqs. (2.41)-(2.43),

respectively.

T̂CCD “ eT̂2ΨHF, (2.41)

T̂CCSD “ epT̂1`T̂2qΨHF, (2.42)

T̂CCSDT “ epT̂1`T̂2`T̂3qΨHF. (2.43)

There is still a variant in which the contributions of the triple excitations are repre-

sented approximately, in which the method is called coupled-cluster with singles, doubles, and

perturbative triples excitations (CCSD(T)), with a lower computational demand than the couple

cluster singles, doubles and triples (CCSDT) method.

2.1.4 Density functional theory

Using electron density is an alternative route that allows solving the problem of many

electrons without directly computing the electronic wave function. Formally, in an "N"-electron

system, the electron density represents the probability of finding any one of the "N" electrons

of any spin in a given volume element, where the positions and spins of the remaining "N-1"

electrons are arbitrary.

The mathematical description for the electron density in an "N"-electron system is

given by Eq. (2.44):

ρ prq “ N

ż

¨ ¨ ¨
ż

|Ψpx1,x2, ¨ ¨ ¨ ,xNq|2 dx1dx2 ¨ ¨ ¨dxN , (2.44)

and from Eq. (2.44), the number of electrons in an atom or molecule can be obtained by

integrating the electron density over the entire volume according to Eq. (2.46):
ż

V

ρ prqdr “ N,11 (2.45)

where ρ is the electron density, N is the number of electrons, Ψ is the electronic wave function,

V is a volume element, r is the vector of spatial coordinates, x is a vector that represents three

spatial coordinates and one spin coordinate (i.e., x “ tr,su), and subscripts 1, 2, ¨ ¨ ¨ N are labels

for electronic states.

Ab initio methods based on the calculation of electron density have two main ad-

vantages compared to those based on the electronic wave function. Unlike the electronic wave

function, the first is that electron density is an experimentally observable quantity (i.e., it can

be verified by X-ray diffraction or electron diffraction). The second is that, while the wave

11 In Eq (2.46), ρ prq ě 0 for all r since a negative number of electrons per unit volume is impossible.
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function of an "N"-electron system is a function of "4N" variables (i.e., it considers three spatial

coordinates and one spin coordinate times the number of electrons), the electron density is

dependent on only three variables (i.e., it considers three spatial coordinates).

The main objective of ab initio methods based on the calculation of electron density

is to connect the electronic energy of the system with the electron density through functionals, as

described by Eq (2.46):

E “ F rρs , (2.46)

where F represents a generic functional.

The first attempt of a model that used the electron density rather than the wave

function was designed independently by Thomas [52] and Fermi [53] in 1927. In the Thomas-

Fermi model, where the system can be described as a uniform electron gas, the electronic energy

is described by the functional of Eq. (2.47):

ETF rρs “ Te rρs `Vee rρs `Ven rρs , (2.47)

wherein ETF is the approximate electronic energy in the Thomas-Fermi model, Te is the kinetic

energy for a uniform electron gas model, Vee is the electron-electron repulsion containing only

the Coulomb potential, and Ven is the electron-nucleus attraction energy.

An improvement to the original functional of the Thomas-Fermi model was proposed

by Dirac [54] in 1930. In the Thomas-Fermi-Dirac model, the electron-electron repulsion is split

into two contributions: a Coulombic term and an exchange expression. Thus, in the Thomas-

Fermi-Dirac model, electronic energy is described by the functional of Eq. (2.48):

ETFD rρs “ Te rρs ` J rρs ` K rρs
loooooomoooooon

Vee rρs
`Ven rρs , (2.48)

where ETFD is the approximate electronic energy in the Thomas-Fermi-Dirac model, J is the

electron-electron repulsion represented by a Coulombic term, and K represents an exchange

expression.

Despite the improvements, the description of the system as a uniform electron gas

model in the Thomas-Fermi and Thomas-Fermi-Dirac models is a reasonable approximation for

specific metallic systems but is poor for atoms and molecules. Another relevant point is that both

models predict that molecules are unstable. Thus, due to calculation errors and the lack of rigor

in their theoretical foundation (i.e., without establishing the variational principle), both models

had little impact on chemistry. This scenario was changed with the two theorems established in

1964 by Hohenberg and Kohn [25], which are the basis of the modern density functional theory

and allowed it to become a legitimate quantum chemistry methodology.

The first theorem (i.e., the Hohenberg–Kohn existence theorem) demonstrates that

the ground-state properties of many-electron systems can be determined by ground state electron
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density function [25]. This theorem says that there is a functional that can be used to compute

molecular properties from the electron density. It does not say, however, how to find it and what

answers of the functional will be at least approximate, according to Eq. (2.49):

F rρ0s “ E rρ0s “ E0. (2.49)

The second theorem (i.e., the Hohenberg–Kohn variational theorem) is analogous to

the variational wave function principle for the Hartree-Fock method [25]. The resulting electronic

energy will be greater than (or equal to) the true ground state energy for a trial electron density.

That is, the second theorem proves that the correct electron density minimizes functional energy,

according to Eq.(2.50):

F rρtrials “ E rρtrials ě E0, (2.50)

where ρtrial is a trial electron density (ground-state).

A key step towards determining the unknown functional of the Hohenberg-Kohn

theorems was achieved by Kohn and Sham [26] in 1965, who developed a method to calculate

the electronic energy of the system from the electron density. For this, Kohn and Sham [26]

introduced the Kohn-Sham orbitals, which are auxiliary quantities related to electron density. The

Kohn-Sham orbitals follow the precepts of orthonormality of the spin orbitals of the Hartree-Fock

method for constructing the Slater determinant. For a system of "N" electronic states, the electron

density can be related to the Kohn-Sham orbitals through Eq. (2.51):

ρ prq “
N

ÿ

i“1

ˇ

ˇ

ˇ
χKS

i

ˇ

ˇ

ˇ

2
, (2.51)

where χKS
i are Kohn-Sham orbitals.

In the Kohn and Sham [26] formalism, electrons are assumed to be non-interacting

and subject to an external potential. Thus, the electronic energy functional (considering the

Born-Oppenheimer approximation) can be described in terms of the Kohn-Sham orbitals and the

electron density by Eq. (2.52) in Dirac or bra-ket notation for integrals:

E rρ prqs “
N

ÿ

i“1

`@

χKS
i | ´ 1

2
∇

2
i |χKS

i

D

looooooooooooomooooooooooooon

Te rρ prqs

`
N

ÿ

i“1

@

χKS
i |1

2

ż

ρ pr1q
|~ri ´ r1|dr1|χKS

i

D

looooooooooooooooomooooooooooooooooon

Vee rρ prqs

`
@

χKS
i | ´

M
ÿ

a“1

Za

|ri ´ ra| |χ
KS
i

D˘

loooooooooooooooomoooooooooooooooon

Ven rρ prqs

`Exc rρ prqs
loooomoooon

,

∆Te rρ prqs
`∆Vee rρ prqs

12

(2.52)

where Te refers to the kinetic energy of non-interacting electrons functional, Vee refers to electron-

electron repulsion energy functional, Ven refers to electron-nucleus attraction energy functional,

Exc is the exchange-correlation energy functional, ∆Te refers to a correction term in kinetic energy
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due to the fact that there is interaction between electrons, and ∆Vee is a term that represents

non-classical corrections in the electron-electron repulsion energy.

Regarding Eq. (2.52) previously presented, what determines an accurate calculation

of the electronic energy is to have a good approximation for the exchange-correlation energy

functional (i.e., Exc). There are several approaches for computing the exchange-correlation energy

functional, the two most common being the local density approximation and the generalized

gradient approximation.

Similar to the Hartree-Fock method, in density functional theory, the objective is

then to determine the Kohn-Sham orbitals to minimize the electronic energy given by Eq. (2.52)

through the undetermined Lagrange multipliers method. For this, a Lagrange functional is

constructed and given by Eq. (2.53):

L rρ prqs “ E rρ prqs ´
N

ÿ

i“1

N
ÿ

j‰i

λi j

´A

χKS
i |χKS

j

E

´ δi j

¯

. (2.53)

For the electronic energy functional to be minimal, it is also necessary to apply an

infinitesimal variation in the Kohn-Sham orbitals and set the variation of the Lagrange functional

equal to zero, solving Eq. (2.55):

δL rρ prqs “ δE rρ prqs ´
N

ÿ

i“1

N
ÿ

j‰i

λi jδ
A

χKS
i |χKS

j

E

“ 0. (2.54)

Through algebraic manipulations in Eq. (2.53) (whose steps can be readily found in

the literature), the Kohn-Sham equations are obtained according to Eq. (2.55):
#

´1
2

∇
2
i `

ż

dr1 ρ pr1q
|ri ´ r1| ´

M
ÿ

a“1

Za

|ri ´ ra| ` δExc

δρ prq

+

looooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooon

ĥKS piq

χKS
i prq “

N
ÿ

j‰i

λi jχ
KS
j prq .

for i “ 1,2, ¨ ¨ ¨ ,N

(2.55)

The set of N-coupled Kohn-Sham equations given by Eq. (2.55), similarly to the

Hartree-Fock method, can also be solved by expanding the Kohn-Sham orbitals in terms of basis

functions, as described by Eq. (2.56):

χKS
i “

k
ÿ

u“1

cu,iφu,

for i “ 1,2, ¨ ¨ ¨ ,N;

(2.56)

where k is the number of basis functions, c and φ are expansion coefficients to be determined,

and subscript i is a label for electronic states.
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2.1.5 Intermolecular interactions by ab initio calculations

Intermolecular interactions consist of all interactions between molecules that are

significantly weaker than the chemical bond (i.e., all non-covalent interactions). Two main

possibilities in calculating energy from intermolecular interactions in quantum chemistry are i)

supermolecular and ii) perturbational methods [28–30, 55].

2.1.5.1 Supermolecular methods

Neither the Hartree-Fock method nor density functional theory adequately describes

London interactions due to the simplifications considered in both models. The problem is that

in the Hartree-Fock method, electron-electron repulsion is treated as an average. In density

functional theory, the limitation is related to how the exchange-correlation energy functional

is described. Thus, dispersion-corrected density functional theory [31–33], variants of Møller-

Plesset perturbation theory [34, 35], and coupled cluster approximation have been used as

supermolecular methods [35–37].

In the supermolecular methods, the interaction energy is obtained by the difference

between the energy of the dimer and the sum of the individual monomers’ energies, according to

Eq. (2.57):

E
supermol
int “ EAB ´ pEA ` EBq (2.57)

where E
supermol
int is the interaction energy in supermolecular methods, EAB is the energy of dimer

composed by monomers A and B, EA and EB are the energies of the isolated monomers A and B,

respectively.

In practical calculation, the supermolecular methods contain the basis set superpo-

sition error resulting from the nonphysical lowering of the monomer’s energy in the dimer’s

calculation due to "borrowing" the basis set from the interacting partner. One way to minimize

the effects of basis set superposition is through the counterpoise method. In the counterpoise

method, the calculated energy of one monomer considers the energy of the other monomer that

constitutes the dimer and vice versa [28–30, 55].

2.1.5.2 Perturbational methods

Symmetry-adapted perturbation theory (SAPT) [28–30, 55] is one of the most

widespread perturbational methods. In SAPT methods, the Hamiltonian is also divided into an

unperturbed and a perturbation operator, according to the Rayleigh-Schrödinger’s perturbation

theory. In addition to the perturbation operator, a complementary perturbation for each monomer

is added as a correction to the electron correlation description. For a dimer AB, the Hamiltonian
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can be obtained from the isolated monomers A and B from Eq. (2.58):

ĤAB “
`

F̂A ` ςŴA

˘

loooooomoooooon

ĤA

`
`

F̂B ` ξ ŴB

˘

loooooomoooooon

ĤB

` λ V̂
(2.58)

where Ĥ is the Hamiltonian, F̂ is the Fock operator of the monomer, Ŵ is the Møller-Plesset

fluctuation potential of the monomer (it describes the intramolecular electron correlation), V̂ is

the interaction potential between the monomers of the dimer, ς and ξ are intramolecular pertur-

bation orders, λ is the intermolecular perturbation order (and define the order of perturbation),

subscript AB corresponds to the dimer formed by the A and B monomers, and subscripts A and B

represent the isolated monomers.

As well as supermolecular methods such as Møller-Plesset perturbation theory

and coupled cluster approximation, SAPT also presents a sophistication in treating electronic

correlation. In SAPT, the interaction energy is defined as a perturbation series of polarization

and exchange terms given by Eq. (2.59):

ESAPT
int “

8
ÿ

n“1

8
ÿ

k“0

8
ÿ

l“0

´

Enkl
pol ` Enkl

exch

¯

, (2.59)

where ESAPT
int is the interaction energy in SAPT methods, Epol is a term derived from the

polarization expansion, Eexch are terms resulting from the antisymmetry of the wave function,

n represents the order in V̂ in Eq. (2.58), and k and l represent the orders in ŴA and ŴB in Eq.

(2.58), respectively.

If compared to supermolecular methods, SAPT methods preserve the nature of

intermolecular interactions. The key point of SAPT is that within it the interaction energy is de-

composed into four fundamental physical contributions verified in all intermolecular interactions:

electrostatics, exchange, induction, and dispersion.

Electrostatics corresponds to Coulombic multipole-multipole-type interactions and

the interpenetration of charge clouds. The exchange represents the action of a repulsive force and

is related to monomer wavefunction overlap and the fermionic antisymmetry requirements of the

dimer wavefunction. Induction is related to polarization effects from each monomer’s response

to the other’s electric field and charge transfer. Dispersion represents the action of an attractive

force resulting from the dynamic correlation between electrons on one monomer and those on

another.

The perturbation series of Eq. (2.59) can be truncated according to the nature of the

molecular system studied and the desired accuracy in the calculations. Several levels of SAPT are

established in the literature. SAPT terms depend on the four fundamental physical contributions

(i.e., electrostatics, exchange, induction, and dispersion). They are labeled according to the order

terms of Eq. (2.59) as Epvwq, where v “ n and w “ k ` l.
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The simplest and most computationally efficient SAPT level is SAPT0. In SAPT0,

the energy of the monomers is treated by the Hartree-Fock method, and for the treatment of the

dimer by Hartree-Fock, dispersion terms from the second-order perturbation theory are added to

the electrostatic, exchange, and induction terms. The interaction energy of SAPT0 is defined by

Eq. (2.60):

ESAPT0
int “

”

E
p10q
elst

ı

elst
`

”

E
p10q
exch

ı

exch
`

”

E
p20q
ind,resp ` E

p20q
exch-ind,resp ` δE

p2q
HF

ı

ind

`
”

E
p20q
disp ` E

p20q
exch-disp

ı

disp

“ EHF
int `

”

E
p20q
disp ` E

p20q
exch-disp

ı

disp
,13

(2.60)

where ESAPT0
int is the interaction energy in the SAPT0 level, superscript pvwq is related to the order

of terms in Eq. (2.59) (i.e., v “ n and w “ k ` l), superscript or subscript HF refers to Hartree-

Fock method, subscripts elst, exch, ind, and disp are related to the electrostatics, exchange,

induction, and dispersion SAPT contributions, respectively; subscript resp indicates the presence

of orbital relaxation effects caused by the other monomer, the term δE
p2q
HF is the Hartree-Fock

second-order correction and is defined by by the difference between the interaction energy of the

Hartree-Fock method and the SAPT interaction energy without the dispersion contribution (see

Eq. (2.60) footnotes for details), and the square brackets [] are used to separate SAPT terms into

the four fundamental physical contributions.

Since, as shown in Eq. (2.60), SAPT0 neglects intramolecular electron correlation

terms (i.e., w “ 0 in the terms Epvwq), its accuracy is limited. The correction in some of the

SAPT0 terms led to a new method called sSAPT0, which improved interaction energy calculation

results for some instances, such as strongly interacting systems. In sSAPT0, the interaction

energy is defined by Eq. (2.61):

EsSAPT0
int “

”

E
p10q
elst

ı

elst
`

”

E
p10q
exch

ı

exch
`

”

E
p20q
ind,resp ` pEX p3.0qE

p20q
exch-ind,resp ` δE

p2q
HF

ı

ind

`
”

E
p20q
disp ` pEX p3.0qE

p20q
exch-disp

ı

disp
,14

(2.61)

where EsSAPT0
int is the interaction energy in the sSAPT0 level, pEX pαq is a correction term15, and

the term δE
p2q
HF are Hartree-Fock second-order correction (see Eq. (2.61) footnotes for details).

With the insertion of intramolecular electron correlation terms (i.e., w ą 0 in the

terms Epvwq), other SAPT levels more sophisticated than SAPT0 and sSAPT0 emerge. Among

these levels one finds SAPT2, SAPT2+, SAPT2+(3), and SAPT2+3, whose interaction energies

can be computed according to the set of Eqs (2.62)-(2.65):

13 In Eq. (2.60): δE
p2q
HF “ EHF

int ´
´”

E
p10q
elst

ı

elst
`

”

E
p10q
exch

ı

exch
`

”

E
p20q
ind,resp ` E

p20q
exch-ind,resp

ı

ind

¯

14 In Eq. (2.61): δE
p2q
HF “ EHF

int ´
´”

E
p10q
elst

ı

elst
`

”

E
p10q
exch

ı

exch
`

”

E
p20q
ind,resp ` E

p20q
exch-ind,resp

ı

ind

¯

.

15 pEX pαq “

ˆ

Eexch10

Eexch10 pS2q

˙α

, with the factor pEX pαq scaled to α “ 1.0 in SAPT0 and to α “ 3.0 in sSAPT0

and
`

S2˘

indicates that the energy term is evaluated using the S2 approximation.
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ESAPT2
int “ ESAPT0

int `
”

E
p12q
elst,resp

ı

elst
`

”

E
p11q
exch ` E

p12q
exch

ı

exch
`

”

tE
p22q
ind `t E

p22q
exch-ind

ı

ind
, (2.62)

ESAPT2+
int “ ESAPT2

int `
”

E
p21q
disp ` E

p22q
disp

ı

disp
, (2.63)

E
SAPT2+p3q
int “ ESAPT2+

int `
”

E
p13q
elst,resp

ı

elst
`

”

E
p30q
disp

ı

disp
, (2.64)

ESAPT2+3
int “ E

SAPT2+p3q
int `

”

E
p30q
ind,resp ` E

p30q
exch-ind ´ δE

p2q
HF ` δE

p3q
HF

ı

ind

`
”

E
p30q
exch-disp ` E

p30q
ind-disp ` E

p30q
exch-ind-disp

ı

disp
,16

(2.65)

where ESAPT2
int , ESAPT2+

int , E
SAPT2+p3q
int , and ESAPT2+3

int are the interaction energies in the SAPT2,

SAPT2+, SAPT2+(3), and SAPT2+3 levels, respectively; δE
p2q
HF and δE

p3q
HF are Hartree-Fock

second and third-order corrections (see Eq. (2.65) footnotes for further details), and superscript t

indicates true correlation contributions.

To the levels of SAPT beyond SAPT2 previously described, an additional correction

can be employed for certain types of systems (e.g., electrostatically dominated complexes). The

correction is based on the Møller-Plesset supermolecular interaction energy, originating the

methods SAPT2+δMP2, SAPT2+(3)δMP2, and SAPT2+3δMP2, which interaction energies

can be computed according to the set of Eqs (2.66)-(2.68):17

ESAPT2+δMP2
int “ ESAPT2+

int ` rδEMP2sind , (2.66)

E
SAPT2+p3qδMP2
int “ E

SAPT2+p3q
int ` rδEMP2sind , (2.67)

ESAPT2+3δMP2
int “ ESAPT2+3

int ` rδEMP2sind , (2.68)

wherein ESAPT2+δMP2
int , ESAPT2+δMP2

int , E
SAPT2+p3qδMP2
int , E

SAPT2+p3qδMP2
int , ESAPT2+3δMP2

int , and

ESAPT2+3δMP2
int are the interaction energies in the SAPT2+δMP2, SAPT2+MP2, SAPT2+(3)δMP2,

SAPT2+(3)MP2, SAPT2+3δMP2, and SAPT2+3MP2 levels, respectively; and δEMP2 is the

second-order Møller-Plesset interaction energy correction (see Eqs. (2.66)-(2.68) footnotes for

details).

2.1.6 Basis set for intermolecular interactions

The numerical solution of the Schrödinger’s equation through computational codes

by methods based on computing the electronic wave function or electron density needs to use the
16 In Eq. (2.65):

δE
p2q
HF “ EHF

int ´
´”

E
p10q
elst

ı

elst
`

”

E
p10q
exch

ı

exch
`

”

E
p20q
ind,resp ` E

p20q
exch-ind,resp

ı

ind

¯

and

δE
p3q
HF “ EHF

int ´
´”

E
p10q
elst

ı

elst
`

”

E
p10q
exch

ı

exch
`

”

E
p20q
ind,resp ` E

p20q
exch-ind,resp ` E

p30q
ind,resp ` E

p30q
exch-ind,resp

ı

ind

¯

17 In Eqs. (2.66)-(2.68): δEMP2 ” EMP2
int ´ ESAPT2

int , wherein EMP2
int is the MP2 interaction energy (see Eq. (2.39) for

further details) counterpoise corrected and ESAPT2
int is the interaction energy in the SAPT2 level (see Eq. (2.62)

for further details)
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basis set approximation [56,57]. A basis set is a set of known mathematical functions (also called

basis functions) used to represent atomic orbitals. Physically, basis functions can describe the

electron distribution around a neutral atom and, when combined linearly, describe the electron

distribution in a molecule. Two of the basis functions widely used are Slater and Gaussian type

atomic orbitals18. Both approaches are expressed as a function of separate variables composed

of a radial and an angular part. The mathematical description of the Slater and Gaussian type

atomic orbitals are given in spherical coordinates by Eqs. (2.69) and (2.70), respectively:

φSTO pr,θ ,ϕq “ Nrn´1e´ζ r
looomooon

radial part

Yl,m pθ ,ϕq
loooomoooon

angular part

, (2.69)

φGTO pr,θ ,ϕq “ Nr2n´2´le´ζ r2
loooooomoooooon

radial part

Yl,m pθ ,ϕq
loooomoooon

angular part

, (2.70)

where φ is the basis function, variables r, θ , and ϕ are spherical coordinates (where r represents

the distance between electron and atomic nucleus); N is a normalization constant, ζ is the orbital

exponent, Yl,m are spherical harmonic functions, variables n, l, and m are related to the quantum

numbers (principal, azimuthal, and magnetic, respectively), and subscripts STO and GTO are

related to Slater and Gaussian type atomic orbitals.

From Eqs. (2.69) and (2.70), the difference between Slater and Gaussian-type atomic

orbitals lies in the representation of the radial part. Gaussian-type atomic orbitals show a quadratic

dependence on the distance between the electron and atomic nucleus (i.e., it exhibits a quadratic

dependence on the variable r). This feature of Gaussian-type atomic orbitals implies shortcomings

such as a poor mathematical description of the electron distribution around the nucleus (i.e., it has

a slope at r Ñ 0) and a very rapid decay of the electron distribution with increasing distance from

the nucleus (i.e., it drops very quickly in the direction of r Ñ 8). Gaussian-type atomic orbitals

have the advantage of having analytical solutions, and by combining several Gaussian-type

atomic orbitals, the shortcomings can be minimized. These characteristics make Gaussian-type

atomic orbitals more commonly used compared to Slater-type atomic orbitals [56, 57].

Selecting a basis set is an essential step in ab initio calculations. To obtain the exact

energy of a given system, ab initio calculations must be performed at the complete basis set

(CBS) limit. Performing ab initio complete basis set calculations implies using an infinite number

of basis functions, which is impossible. Obtaining good chemical accuracy with the use of a

small basis set, however, is possible. The number of basis functions in a basis set depends on

factors such as the number of core and valence atomic orbitals and whether the atom is light or

heavy [56, 57].

A minimal or single zeta (SZ) basis set describes each atomic orbital by only one

basis function. A basis set in which two basis functions are used to represent each atomic orbital

18 Inspired by the form of the bound state hydrogen wave functions, the initially used radial basis functions were
exponential functions of the form of Slater-Type Orbitals (STOs)



Chapter 2. Methodology 48

is called double-zeta (DZ). When using three basis functions to represent each atomic orbital, the

basis set is called triple-zeta (TZ). For four basis functions representing each atomic orbital, the

basis set is called quadruple-zeta (QZ), and so on. Chemical accuracy can be further improved

significantly with extended basis sets. There are several different types of extended basis sets;

among them are: split valence, polarized, diffuse, and correlation-consistent basis sets [56, 57].

Split valence basis sets use more than one basis function to represent the valence

atomic orbitals, since in molecules the valence electrons are more important because they are

responsible for forming the chemical bonds. Split valence basis sets that use two, three, or four

basis functions are called valence double (VDZ), triple (VTZ), or quadruple-zeta (VQZ) basis

sets, respectively. Polarized basis sets include polarization functions to describe the distortions

of the electronic cloud in a molecular environment, which are essential in the description of

chemical bonds and correspond to additional functions with an angular moment different from

that presented by the original basis set. Diffuse basis sets include diffuse functions to describe the

behavior of systems in which electrons are weakly bound (e.g., anions or excited states), since

the electron cloud in these systems tends to expand. Correlation consistent basis sets contain

correlating functions that reduce the correlation energy in post Hartree-Fock methods (e.g.,

Møller-Plesset and coupled cluster methods) and were developed to smoothly converge to the

complete basis set limit [56, 57].

One of the most used correlation consistent basis sets was developed by Dunning

[58] in 1989. Dunning basis sets are commonly expressed in the form "aug-cc-pVnZ", where

the prefix "aug" denotes the presence of diffuse functions and is optional, "cc" indicates that

it is correlation consistent, "p" indicates the presence of polarization functions and "VnZ "

indicates that it has "n" zeta basis functions in valence atomic orbitals (e.g., n = D, T, and Q for

double, triple, and quadruple-zeta, respectively). Intermolecular interactions (i.e., non-covalent

interactions) show a very subtle variation in energy and electronic redistribution [28–30, 55].

Dunning basis sets are an ideal choice to describe intermolecular interactions as they have both

the necessary polarization and diffuse functions [28–30, 55].

2.1.7 Molecular dynamics

Within the molecular scale, the description of molecules comprises studying the

dynamics of many-body systems. Among the computational methods available for this purpose,

molecular dynamics is one of the most commonly used. Molecular dynamics is a versatile

computational technique grounded on statistical mechanics, in which molecules are treated as a

set of particles subject to an interaction potential [12–15, 27].

The main pillar of molecular dynamics simulations is to know the interaction po-

tential between particles. This interaction potential between particles is called force field. The

resulting force acting on the particles can be associated with the interaction potential that is
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dependent on the position of the particles, according to Eq. (2.71):

Fi ptq “ ´∇U pr1 ptq ,r2 ptq , ¨ ¨ ¨ ,rN ptqq , (2.71)

where Fi is the force vector acting on the particle i, t is the time, ∇ is the gradient operator
ˆ

i.e.,∇ “ B
Bx

î ` B
By

ĵ ` B
Bz

k̂

˙

, U is the potential energy, ri is the position vector for particles,

and subscripts 1,2, ¨ ¨ ¨ ,N are labels for particles.

To understand the behavior of particles at the molecular level, it is necessary to

compute how the particles positions evolve over time. For this, classical mechanics is used, in

particular, Newton’s equations of motion. Using Newton’s equations of motion, if the resulting

force acting on the particle is known, it is possible to calculate the change in momentum of the

particle over time and, consequently, the change in its position over time, according to Eq. (2.72):

Fi ptq “ dpi ptq
dt

“ mi
d2ri ptq

dt2 , (2.72)

where pi is the momentum of particle i and mi is the mass of the particle i.

2.1.7.1 Force fields and parameterization

In molecular dynamics, a force field is an empirical potential energy function capable

of describing interactions between particles at the molecular level. Based on molecular mechanics,

the first force fields were developed in the 1960s to create models able to predict properties of

isolated small organic molecules (e.g., molecular structure, vibrational spectra, and enthalpies)

[27]. Many of these initial force fields continue to be used and developed to this day as MM

potentials (e.g., MM2, MM3, MM4) [59–66]. Literature also accounts for many other quite

popular force fields such as DREIDING [67], UFF [68, 69], CHARMM [70], AMBER [71],

GROMOS [72], OPLS [73], and COMPASS [74]. Each of these previously mentioned force

fields differs in their applications and accuracy to represent the systems for which they were

developed.

The force field (or total potential energy surface) is a set of equations dependent only

on the particle position coordinates in a given system. The total potential energy can be described

as a sum of the energy terms of the bonded and non-bonded interactions, according to Eq. (2.73):

Utotal “ Ubonded `Unon-bonded, (2.73)

where Utotal is the total potential energy, Ubonded is the bonded potential energy, and Unon-bonded

is the non-bonded potential energy.

In the force fields most commonly used in the literature [12–15, 27], the bonded

potential represented in Eq. (2.74) typically consists of four main contributions which are i)

bond stretching (i.e., due to the stretching of two adjacent bonded particles), ii) angular bending
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(i.e., due to angular bending of three adjacent bonded particles), iii) dihedral torsion (i.e., due

to dihedral torsion of four adjacent bonded particles), and iv) improper torsion or out-of-plane

deformation (also verified in four adjacent bonded particles):

Ubonded “
ÿ

bonds

Ubond
`

bi j

˘

looooooomooooooon

bond stretching

`
ÿ

angles

Uangle
`

θi jk

˘

loooooooomoooooooon

angle bending

`
ÿ

dihedrals

Udihedral
`

ϕi jkl

˘

loooooooooooomoooooooooooon

dihedral torsion

`
ÿ

impropers

Uimproper
`

ωi jkl

˘

looooooooooooomooooooooooooon

improper torsion

,
(2.74)

where Ubond is the bond stretching potential energy, bi j is the distance between the bonded

particles i and j, Uangle is the angle bending potential energy, θi jk is the angle formed by the

bonded particles i, j, and k; Udihedral is the dihedral torsion potential energy, ϕi jkl is the dihedral

angle formed by the bonded particles i, j, k, and l; Uimproper is the improper torsion potential

energy, and ωi jkl is the angle formed between the particle i and the plane formed by the particles

j, k and l with all these particles bonded.

Harmonic potentials are appropriate to represent interactions related to bond stretch-

ing, angular bending, and improper torsion because the deviations from the bonds and angles

between atoms in these cases are less sensitive when compared to the lower energy values. On

the other hand, the dihedral torsion is often modeled by trigonometric functions to represent

the periodicity of the potential associated with interactions between neighboring atoms due

to rotations around the central bond. The simplest ways found in the literature [12–15, 27]

to represent bond stretching, angle bending, dihedral torsion, and improper torsion potential

energies are given by Eqs. (2.75), (2.76), (2.77), and (2.78), respectively:

Ubond
`

bi j

˘

“ kb

`

bi j ´ b0
i j

˘2
, (2.75)

Uangle
`

θi jk

˘

“ kθ

´

θi jk ´ θ 0
i jk

¯2
, (2.76)

Udihedral
`

ϕi jk

˘

“ 1
2

kϕ

“

1 ` cos
`

nϕi jkl ´ ξ
˘‰

, (2.77)

Uimproper
`

ωi jkl

˘

“ kωω2
i jkl, (2.78)

where kb is the bond stretching force constant, b0
i j is the equilibrium bond distance of particles i

and j, kθ is the angle bending force constant, θ 0
i jk is the equilibrium angle formed by the particles

i, j, and k; kϕ is the dihedral torsion force constant, n is the multiplicity (i.e., is the number points

of minimum energy over a complete rotation of the bond formed by the particles j and k), ξ is

the phase angle, Uimproper is the improper torsion potential energy, kω is the improper torsion

force constant.

For the non-bonded potential, one of the models most commonly found in the force

fields available in the literature [12–15, 27] consist of i) van der Waals and ii) electrostatic
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contributions, as described by (2.79):

Unon-bonded “
ÿ

pairs

Uvdw
`

ri j

˘

`
ÿ

pairs

Uelst
`

ri j

˘

, (2.79)

where Uvdw is the van der Waals potential energy, Uelst is the electrostatic potential energy, ri j is

the distance of non-bonded particles i and j.

The contribution of van der Waals interactions arises from two contributions: re-

pulsion and attraction between two nuclei of adjacent atoms. The repulsive term becomes

predominant at short distances due to repulsion caused by overlapping electron clouds, while the

attractive term is related to London interaction, which is essentially a dipole-dipole interaction.

Electrostatic interaction contributions describe specific electrical interactions as expressed by

Coulomb’s law. The Lennard-Jones potential, which is one of the most commonly used to

represent van der Waals interactions, and the Coulomb potential, used to represent electrostatic

interactions, are given by Eqs. (2.80) and (2.81), respectively:

Uvdw
`

ri j

˘

“ 4εi j

«

ˆ

σi j

ri j

˙12

´
ˆ

σi j

ri j

˙6
ff

, (2.80)

Uelst
`

ri j

˘

“ 1
4πε0

qiq j

ri j
, (2.81)

where εi j is the depth of the potential energy well of non-bonded particles i and j, σi j is the

distance at which the potential is zero for the pairs of non-bonded particles i and j, ri j is the

distance between the centers of non-bonded particles i and j, ε0 is the vacuum permittivity, and

variables qi and q j are the electrical charges of non-bonded particles i and j.

For mixtures properties, the non-bonded potential parameters for pure components

must be used to compute mixture-specific parameters through combining rules [12–15, 27].

Among the existing combining rules, one of the best known is the Lorentz-Berthelot. Lorentz-

Berthelot combining rules are given by Eqs. (2.82) and (2.83), respectively:

σi j “ σii ` σ j j

2
, (2.82)

εi j “
a

εiiε j j, (2.83)

where σ is the distance at which the potential are zero for a pair of non-bonded particles, ε is the

depth of the potential energy well for a pair of non-bonded particles, and subscripts i and j are

relative to non-bonded particles.

The bonded and non-bonded potential energy contributions previously presented are

present in almost all force fields in the literature [12–15, 27]. Other additional terms may be

found to better represent specific chemical systems. In the bonded potential, cross-terms can be

derived. These terms usually describe the coupling between bond stretching, angular bending,

dihedral torsion, and improper torsion. They bring corrections to the bonded potential energy
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and allow it to better reproduce intramolecular vibrations spectra. An example of a potential with

cross-terms is given by Eq. (2.84):

Ucross
`

bi j,b jk,θi jk, ¨ ¨ ¨
˘

“
ÿ

bonds

Ubond-bond
`

bi j,b jk

˘

`
ÿ

bonds,angles

Ubond-angle
`

bi j,b jk,θi jk

˘

` ¨¨ ¨ ,19
(2.84)

where Ucross is a potential energy due to cross-terms, variables bi j and b jk are the bond distance

of particles i and j and j and k, respectively; θi jk is the angle formed by the particles i, j, and k,

Ubond-bond is the potential energy due to stretching of two verified bonds between three particles,

Ubond-angle is the potential due to stretching of two verified bonds between three particles and the

angular bending between these three particles.

Another important energy term addition is the portion related to the polarization

effects, which is a non-pairwise additive interaction [12–15, 27]. In specific chemical systems,

the inclusion of a polarization potential described by Eq. (2.85) is justified because local electric

field effects can lead to the appearance of dipoles:

Upol “ ´1
2

ÿ

i

µiEi, (2.85)

where Upol is the polarization potential energy, µi is an induced point dipole on particle i, Ei is

the electrostatic field on atom i due to charges and induced dipoles.

Atomistic force fields, in which each atom is treated as a particle, are reasonably

accurate models for describing molecules. Atomistic force fields, however, may not be suitable

for simulating molecules with a large number of atoms (e.g., polymers and proteins) or long-time

phenomena (e.g., self-assembly and slow diffusion processes). Coarse-graining methods were

created and developed to overcome these limitations. Such methods involve representing a group

of atoms in beads. With this kind of simplification, the chemical details of the molecule cannot

be fully described. Effective interactions (i.e., bonded and non-bonded interactions) between

the beads can be determined to mimic some of the key characteristics found in the original

molecule. Coarse-grained force fields allow larger time and size scales in molecular simulations

with significant savings in computational resources [12–15, 27].

The process of obtaining force field parameters is called force field parameterization.

Two methodologies for obtaining force field parameters are available in the literature, they are:

i) top-down and ii) bottom-up. In the top-down methodology, the force field parameters are

fitted to reproduce experimental macroscopic properties. In the bottom-up approach, force field

parameters are fitted to reproduce results of ab initio calculations. While force field parameters
19 In Eq. (2.84), examples of terms Ubond-bond and Ubond-angle are:

Ubond-bond
`

bi j,b jk

˘

“ kbb

`

bi j ´ b0
i j

˘

´

b jk ´ b0
jk

¯

, and

Ubond-angle
`

bi j,b jk,θi jk

˘

“ kba1
`

bi j ´ b0
i j

˘

´

θi jk ´ θ 0
i jk

¯

` kba2
`

bi j ´ b0
i j

˘

´

θi jk ´ θ 0
i jk

¯

where kbb, kba1, and kba2 are force constants and superscript 0 is related to equilibrium values.
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obtained by the top-down approach have greater representability of experimental data, force field

parameters obtained by the bottom-up approach generally have greater transferability and can be

applied to systems similar to the parameterized one [12–15, 27].

The literature [12–15, 27] more clearly establishes the methodology for obtaining

bonded potential parameters. According to the bottom-up methodology, bonded potential pa-

rameters are usually fitted to represent energy variations resulting from ab initio calculations.

These energies come from the difference between the energy of a molecule with distorted spatial

configuration and the energy of the same molecule in equilibrium (i.e., with the spatial structure

optimized for minimum energy). A molecule with distorted spatial configuration has undergone

variations in the length of chemical bonds and angles between atoms about its chemical structure

in equilibrium.

One of the main challenges in developing force fields is obtaining reliable parameters

for the non-bonded potential. The direct and simplest route to obtain non-bonded potential

parameters for a given system is through the top-down methodology, even though there is a loss in

parameter transferability. The methodology, however, for obtaining parameters of the non-bonded

potential through ab initio calculations by the bottom-up methodology, although it seems well

established, lack clear details when described in the literature [12–15, 27]. Parameters of the van

der Waals potential are usually adjusted to reproduce the interaction energy between molecules,

and this energy can be obtained by supermolecular or perturbational methods [28–30, 55] (for

recapitulation, see sections 2.1.5.1 and 2.1.5.2, respectively). Moreover, parameters of the

Coulomb potential can also be obtained by ab initio calculations by the schemes of Mulliken,

ESP, Chelp, and ChelpG, among others [12–15, 27].

2.1.7.2 Molecular dynamics simulations

Molecular dynamics simulations consist of obtaining the trajectory of particles over

time by integrating Newton’s equations of motion. Obtaining the trajectory of the particles is

nothing less than mapping the positions and velocities of the particles over time, and use this

information to compute properties at the molecular level of a given system. Some examples

of numerical algorithms used to integrate Newton’s equations of motion are Verlet’s [75, 76],

velocity-Verlet [77], and leapfrog [78]. The important point is that the equations of motion must

be time-reversible, and respect energy conservation.

Verlet’s algorithm was applied in molecular dynamics simulations in the 1960s by

Verlet [75,76]. The basic idea of Verlet’s algorithm is to derive the position of particles over time

from Taylor expansions, given by Eqs. (2.86) and (2.87)[75, 76]:

rpt ` δ tq “ rptq ` vptqδ t ` 1
2

aptqδ t2, (2.86)

rpt ´ δ tq “ rptq ´ vptqδ t ` 1
2

aptqδ t2, (2.87)
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where the position of the particles over time can be obtained by adding Eqs. (2.86) and (2.87)

through Eq. (2.88) and the velocity of the particles can be computed from Eq. (2.89), respectively:

rpt ` δ tq “ 2rptq ´ rpt ´ δ tq ` aptqδ t2, (2.88)

vptq “ rpt ` δ tq ´ rpt ´ δ tq
2δ t

, (2.89)

where r, v, and a are the position, velocity, and acceleration vectors of the particles, and t is the

time.

Although Verlet’s algorithm is simple and easy to implement, the velocity of the

particles over time is not directly calculated, which can lead to energy conservation problems.

Two alternatives to overcome this type of shortcoming are the velocity-Verlet [77] and leapfrog

algorithms [78]. In the velocity-Verlet algorithm, the position and velocity of the particles over

time are given by Eqs. (2.90) and (2.91), respectively:

rpt ` δ tq “ rptq ` vptqδ t ` 1
2

aptqδ t2, (2.90)

vpt ` δ tq “ vptq ` 1
2

raptq ` apt ` δ tqs , (2.91)

and in the leapfrog algorithm, the position and velocity of the particles over time are given by

Eqs. (2.92) and (2.93), respectively:

rpt ` δ tq “ rptq ` v

ˆ

t ` 1
2

δ t

˙

δ t, (2.92)

v

ˆ

t ` 1
2

δ t

˙

“ v

ˆ

t ´ 1
2

δ t

˙

` aptq . (2.93)

In molecular dynamics simulations, the state representation of the studied system

(i.e., the set of configurations and properties kept constant during a simulation) is defined by

the related statistical ensemble, which is a set of replicas of a thermodynamic system. By the

ergodicity hypothesis, which establishes that, in a sufficiently long time, the configurations of a

system can be sampled by replicas (i.e., microstates with an energy proportional to the volume

of the system initially studied), the ensemble average properties can be replaced by the time

averages on the time evolution of one of the replicas [12–15, 27].

Computed properties within molecular dynamics simulations depend on the kind of

selected ensemble. Usually, simulation properties such as temperature (T ), pressure (P), number

of particles (N), energy (E), volume (V ), or chemical potential (µ) can be kept constant. The most

commonly simulated ensembles are microcanonical or NVE (i.e., where N, V , and E are kept

constant), canonical or NVT (i.e., where N, V , and T are kept constant), and isothermal-isobaric

or NPT (i.e., where N, P, and T are kept constant), the latter being widely used to simulate

experimental conditions (i.e., commonly at constant P and T) [12–15, 27].
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2.1.8 Molecular-based, equations of state

Equations of state that consider the molecular nature of the system have reliable

predictive and extrapolative power. This class of state equations is called molecular-based,

equations of state. Molecular-based equations of state are developed from molecular modeling

techniques, an approach where an interaction potential between the interacting molecules of the

studied system is considered [1].

In molecular-based, equations of state, the great advantage is that the macroscopic

properties are described through molecular contributions, which are considered when building

the theoretical foundation of the model. These molecular contributions are constructed with

parameters that have physical meaning (e.g., molecular shape information). Within this group of

equations of state, one of the most popular is the molecular-based, statistical associating fluid

theory (SAFT) equations of state [1, 44, 45].

2.1.8.1 Statistical associating fluid theory (SAFT)

Statistical associating fluid theory (SAFT) is built on fundamental statistical mechan-

ics and is based on Wertheim’s first-order thermodynamic perturbation theory (TPT1) [39–43].

In the general formulation of SAFT theory, molecules are modeled as spherical segments (also

referred to monomers). Each spherical segment can correspond to an atom, united atom group

(e.g., functional group, repetition units in a polymer), or a molecule (e.g., argon, methane). These

spherical segments have a repulsive core and multiple attractive sites and can associate to form

chains and ring structures [1, 44, 45].

As the spherical segments can be modeled in different ways, the literature has several

equations of state based on SAFT theory [1,44,45]. In the SAFT framework, the equation of state

of a fluid is a perturbation expansion in which the total Helmholtz free energy corresponds to the

sum of different contributions (ideal, segment, chain, and association) at the same temperature

and density, according to Eq. (2.94):

Atot

NkBT
“ Aideal

NkBT
` Amono

NkBT
` Achain

NkBT
` Aassoc

NkBT
looooooooooooomooooooooooooon

Ares
NkBT

, (2.94)

where A is the Helmholtz free energy, N is the total number of segment units, kB is the Boltzmann

constant, T is the temperature, and superscripts ideal, seg, chain, assoc, and res are related to

ideal, segment, chain, association, and residual contributions.

The ideal contribution refers to the ideal gas contribution. The segment contribution

describes the spherical non-directional interaction of the individual monomers due to repulsion

and dispersion (attraction). The chain contribution uses the association of spherical particles

described in TPT1 to describe the formation of chains from the segments, where the application
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of ring structures involves modifications in the theory. The association contribution describes

the formation of complexes through association sites that are a noncentral potential close to the

perimeter of the molecule [1, 44, 45].

The literature has extensive reviews [1,44,45] that discuss the development of SAFT

equations of state, highlighting the differences between the available versions. Variants of SAFT

equations of state have been developed and used to investigate thermodynamics from simple

hydrocarbons to complex systems (e.g., electrolytes, polymers, pharmaceuticals, confined fluids).

Among the existing variants of the SAFT equations of state, some of the principal ones are

SAFT-0 [2, 3], SAFT-HR [79, 80], SAFT-VR [81], PC-SAFT [82–84], SAFT-VR Mie [85–87],

and SAFT-γ Mie [88]. A brief description of the main differences between these variants is as

follows.

In the first version of SAFT (SAFT-0) developed by Chapman et al. [2, 3], the

Lennard-Jones potential was used to model interactions between segments, given by Eq. (2.95):

ULJ prq “ 4ε

„

´σ

r

¯12
´

´σ

r

¯6


, (2.95)

where ULJ is the Lennard-Jones potential energy, r is the distance between the centers of two

segments, ε is the depth of the potential energy well, and σ is the distance at which the potential

is zero (independent of temperature).

SAFT by Huang and Radosz [79,80] (SAFT-HR) was the next model to be developed.

In SAFT-HR, the square-well potential of a constant well-width was considered to represent the

interactions between segments, according to Eq. (2.96):

USW prq “

$

’

’

&

’

’

%

8, if r ă σ

´ε, if σ ď r ă λσ

0, if r ě λσ

, (2.96)

where USW is the square-well potential energy, r is the distance between the centers of two

segments, σ is the diameter of the segment (independent of temperature), ε is the depth of the

potential energy well, and λ is the width of the potential well.

The SAFT with variable range (SAFT-VR) was developed by Gil-Villegas et al. [81],

and appeared next to allow the treatment of nonconformal molecules. The square-well, Yukawa,

and Sutherland potentials were considered to describe the potential for interaction between

segments, with the square-well potential being most used [45]. In SAFT-VR, the well-width of

the square-well potential of Eq. (2.96) is treated as an adjustable parameter, which means that

different types of interactions can be described in different ranges for different molecules (i.e.,

nonconformal behavior).

The subsequent SAFT model was the Perturbed-Chain SAFT (PC-SAFT), developed

by Gross and Sadowski [82–84]. Unlike the previous variants, PC-SAFT applied the dispersion
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interactions to the segment chains instead of applying them directly to the segments. In PC-SAFT,

the interaction potential between segments was the modified square-well potential described by

Chen and Kreglewski [89], according to Eq. (2.97):

UMSW prq “

$

’

’

’

’

’

&

’

’

’

’

’

%

8, if r ă pσ ´ s1q
3ε, if pσ ´ s1q ď r ă σ

´ε, if σ ď r ă λσ

0, if r ě λσ

, (2.97)

where UMSW is the modified square-well potential energy, r is the distance between the centers

of two segments, σ is the diameter of the segment (temperature-independent), s1 “ 0.12σ , ε is

the depth of the potential energy well, and λ is the width of the potential well.

SAFT-VR was later extended by Lafitte et al. [85–87] to consider the Mie potential,

which is a generalization of Lennard-Jones potential, originating the SAFT-VR Mie. In the SAFT-

VR Mie equation of state, one of the last incarnations of the SAFT theory, the Mie potential

given by Eqs. (2.98) and (2.99) is used to describe the interactions between the segments:

UMie prq “ Cε

„

´σ

r

¯λrep
´

´σ

r

¯λatt


, (2.98)

C “ λrep

λrep ´ λatt

ˆ

λrep

λatt

˙

λatt
λrep´λatt

, (2.99)

where UMie is the Mie potential energy, r is the distance between the centers of two segments,

ε is the depth of the potential energy well, σ is the distance at which the potential is zero, λatt

is the attractive range potential (usually the value is set to 6), and λrep is the repulsive range

potential (therefore, an adjustable parameter).

In SAFT-VR Mie, each molecule is formed by homonuclear segments (i.e., each

chemically distinct group is represented by segments of the same type). In another existing

approach in the literature proposed by Papaioannou et al. [88], each molecule is formed by

heteronuclear segments (i.e., segments of different types represent each chemically distinct

group). The variant in which SAFT-VR Mie is extended to a heteronuclear formulation is

called SAFT-γ Mie [88]. As SAFT is a molecular-based, equation of state, the parameters fitted

within SAFT-γ Mie can be used as a coarse-grained force field for molecular simulations. In the

literature [88], the coarse-grained force fields obtained by SAFT-γ Mie are referred to as SAFT-γ

Mie force fields.

2.1.8.2 SAFT-VR Mie equation of state

The SAFT-VR Mie equation of state is one of the last versions of SAFT theory. The

SAFT-VR Mie equation of state was originally proposed by Lafitte et al. [85,86]. The first works
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using the SAFT-VR Mie were published in 2006 [85] and 2007 [86], with an improved version of

this model presented in 2013 [87]. In this Section, only the mathematical expressions of the main

contributions in the SAFT-VR Mie equation of state are presented, with the description of the

improved model available in Appendix B (in a simplified version) or in the original publication

[87] (in the complete version). The mathematical expressions presented in this section are valid

for mixtures.

In the SAFT-VR Mie equation of state, the interaction of the fluids is modeled by

the Mie potential, which can be described for a mixture of monomers (segments) of species i

and j according to Eqs. (2.100) and (2.101):

UMie
i j prq “ Ci jεi j

«

ˆ

σi j

ri j

˙λrep,i j

´
ˆ

σi j

ri j

˙λatt,i j

ff

, (2.100)

Ci j “ λrep,i j

λrep,i j ´ λatt,i j

ˆ

λrep,i j

λatt,i j

˙

λatt,i j
λrep,i j´λatt,i j

, (2.101)

where UMie is the Mie potential energy relative to the monomers i and j, ri j is the relative

distance between the centers of monomers i and j, σ is the distance between monomers i and

j in which the Mie potential is zero, ε is the depth of the potential energy well relative to the

monomers i and j, λ rep is the repulsive range potential relative to the monomers i and j (it is an

adjustable parameter), and λ att is the attractive range potential relative to the monomers i and j

(usually set equal to 6, since both the Boltzmann-averaged, classical dipole-dipole interactions

and the leading-order, quantum-mechanical dispersion interactions are proportional to ´1{r6
i j).

For mixture calculations, pure component parameters should be used to compute

mixture-specific parameters. In SAFT-VR Mie, these mixture-specific parameters for a mixture

of monomers of species i and j are obtained by combining rules given by the set of Eqs.

(2.102)-(2.104):

σi j “ σii ` σ j j

2
, (2.102)

εi j “

b

σ3
iiσ

3
j j

σ3
i j

a

εiiε j j, (2.103)

λk,i j ´ 3 “
b

`

λk,ii ´ 3
˘`

λk, j j ´ 3
˘

for k “ att, rep. (2.104)

In the SAFT-VR Mie equation of state, the total dimensionless Helmholtz free energy

of a fluid of associating chain molecules formed from Mie segments can be described in terms of

ideal gas, monomer, segment, chain, and associative contributions by Eq. (2.105):

atotal “ aideal ` amono ` achain ` aassoc, (2.105)
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where a is the dimensionless Helmholtz free energy20, and superscripts total, ideal, mono,

chain, and assoc are related to the total, ideal gas, monomer, segment, chain, and associating

contributions, respectively.

The ideal gas, monomer, segment, chain, and associating contributions to the

Helmholtz free energy can be expressed in a mixture of "i" species by Eqs. (2.106), (2.107),

(2.108), and (2.109), respectively:

aideal “
˜

n
ÿ

i“1

xi lnρiΛ
3
i

¸

´ 1, (2.106)

amono “
˜

n
ÿ

i“1

ximi

¸

aM, (2.107)

achain “ ´
n

ÿ

i“1

xi pmi ´ 1q lngMie
ii pσiiq , (2.108)

aassoc “
n

ÿ

i“1

xi

si
ÿ

a“1

nai

„

lnXai ´ Xai

2
` 1

2



, (2.109)

where a is the dimensionless Helmholtz free energy, n is the number of species in the mixture, xi

is the mole fraction of the specie i in the mixture21, ρi is the density of specie i in the mixture22,

Λi is the de Broglie thermal wavelength of species i in the mixture, mi is the number of monomers

in the chain i, aM is the monomer Helmholtz free energy23, gMie
ii is an analytical expression for

radial distribution function, si is number of association sites of species i in the mixture, nai is the

number of sites of type a in species i in the mixture, and Xai is the fraction of species i in the

mixture that is not bonded to the site of type a.

2.2 Computational details

2.2.1 General scheme

Fig. 2 presents a general representative scheme that comprises the main steps relating

to calculations performed in this study. As shown in Fig. 2, this study comprised two main steps:

20 The dimensionless Helmholtz free energy is given by a “ A{NkBT , where a is the dimensionless Helmholtz free
energy, A is the Helmholtz free energy, N is the total number of segment units, kB is the Boltzmann constant, T

is the absolute temperature.
21 The mole fraction is given by xi “ Ni{N, where Ni is the number of molecules of specie i in the mixture and N is

the total number of molecules.
22 The density is given by ρi “ Ni{V , where Ni is the number of molecules of specie i in the mixture, and V is the

total volume of the mixture.
23 The monomer Helmholtz free energy is expressed as a third-order expansion given by

aM “ aHS ` βa1 ` β 2a2 ` β 3a3, where aHS is an expression for a multicomponent mixture of hard spheres,
β “ 1{pkBT q (with kB the Boltzmann constant and T the absolute temperature, and a1, a2, and a3 are perturbation
terms of first, second, and third-order, respectively
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(i) obtaining the Mie potential parameters through ab initio calculations and (ii) evaluating the

Mie potential parameters obtained by ab initio calculations in the prediction of experimental

data through the SAFT-VR Mie equation of state and molecular dynamics simulations.

Figure 2 – General representative scheme of the main calculation steps performed in this study.

In step (i), a group of 26 molecules from different chemical classes was first selected.

The geometry of the 26 molecules was optimized using ab initio methods. Molecules with

optimized geometries were used to build dimers of different spatial configurations, rotating each
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molecule of the dimer in the three possible Cartesian axes. The distances between the centers of

mass of the dimer molecules of different spatial configurations were varied. Interaction energy

curves were constructed through ab initio calculations using supermolecular and perturbational

methods. The Mie potential parameters σ , ε , and λrep were fitted to the ab initio data while λatt

was fixed equal to 6. A single set of Mie potential parameters σ , ε , λrep, and λatt was obtained for

each of the 26 molecules studied, considering these as a spherical 1-site coarse-grained model.

In step (ii), the Mie potential parameters obtained by ab initio calculations were

used in the SAFT-VR Mie equation of state to calculate thermophysical properties, critical point

and saturation properties. Only the ideal gas and monomer contributions were considered in the

version of the SAFT-VR Mie equation of state used in this study (see Eq. (2.105) for details). The

dependence of monomer contribution in relation to the Mie potential parameters can be verified

in the development of the equations presented in Appendix B. The thermophysical properties

were also evaluated for some specific molecules by molecular dynamics simulations. Finally, the

prediction capabilities of experimental data were compared when using Mie potential parameters

obtained by ab initio calculations and using those found in the literature that were directly fitted

to reproduce experimental data.

More details about the steps described in this Section are presented later in this

dissertation. In section 2.2.2, details of step (i) are presented, while in Sections 2.2.3 and 2.2.4,

more details regarding step (ii) are presented.

2.2.2 Obtaining Mie potential parameters through ab initio calculations

In this study, Gaussian 09 [90] and psi4 [91] software were used to perform all

ab initio calculations. The bottom-up methodology was considered to obtain Mie potential

parameters for 26 molecules from various chemical classes. This list includes light gases (helium,

neon, argon, and krypton, hydrogen, nitrogen, oxygen, fluorine, carbon monoxide, and carbon

dioxide), linear hydrocarbons (methane, ethane, propane, and n-butane), branched hydrocar-

bons (isobutane), unsaturated hydrocarbons (ethene, propene, and propyne), cyclic hydrocar-

bons (cyclopropane), aromatic hydrocarbons (benzene), and refrigerants (tetrafluoromethane,

fluoromethane, chlorotrifluoromethane, dichlorodifluoromethane, dichlorofluoromethane, and

chlorodifluoromethane).

First, when applicable, the equilibrium geometry of the studied molecule was ob-

tained at a high level of theory (in this study, it was MP2/aug-cc-pVQZ theory level). An example

script for this task is the code 1 available in the Appendix A. To obtain interaction energy curves

through ab initio calculations, dimers of different conformations were built using molecules

of the same type with equilibrium geometry. The studied molecules were divided into three

main groups to obtain the dimers, according to Fig. 3. The first group included some noble

gases (i.e., helium, neon, argon, and krypton). The second group consisted of methane and
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some substituted-methane compounds (i.e., methane and refrigerants). Finally, the third group

contained the remaining molecules from the set of 26.

Figure 3 – Representative scheme for constructing dimers to obtain interaction energy curves
through ab initio calculations. Illustration of the procedure performed for (a) noble
gases, (b) methane and substituted-methane compounds, and (c) other molecules
considered in this work (i.e., molecules of different chemical classes).

In the first group of molecules, interaction energy curves were obtained by varying

the distance of the dimer molecules of some noble gases in one of the Cartesian reference axes,

as illustrated in Fig. 3(a). In the second group of molecules, interaction energy curves were

obtained by varying the distance from the centers of mass of the dimer molecules in one of the

Cartesian reference axes. Furthermore, in the second group of molecules, rotations were applied

to each molecule of the dimer to produce 12 fundamental symmetric conformations according

to Chao et al. [92], as depicted in Fig. 3(b). Additionally, when convenient, the positions of

different atoms bonded to the carbon atom were also permuted in the configurations proposed by

Chao et al. [92].
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In the third group of molecules, interaction energy curves were obtained by varying

the distance from the centers of mass of the dimer molecules in two of the Cartesian reference

axes. Furthermore, each molecule of the dimer was rotated at different angles in one or two

planes. The Cartesian reference axes in which the distance from the centers of mass of the dimer

molecules varied and the angles and planes of rotation applied to each molecule are illustrated in

Fig. 3(c). Repeated configurations obtained in this process were discarded.

Interaction energy curves as a function of the distance from the centers of mass of

the dimer molecules were obtained by supermolecular and perturbational methods.24. Examples

of scripts for this task are the codes 2 and 3 available in the Appendix A. By supermolecular

methods, energy calculations were performed at counterpoise-corrected second and fourth-

order Møller-Plesset perturbation theory (i.e., MP2 and MP4 energies, respectively) as well

as at coupled-cluster with singles, doubles, and perturbative triples excitations (i.e., CCSD(T)

energies). The energies of the supermolecular methods were obtained using Dunning basis sets.

By perturbational methods, energy calculations were performed through symmetry-adapted

perturbation theory (SAPT) considering bronze, silver, and gold standards (i.e., sSAPT0/jun-cc-

pVDZ, SAPT2+/aug-cc-pVDZ, and SAPT2+(3)δMP2/aug-cc-pVTZ energies, respectively).

The studied molecules were represented using a spherical 1-site coarse-grained

model with interaction based on the Mie potential. The Mie potential parameters σ , ε , and λ rep

were fitted to represent interaction energy data from ab initio calculations. The parameter λ att

of the Mie potential was set to 6, similar to most related SAFT models. A single set of Mie

potential parameters was fitted for each studied molecule to represent the interaction energy data

for various dimer configurations. In this task, two parameter fitting approaches were investigated.

In the first approach (called approach A), a set of Mie potential parameters was fitted

to represent the interaction energies for each dimer configuration of the studied molecule. A

unique set of Mie potential parameters was obtained as an average of the set of parameters for

each dimer configuration of the molecule. This approach was not considered in the sole reference

on this topic found in the literature [10]. In approach A, the objective function that must be

minimized to obtain a unique set of Mie potential parameters is given by Eq. (2.110):

min
Ωi

FA
obj “

Ndist
ÿ

j“1

«

EQM
`

r j,wi

˘

´ EMie
`

r j,Ωi

˘

EQM
`

r j,wi

˘

ff2

, (2.110)

xΩky “ 1
Nconf

Nconf
ÿ

i“1

Ωik, (2.111)

where FA
obj is the objective function to be minimized for approach A, Ωi represents the Mie

potential parameters estimated for the i conformer (Ωi “ rσi,εi,λ
rep
i s), Ndist is the number of

24 The geometry of the molecules was optimized at a single level of theory (i.e., in this work at MP2/aug-cc-pVQZ
theory level) to make a coherent comparison of the calculation of the interaction energy of dimers using different
methods ( i.e., supermolecular and perturbational)
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distances evaluated between the dimers of the i conformer, EQM is the ab initio interaction energy,

EMie is the Mie potential energy, r j is the jth point considered for distance between the dimers of

the i configuration, wi represents the spatial orientation of the i conformer, Ω “ rxσiy,xεiy,xλ
rep
i ys

represents the final set of the Mie potential parameters, and Nconf is the number of evaluated

conformers.

In the second approach (called approach B), similar to the sole reference on this topic

found in the literature [10], a unique set of Mie potential parameters was obtained considering

in the parameter-fitting procedure all interaction energies of all configurations at once for each

studied molecule. For this approach, the deviations between the interaction energies obtained

from ab initio calculations and those predicted with the Mie potential were weighted according

to the Boltzmann energy distribution function. In approach B, the objective function that must be

minimized to obtain a unique set of Mie potential parameters is given by Eq. (2.112):

min
Ω

FB
obj “

Nconf
ÿ

i“1

Ndist
ÿ

j“1

«

EQM
`

r j,wi

˘

´ EMie
`

r j,Ω
˘

EQM
`

r j,wi

˘

ff2

φ
`

r j,wi

˘

, (2.112)

φ
`

r j,wi

˘

“ er´EQMpr j,wiq{pkBT qs
Nconf
ř

i“1

Ndist
ř

j“1
er´EQMpr j,wiq{pkBT qs

, (2.113)

where FB
obj is the objective function to be minimized for approach B, Ω “ rσ ,ε,λ reps represents

the set of the estimated Mie potential parameters, Nconf is the number of conformers evaluated,

Ndist is the number of distances evaluated between the dimers in the conformers, r j is the jth

point considered for distance considered between the dimers in the interaction energy curve of

the conformers, wi represents the spatial orientation of the i conformer, EQM is the ab initio

energy, EMie is the Mie potential energy, φ is a weighting factor25, kB is the Boltzmann constant,

and T is the absolute temperature (here adopted as 273.15 K, which is an arbitrary value)26.

To estimate the Mie potential parameters from interaction energy data obtained

through ab initio calculations, the Levenberg-Marquardt algorithm [93, 94] was used in the

procedure. To avoid the local minimum of the objective functions described by Eqs. (2.110)

and (2.112), a multi-start parameter fitting strategy was considered. The set of Mie potential

parameters obtained for each molecule studied through ab initio calculations (i.e., bottom-up

methodology) was compared with those from literature within the SAFT framework context (i.e.,

top-down methodology).

Thermophysical properties (e.g., density, isochoric heat capacity, isobaric heat ca-

pacity, and speed of sound) were computed using top-down and bottom-up-based Mie potential

25
Nconf
ÿ

i“1

Ndist
ÿ

j“1

φ pr j,wiq “ 1

26 The impact of small changes in temperature causes negligible variations in the Boltzmann weight: going from
273.15 K to 298.15 K would imply a difference in the ten thousandth place in the weighting factor.
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parameters in the SAFT-VR Mie equation of state and through molecular dynamics simulations.

Critical point (i.e., critical temperature, pressure, and density) and saturation properties (e.g.,

saturation pressure and enthalpy of vaporization) were computed using top-down and bottom-

up-based Mie potential parameters in the SAFT-VR Mie equation of state. The thermophysical

properties and critical point obtained using top-down and bottom-up-based Mie potential param-

eters were compared with the National Institute of Standards and Technology (NIST) reference

data [95]. The comparison made for the critical point was through the percentage deviation,

and for the thermophysical and saturation properties was through the average absolute relative

deviation (AARD%), given by Eq.(2.114):

AARD% “ 1
Ndata

Ndata
ÿ

i“1

ˇ

ˇ

ˇ

ˇ

yref
i ´ ysim

i

yref
i

ˇ

ˇ

ˇ

ˇ

ˆ 100, (2.114)

where AARD% is the average absolute relative deviation, Ndata is the number of reference data

points, yref
i is the thermodynamic property at the conditions of the ith reference point, ysim

i is

the thermodynamic property obtained via molecular dynamics simulations and SAFT-VR Mie

equation of state at the conditions of the ith reference point.

2.2.3 Calculation of thermophysical properties by molecular dynamics simula-

tions

In this study, LAMMPS [96] software was used to perform molecular dynamics

simulations for some of the systems studied. The simulated systems consisted of 1000 molecules

arranged in a cubic simulation box, with initial configurations built using Moltemplate [97]

and Packmol [98] software. Periodic boundary conditions were applied to all directions of the

simulation box. The molecular dynamics simulations had three steps: energy minimization,

equilibration, and production. The energy minimization step used the Polak-Ribiere version

of the conjugate gradient algorithm. During the equilibration step, the studied systems were

simulated for 2 ns in the canonical ensemble (NVT), followed by another 3 ns in the isothermal-

isobaric ensemble (NPT). For the production step, the studied systems were simulated for 5 ns in

the isothermal-isobaric (NPT) ensemble.

In the molecular dynamics simulations, the equations of motion were integrated

using the velocity-Verlet algorithm with a 1 fs integration step. The Mie potential had a cutoff of

14 Å, and tail corrections were added to both energy and pressure. To control temperature and

pressure, the Nosé-Hoover thermostat and barostat were used with damping parameters of 100 fs

and 1000 fs, respectively.

The top-down and bottom-up-based Mie potential parameters were used in molecular

dynamics simulations to compute thermophysical properties such as density, isochoric and

isobaric heat capacities, and the speed of sound. Derivative properties were computed during the
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production step in the isothermal-isobaric (NPT) ensemble following relations from the set of

Eqs. (2.115)-(2.119) derived from fluctuation theory [99]:

α “ N

«

@

vhconf
D

´ xvy
@

hconf
D

xvyRT 2

ff

, (2.115)

kT “ N

«

@

v2
D

´ xvy2

xvyRT 2

ff

, (2.116)

cp “
4

ÿ

i“0

aiRT i ` N

@

uconfhconf
D

´
@

uconf
D@

hconf
D

RT 2 ` pxvyα ´ R, (2.117)

cv “ cp ´ T xvyα2

kT
, (2.118)

csound “
c

cp

cvkTρ
, (2.119)

where α is the thermal expansion coefficient, N is the number of molecules, v is the simulation

box volume, hconf is the configurational enthalpy (which takes into account only the intermolec-

ular contributions), R is the universal gas constant, T is the absolute temperature, kT is the

isothermal compressibility, cp is the isobaric heat capacity, ai is the ith term for the equation of

ideal gas isobaric heat capacity polynomial function, whose values were obtained in the book of

Poling et al. [100], uconf is the configurational internal energy (which takes into account only

intermolecular contributions), p is the pressure, cv is the isochoric heat capacity, csound is the

speed of sound, ρ is the density obtained directly from the simulation, and xy represent ensemble

averages.

The block average approach was used to compute the uncertainties, estimating the

statistical inefficiency from linear regression between 2 and 100 blocks [101]. The covariance

matrix was used to propagate errors for derivative properties [101].

2.2.4 Calculation of thermophysical properties, critical point, and saturation

properties with SAFT-VR Mie equation of state

The SAFT-VR Mie equation of state was implemented in an in-house code of the

Laboratory of Complex Systems Engineering at the University of Campinas (LESC/Unicamp).

The SAFT-VR Mie code was developed in the Fortran 95 programming language. The SAFT-VR

Mie code consists of the mathematical extension of the ideal gas, monomer, segmentation, chain,

and associating contributions, where additional equations can be found in the original publication

by Lafitte et al. [87].

The top-down and bottom-up-based Mie potential parameters were used in the

SAFT-VR Mie equation of state to compute thermophysical properties such as density, isochoric

and isobaric heat capacities, the speed of sound, and the Joule-Thomson coefficient. Similar to
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molecular dynamics simulations, derivative properties were also computed with the SAFT-VR

Mie equation of state. Derivative properties from SAFT-VR Mie equation of state can be obtained

as a function of free Helmholtz energy and pressure according to the set of Eqs. (2.120)-(2.124)

[102]:

cv “
4

ÿ

i“0

aiRT i ´ R ´ T

ˆB2Ares

BT 2

˙

v

, (2.120)

k´1
T “ ρ

ˆ Bp

Bρ

˙

T

, (2.121)

α “ kT

ˆ Bp

BT

˙

v

, (2.122)

cp “ cv ` T α2

kT
, (2.123)

csound “
d

cp

cv

ˆ Bp

Bρ

˙

T

, (2.124)

µJT “ T

ˆ Bp

BT

˙

v

´ ρ

ˆ Bp

Bρ

˙

T

, (2.125)

where cv is the isochoric heat capacity, ai is the ith term for the equation of ideal gas isobaric

heat capacity polynomial function, whose values were obtained in the book of Poling et al. [100],

R is the universal gas constant, T is the the absolute temperature, Ares is the residual Helmholtz

free energy, kT is the isothermal compressibility, ρ is the density, p is the pressure, α is the

thermal expansion coefficient, v is the volume, cp is the isobaric heat capacity, csound is the speed

of sound, and µJT is the Joule-Thomson coefficient.

The critical point can be obtained by the SAFT-VR Mie equation of state by simulta-

neously solving the system of equations for pressure given by Eqs. (2.126) and (2.127)
ˆ Bp

Bρ

˙

T

“ 0, (2.126)

ˆ B2 p

Bρ2

˙

T

“ 0. (2.127)

The saturation properties can also be calculated by the SAFT-VR Mie equation of

state by determining the vapor and liquid densities that satisfy, for a given temperature, the

equalities for pressure given by Eq. (2.128) and for the chemical potential given by Eq. (2.129):

p “ ´
ˆBAres

Bv

˙

N,T

, (2.128)

µ “
ˆ BA

BN

˙

v,T

, (2.129)

where N is the number of molecules, and µ is the chemical potential,
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3 Results and discussion

“The laws of thermodynamics, as empirically determined, express the approximate and probable

behavior of systems of a great number of particles, or, more precisely, they express the laws of

mechanics for such systems as they appear to beings who have no the fineness of perception to enable

them to appreciate quantities of the order of magnitude of those which relate to single particles, and

who cannot repeat their experiments often enough to obtain any but the most probable results.”

Josiah Willard Gibbs

3.1 First group: noble gases

Interaction energy curves were obtained by supermolecular and perturbational meth-

ods varying the distance of the dimer molecules of some noble gases, according to the procedure

previously described in Fig. 3(a) in Section 2.2.2 of this study. The supermolecular calculations

involved obtaining the second and fourth-order Møller-Plesset energies (i.e., MP2 and MP4

energies, respectively) and coupled-cluster with singles, doubles, and perturbative triples ex-

citations energies (i.e., CCSD(T) energy). In supermolecular calculations, double, triple, and

quadruple-zeta Dunning basis sets were used (i.e., aug-cc-pVnZ, with n = D, T, and Q, re-

spectively). The perturbational calculations involved obtaining symmetry-adapted perturbation

theory (SAPT) energies at bronze, silver, and gold standard levels (i.e., sSAPT0/jun-cc-pVDZ,

SAPT2+/aug-cc-pVDZ, and SAPT2+(3)δMP2 /aug-cc-pVTZ energies, respectively).

The Mie potential parameters σ , ε , and λ rep were fitted to interaction energy curves

obtained through ab initio calculations by a nonlinear regression procedure. Since noble gases

are monatomic, the objective function given by Eq. (2.110) presented in Section 2.2.2 of this

study for approach A considering a single configuration was minimized in the parameter fitting

procedure.

Table 1 presents the Mie potential parameters obtained through the top-down and

bottom-up based methodologies considered in this study. Top-down-based Mie potential parame-

ters were obtained in the literature [103, 104] within the SAFT framework (i.e. SAFT-VR Mie

equation of state). Bottom-up-based Mie potential parameters denote the parameters fitted to

represent interaction energy curves obtained through ab initio calculations. The only available

reference for bottom-up-based Mie potential parameters is from Walker et al. [10]. The Mie

potential energy curves obtained in this study using parameters from the bottom-up methodology

and the interaction energy curves obtained through ab initio calculations by supermolecular and

perturbational methods are presented in Fig. 4. An analysis of Table 1 and Fig. 4 reveals some

patterns of results.
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Table 1 – Top-down and bottom-up-based Mie potential parameters for some noble gases ob-
tained by different methodologies and contexts.

Mie potential parametersa,b

Molecule Methodologyc Contextd m σ /Å λrep λatt pε{kBq/K Reference
helium TD SAFT framework 1.0000 3.3530 14.8400 6.0000 4.4400 [104]

BU (S) DLPNO-CCSD(T)/5Z 1.0000 2.6876 10.6560 6.0000 9.5468 [10]
MP2/aug-cc-pVDZ (A) 1.0000 2.8859 8.9532 6.0000 6.6381 this work
MP2/aug-cc-pVTZ (A) 1.0000 2.8475 9.2472 6.0000 6.7890 this work
MP2/aug-cc-pVQZ (A) 1.0000 2.8293 9.7334 6.0000 6.9399 this work
MP4/aug-cc-pVDZ (A) 1.0000 2.8431 12.3129 6.0000 5.5318 this work
MP4/aug-cc-pVTZ (A) 1.0000 2.7554 13.3430 6.0000 7.6942 this work
MP4/aug-cc-pVQZ (A) 1.0000 2.7378 12.9627 6.0000 8.2474 this work
CCSD(T)/aug-cc-pVDZ (A) 1.0000 2.8379 12.3241 6.0000 5.6826 this work
CCSD(T)/aug-cc-pVTZ (A) 1.0000 2.7226 14.8101 6.0000 8.8508 this work
CCSD(T)/aug-cc-pVQZ (A) 1.0000 2.7324 12.9737 6.0000 8.5491 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 1.0000 3.3177 11.9702 6.0000 0.8549 this work
SAPT2+/aug-cc-pVDZ (A) 1.0000 2.8771 11.0784 6.0000 7.8451 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (A) 1.0000 2.7788 10.3647 6.0000 9.1526 this work

neon TD SAFT framework 1.0000 2.8019 9.6977 6.0000 29.8750 [103]
BU (S) DLPNO-CCSD(T)/5Z 1.0000 2.8249 10.648 6.0000 35.7160 [10]

MP2/aug-cc-pVDZ (A) 1.0000 3.0825 13.1555 6.0000 10.8624 this work
MP2/aug-cc-pVTZ (A) 1.0000 2.9875 11.4790 6.0000 17.1988 this work
MP2/aug-cc-pVQZ (A) 1.0000 2.9148 12.2795 6.0000 22.0265 this work
MP4/aug-cc-pVDZ (A) 1.0000 3.0563 12.6671 6.0000 13.1254 this work
MP4/aug-cc-pVTZ (A) 1.0000 2.8835 11.7266 6.0000 24.4906 this work
MP4/aug-cc-pVQZ (A) 1.0000 2.8315 13.0187 6.0000 31.5311 this work
CCSD(T)/aug-cc-pVDZ (A) 1.0000 3.1182 12.7248 6.0000 11.7173 this work
CCSD(T)/aug-cc-pVTZ (A) 1.0000 2.8619 12.0503 6.0000 25.2953 this work
CCSD(T)/aug-cc-pVQZ (A) 1.0000 2.8273 13.4409 6.0000 32.2351 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 1.0000 3.2139 13.1770 6.0000 7.5936 this work
SAPT2+/aug-cc-pVDZ (A) 1.0000 3.0432 12.7364 6.0000 14.0306 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (A) 1.0000 2.8882 11.7386 6.0000 24.4404 this work

argon TD SAFT framework 1.0000 3.4038 12.0850 6.0000 117.8400 [103]
SAFT framework 1.0000 3.4140 14.8500 6.0000 132.0400 [104]

BU (S) DLPNO-CCSD(T)/5Z 1.0000 3.4298 11.8210 6.0000 120.5300 [10]
MP2/aug-cc-pVDZ (A) 1.0000 3.5705 13.1696 6.0000 78.4505 this work
MP2/aug-cc-pVTZ (A) 1.0000 3.4295 13.5842 6.0000 121.8498 this work
MP2/aug-cc-pVQZ (A) 1.0000 3.3636 13.1097 6.0000 141.5630 this work
MP4/aug-cc-pVDZ (A) 1.0000 3.6316 13.4156 6.0000 62.6599 this work
MP4/aug-cc-pVTZ (A) 1.0000 3.4710 13.7601 6.0000 104.9527 this work
MP4/aug-cc-pVQZ (A) 1.0000 3.4004 13.2812 6.0000 123.8110 this work
CCSD(T)/aug-cc-pVDZ (A) 1.0000 3.6350 13.4160 6.0000 61.9055 this work
CCSD(T)/aug-cc-pVTZ (A) 1.0000 3.4790 13.7676 6.0000 101.8348 this work
CCSD(T)/aug-cc-pVQZ (A) 1.0000 3.4116 13.2805 6.0000 118.7319 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 1.0000 4.1706 16.1386 6.0000 13.1254 this work
SAPT2+/aug-cc-pVDZ (A) 1.0000 3.6067 13.3678 6.0000 65.7275 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (A) 1.0000 3.4757 13.7510 6.0000 103.7961 this work

krypton TD SAFT framework 1.0000 3.6359 11.9850 6.0000 163.2700 [103]
BU (S) DLPNO-CCSD(T)/5Z 1.0000 3.6572 12.5720 6.0000 168.0600 [10]

MP2/aug-cc-pVDZ (A) 1.0000 3.8386 13.1055 6.0000 101.7845 this work
MP2/aug-cc-pVTZ (A) 1.0000 3.6657 13.1544 6.0000 175.0051 this work
MP2/aug-cc-pVQZ (A) 1.0000 3.5804 13.1776 6.0000 215.7390 this work
MP4/aug-cc-pVDZ (A) 1.0000 3.9266 13.5295 6.0000 77.4951 this work
MP4/aug-cc-pVTZ (A) 1.0000 3.7308 13.8585 6.0000 146.2399 this work
MP4/aug-cc-pVQZ (A) 1.0000 3.6327 13.7912 6.0000 184.3085 this work
CCSD(T)/aug-cc-pVDZ (A) 1.0000 3.9334 13.5051 6.0000 75.5338 this work
CCSD(T)/aug-cc-pVTZ (A) 1.0000 3.7481 13.8716 6.0000 137.4393 this work
CCSD(T)/aug-cc-pVQZ (A) 1.0000 3.6558 13.8100 6.0000 169.3224 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 1.0000 4.2524 12.9636 6.0000 25.6976 this work
SAPT2+/aug-cc-pVDZ (A) 1.0000 3.9053 13.4105 6.0000 79.6072 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (A) 1.0000 3.7343 13.8864 6.0000 144.7815 this work

aAs helium, neon, argon, and krypton are monatomic, these molecules are modeled as a spherical 1-site (in the
SAFT-VR Mie equation of state is equivalent to assigning the number of segments m equal to 1). bkB is the
Boltzmann constant. cTD and BU refer to the top-down and bottom-up methodologies, respectively, while (S) and
(P) refer to the supermolecular and perturbational methods, respectively. d(A) indicates that the objective function
of approach A was minimized in the parameter fitting procedure.
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Figure 4 – Comparison of Mie potential energy curves obtained from bottom-up methodology
parameters and ab initio interaction energy data obtained via supermolecular and
perturbational methods for some noble gases. Second-order Møller-Plesset (MP2)
energy results for (a1) helium, (a2) neon, (a3) argon, and (a4) krypton. Fourth-order
Møller-Plesset (MP2) energy results for (b1) helium, (b2) neon, (b3) argon, and (b4)
krypton. Coupled-cluster with singles, doubles, and perturbative triples excitations
(CCSD(T)) energy results for (c1) helium, (c2) neon, (c3) argon, and (c4) krypton.
Symmetry-adapted perturbation theory (SAPT) energy results for (d1) helium, (d2)
neon, (d3) argon, and (d4) krypton.
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Comparing the results obtained presented in Table 1 and Fig. 4, the depth of the

potential energy well increases as the number of zeta basis functions in valence atomic orbitals

increases for bottom-up-based Mie potential parameters in supermolecular methods. Increasing

from double to triple-zeta basis functions (i.e., aug-cc-pVDZ to aug-cc-pVTZ) and from triple to

quadruple-zeta basis functions (i.e., aug-cc-pVTZ to aug-cc-pVQZ) results in an increase in ε

but a decrease in σ . The increase in ε is more significant when going from double to triple-zeta

basis functions than from triple to quadruple-zeta basis functions.

Analyzing different post-Hartree-Fock methods considered in supermolecular meth-

ods (i.e., MP2, MP4, and CCSD(T)), no pattern in the variation of bottom-up-based Mie poten-

tial parameters obtained was observed. Increasing the SAPT levels from bronze to silver (i.e.

sSAPT0/jun-cc-pVDZ to SAPT2+/aug-cc-pVDZ) and from silver to gold (i.e., SAPT2+/aug-cc-

pVDZ to SAPT2+(3)δMP2 /aug-cc-pVTZ) standards results in an increase in the value of ε and

a reduction in the σ value of the Mie potential.

The limited top-down and bottom-up-based Mie potential parameters found in the

literature [10,103,104] are in agreement with the bottom-up-based ones obtained in this study by

supermolecular methods considering triple as quadruple zeta basis functions and those obtained

by perturbational methods for the silver and gold standards of SAPT. The top-down and bottom-

up-based Mie potential parameters of Table 1 were used in the SAFT-VR Mie equation of state

to calculate thermophysical properties considering NIST reference data listed in Table C1 found

in Appendix C.

The SAFT-VR Mie equation of state results were compared to NIST reference data

[95]. The accuracy for predicting NIST thermophysical properties data such as density (ρ),

isochoric heat capacity (cv), isobaric heat capacity (cp), speed of sound (csound), and Joule-

Thomson coefficient (µJT) was evaluated by computing AARD% values by Eq. (2.114) available

in Section 2.2.2. The AARD% values obtained for the thermophysical properties considered

for some noble gases using top-down and bottom-up-based Mie potential parameters in the

SAFT-VR Mie equation of state are presented in Fig. 5. Alternatively, the information presented

in Fig. 5 is also available in Table D1 in Appendix D.

For all set of Mie potential parameters presented in Fig. 5, the lowest AARD% values

were obtained for thermophysical properties ρ , cv, cp, and csound. The AARD% values for µJT

obtained were high, in some cases reaching hundreds of percent. As expected, the AARD%

values for the top-down-based Mie potential parameters were low since, in this methodology, the

parameters are directly fitted to reproduce experimental data. Fig. 5 indicated that the bottom-

up-based Mie potential parameters can also be used to predict thermophysical properties with

certain accuracy, given the low AARD% values obtained.
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Figure 5 – AARD% values for thermophysical properties for some noble gases (helium, neon,
argon, and krypton) using top-down and bottom-up-based Mie potential parameters
in the SAFT-VR Mie equation of state. Results for (a) ρ , (b) cv, (c) cp, (d) csound, and
(e) µJT.
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In supermolecular methods, the AARD% values reduce when increasing from double

to triple or quadruple-zeta basis functions (i.e., from aug-cc-pVDZ to aug- cc-pVTZ or aug-

cc-pVQZ) in the bottom-up-based Mie potential parameters. There is no significant reduction

in AARD% values when increasing from triple to quadruple-zeta basis functions (i.e., from

aug-cc-pVTZ to aug-cc-pVQZ). These observations suggest that the values of the Mie potential

parameter ε are underestimated and the values of σ are overestimated when using double-zeta

basis functions (i.e., aug-cc-pVDZ), given the higher AARD% values obtained.

When using the same basis function, the change in the post-Hartree-Fock methods

considered in supermolecular methods (i.e., MP2, MP4, and CCSD(T)) does not result in

very significant changes in AARD% values. In perturbational methods, a notable decrease is

observed in AARD% values as the SAPT level increases from bronze to silver (i.e. sSAPT0/jun-

cc-pVDZ to SAPT2+/aug-cc-pVDZ) and from silver to gold (i.e., SAPT2+/aug-cc-pVDZ to

SAPT2+(3)δMP2 /aug-cc-pVTZ) standards. The AARD% values obtained for the gold standard

of SAPT are comparable to those obtained through supermolecular methods using triple-zeta

basis functions (i.e., from aug-cc-pVTZ).

The top-down and bottom-up-based Mie potential parameters presented in Table were

also used in the SAFT-VR Mie equation of state to calculate the critical point of some noble gases

considered in this study. Fig. 6 presents the percentage deviation for critical temperature (Tcrit),

pressure (pcrit), and density (ρcrit) calculated relative to NIST reference data [95]. Alternatively,

the information presented in Fig. 6 is also available in Table D2 in Appendix D. The results

presented in Fig. 6 confirm that the trend observed in the AARD% values for thermophysical

properties is also verified in the critical point. The top-down-based Mie potential parameters

result in lower percentage deviations from NIST reference data since these parameters are directly

fitted in the SAFT-VR Mie equation of state to reproduce experimental data. Excluding helium,

bottom-up-based Mie potential parameters showed percentage deviations in the tens of percent

and followed the same trends of results observed for the AARD% values considering different

methodologies analyzed.

In this study, the MP2/aug-cc-pVTZ Mie potential parameters were found to produce

better predictions for thermophysical properties and critical point with lower computational

cost. Thus, the set Mie potential parameters from this theory level were chosen to represent

the prediction of the thermophysical properties of some noble gases using the SAFT-VR Mie

equation of state. The prediction results are presented in Fig. 7. According to Fig. 7, the chosen

set of Mie potential parameters can reproduce NIST reference data with certain accuracy. Fig. 7

demonstrates that the Mie potential parameters derived from ab initio calculations, without the

need for experimental data, can be applied in a state equation such as the SAFT-VR Mie and still

provide reliable predictions.
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Figure 6 – Percentage deviation of the calculated critical point from NIST reference data using
top-down and bottom-up-based Mie potential parameters in the SAFT-VR Mie equa-
tion of state for some noble gases (helium, neon, argon, and krypton). Results for (a)
Tcrit, (b) pcrit, and (c) ρcrit.

The bottom-up-based Mie potential parameters of MP2/aug-cc-pVTZ theory level

were compared with those bottom-up and top-down-based ones available in the literature for the

prediction of saturation properties such as saturation pressure (psat) and enthalpy of vaporization

(∆Hvap). Fig. 8 shows the AARD% values obtained for the saturation properties when considering

argon and krypton. Alternatively, the information presented in Fig. 8 is also available in Table

D3 in Appendix D. The AARD% values presented in Fig. 8 are computed considering NIST

reference data [95] listed in Table C2 found in Appendix C. In Fig. 8, only argon and krypton

are presented since for helium the critical temperature value is close to absolute zero (which

caused problems in the calculations) and for neon there is a very few number of NIST reference

data available up to the computed critical temperature for MP2/aug-cc-pVTZ Mie potential
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parameters.

Figure 7 – Predicted thermophysical properties for some noble gases using bottom-up-based
Mie potential parameters from MP2/aug-cc-pVTZ theory level energies by approach
A in the SAFT-VR Mie equation of state. Helium results for (a1) ρ , (a2) cv, (a3) cp,
(a4) csound, and (a5) µJT. Neon results for (b1) ρ , (b2) cv, (b3) cp, (b4) csound, and
(b5) µJT. Argon results for (c1) ρ , (c2) cv, (c3) cp, (c4) csound, and (c5) µJT. Krypton
results for (d1) ρ , (d2) cv, (d3) cp, (d4) csound, and (d5) µJT.

Fig. 7, which refers to the prediction of thermophysical properties, indicates that with

the reduction in temperature towards the critical temperature, the parameters of the bottom-up

methodology lose some of their predictive capacity. As saturation property data are obtained at
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lower temperatures (below the critical temperature), deviations from NIST reference data are

expected, confirmed through Fig. 8. Even so, the AARD% values presented in Fig. 8 are in the

order of tens of percent for a set of parameters obtained through the bottom-up methodology,

without considering a fitting to data experimental. To complement the results of Fig. 8, Fig. 9

illustrates the predictive capacity of saturation properties using the Mie potential parameters

obtained by the bottom-up methodology through the MP2/aug-cc-pVTZ theory level.

Figure 8 – AARD% values for saturation properties for some noble gases using top-down and
bottom-up-based Mie potential parameters in the SAFT-VR Mie equation of state.
Results of (a) psat and (b) ∆Hvap for argon and krypton.

Figure 9 – Predicted saturation properties for some noble gases using bottom-up-based Mie
potential parameters from MP2/aug-cc-pVTZ theory level energies by approach A in
the SAFT-VR Mie equation of state. Results of psat for (a1) argon and (b1) krypton.
Results of ∆Hvap for (a2) argon and (b2) krypton.
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3.2 Second group: methane and substituted-methane compounds

Some of the results presented in the subsection of this study have already been

published. If you use the content presented here, kindly cite the reference [46]:

LYRA, E.P.; FRANCO, L. F. M. Deriving force fields with a multiscale approach: From ab initio calculations

to molecular-based equations of state. The Journal of Chemical Physics, v. 157, n. 11, p. 114107, 2002. doi:

10.1063/5.0109350

3.2.1 Methane modeling

First, the geometry of the methane molecule was optimized. For the MP2/aug-cc-

pVQZ theory level, a tetrahedral geometry was found with a carbon-hydrogen bond length

equal to 1.0845 Å, which is close to the value of 1.087˘0.001 Å reported by Hirota [105]. The

optimized methane molecule was used to construct 12 symmetric conformers considered in the

work of Chao et al. [92], as previously described in Fig. 3(b) presented in Section 2.2.2 of this

study or in the original publication.

Supermolecular and perturbational methods were used to compute the interaction

energy curves for the 12 symmetric methane conformers. Applying supermolecular methods, the

interaction energies were obtained through second and fourth-order Møller-Plesset (i.e., MP2

and MP4 energies, respectively) and coupled-cluster with singles, doubles, and perturbative

triples excitations (i.e., CCSD(T) energy). MP2 energies were obtained using Dunning basis sets

for double, triple, and quadruple-zeta (i.e., aug-cc-pVnZ, with n = D, T, and Q, respectively).

Due to high computational costs, MP4 and CCSD(T) energies were obtained using Dunning

basis sets for double-zeta (i.e., aug-cc-pVDZ). basis sets for double-zeta (i.e., aug-cc-pVnZ,

with n = D). By perturbational methods, the interaction energies were obtained through bronze,

silver, and gold standards of SAPT (i.e., sSAPT0/jun-cc-pVDZ, SAPT2+/aug-cc-pVDZ, and

SAPT2+(3)δMP2/aug-cc-pVTZ energies, respectively).

The methane molecule was represented by a spherical 1-site coarse-grained model

based on the Mie potential. The Mie potential parameters σ , ε , and λ rep were fitted to represent

interaction energy curves for the 12 symmetric conformers obtained by supermolecular and

perturbational methods. A single set of Mie potential parameters for methane was obtained

considering the two approaches, A and B. To obtain the Mie potential parameters, the objective

functions to be minimized for approaches A and B were Eqs. (2.110) and (2.112), respectively,

presented in Section 2.2.2 of this study.

Top-down and bottom-up-based Mie potential parameters considered in this study

are presented in Table 2. The top-down-based Mie potential parameters available in the literature

are those from the SAFT-γ Mie force field [106, 107] and those optimized for the SAFT-VR Mie

equation of state by Dufal et al. [103].
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Table 2 presents the Mie potential parameters obtained for methane through the

top-down and bottom-up-based Mie potential parameters. The top-down-based Mie potential

parameters available in the literature are those from the SAFT framework (i.e., SAFT-γ Mie

force field and SAFT-VR Mie equation of state). For methane, only the set of Mie potential

parameters obtained by Walker et al. [10] are from the bottom-up methodology within the SAFT

framework.

Table 2 – Top-down-based Mie potential parameters within the SAFT framework available in
the literature and bottom-up-based Mie potential parameters available in the literature
and those obtained in this study from ab initio data by different methodologies and
contexts for methane.

Mie potential parametersa,b,f

Methodologyc Contextd m σ /Å λrep λatt pε{kBq/K Reference
TD SAFT framework 1.0000 3.7525 16.4191 6.0000 170.9317 e

SAFT framework 1.0000 3.7366 12.3190 6.0000 151.4699 [103]
BU (S) DLPNO-CCSD(T)/5Z 1.0000 3.8495 12.8260 6.0000 140.9100 [10]

MP2/aug-cc-pVDZ (A) 1.0000 3.8114 12.1176 6.0000 116.7706 this work
MP2/aug-cc-pVDZ (B) 1.0000 3.4182 12.0000 6.0000 142.2670 this work
MP2/aug-cc-pVTZ (A) 1.0000 3.7236 12.1942 6.0000 145.5861 this work
MP2/aug-cc-pVTZ (B) 1.0000 3.3362 12.0000 6.0000 177.8212 this work
MP2/aug-cc-pVQZ (A) 1.0000 3.7042 12.2061 6.0000 153.2803 this work
MP2/aug-cc-pVQZ (B) 1.0000 3.3147 12.0000 6.0000 188.4825 this work
MP4/aug-cc-pVDZ (A) 1.0000 3.7683 12.1480 6.0000 135.0757 this work
MP4/aug-cc-pVDZ (B) 1.0000 3.3895 12.0000 6.0000 164.5450 this work
CCSD(T)/aug-cc-pVDZ (A) 1.0000 3.7751 12.1445 6.0000 132.5110 this work
CCSD(T)/aug-cc-pVDZ (B) 1.0000 3.3939 12.0000 6.0000 161.4271 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 1.0000 3.9868 12.1253 6.0000 58.6368 this work
sSAPT0/jun-cc-pVDZ (B) 1.0000 3.6330 12.0000 6.0000 57.2287 this work
SAPT2+/aug-cc-pVDZ (A) 1.0000 3.7182 12.1521 6.0000 152.4757 this work
SAPT2+/aug-cc-pVDZ (B) 1.0000 3.3287 12.0000 6.0000 189.1362 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (A) 1.0000 3.6964 12.2202 6.0000 161.4271 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (B) 1.0000 3.3273 12.0000 6.0000 195.8246 this work

aMethane is represented as spherical 1-site coarse-grained model (in the SAFT-VR Mie equation of state is equivalent
to assigning the number of segments m equal to 1). bkB is the Boltzmann constant. cTD and BU refer to the top-down
and bottom-up methodologies, respectively, while (S) and (P) refer to the supermolecular and perturbational methods,
respectively. d(A) and (B) indicate that approaches A and B objective functions, respectively, were minimized in
the parameter fitting procedure. eProfessor Erich A. Müller (personal communication, June 3rd, 2021), based on
published works [106, 107]. fThe best results for fitting the parameters of approach (B) were observed by setting the
λrep value equal to 12.

The results in Table 2 show that approach A for bottom-up methodology yields values

for the Mie potential parameters ε and σ closer to those reported for the top-down methodology

found in the literature within the SAFT framework. The Mie potential parameter values obtained

by approach A through the bottom-up methodology in this study are also consistent with those

available in the literature for the bottom-up methodology. According to Table 2, approach B

leads to higher ε values and lower σ values than approach A. This suggests that approach B

gives more weight to more stable conformers during the parameter fitting procedure. In more

stable conformers, steric hindrances are smaller, which allows the dimer molecules to come

closer together.
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In Fig. 10, interaction energy curves obtained by ab initio calculations and Mie

potential energy curves obtained using parameters from top-down methodology and those

from the bottom-up methodology arising from this study are presented. Fig. 10 shows a very

interesting trend. The Mie potential energy curves obtained using parameters from the top-down

methodology are close to the average of the ab initio data used in acquiring the parameters

from the bottom-up methodology. The gray shaded areas in Fig. 10 highlight this trend, which

represent the coverage area of data obtained using supermolecular and perturbational methods.

This observation indicates that bottom-up-based Mie potential parameters obtained by approach

A result in values of σ and ε closer to those verified by the top-down methodology within the

SAFT framework.

Fig. 11 demonstrates the interaction energy curves by ab initio calculations for each

of the 12 symmetric conformers studied by Chao et al. [92]. The interaction energy curves for

each conformer were found to be distinct, indicating that not all 12 conformers are equally

accessible. This observation implies that considering anisotropic effects in the parameter fitting

procedure as in approaches A and B becomes justifiable. A more detailed discussion of the

differences between these interaction energy curves is provided by Chao et al. [92].

The thermophysical properties of methane were computed using top-down and

bottom-up-based Mie potential parameters. This was done through the use of the SAFT-VR

Mie equation of state and by molecular dynamics simulations. Density (ρ), isochoric heat

capacity (cv), isobaric heat capacity (cp), and speed of sound (csound) were computed for a dataset

comprising a series of temperature and pressure conditions. The computed thermophysical

properties were compared with NIST reference data. The AARD% value was used as a metric

to evaluate the accuracy of predicting the results of thermophysical properties. Fig. 12 shows

the AARD% values for methane obtained for each thermophysical property evaluated using

top-down and bottom-up-based Mie potential parameters. The AARD% values presented in

Fig. 12 were obtained considering NIST reference data listed in Table C1 found in Appendix C.

Alternatively, the information presented in Fig. 12 is also available in Table D4 in Appendix D.

According to Fig. 12, using top-down-based Mie potential parameters results in

lower AARD% values when reproducing thermophysical properties such as ρ , cv, cp, and csound.

This observation is expected since in the top-down methodology the Mie potential parameters

are directly fitted to represent experimental data. As a result of the low AARD% values obtained

using top-down-based Mie potential parameters, the spherical 1-site coarse-grained model is a

suitable representation for the methane molecule.
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Figure 10 – Comparison of Mie potential energy curves obtained using parameters from top-
down (TD) and bottom-up (BU) methodologies and ab initio interaction energy data
obtained via supermolecular and perturbational methods for methane. Results for
supermolecular methods considering (a) MP2/aug-cc-pVDZ, (b) MP2/aug-cc-pVTZ,
(c) MP2/aug-cc-pVQZ, (d) MP4/aug-cc-pVDZ, and (e) CCSD(T)/aug-cc-pVDZ
energies. Results for perturbational methods considering (f) sSAPT0/jun-cc-pVDZ,
(g) SAPT2+/aug-cc-pVDZ, and (h) SAPT2+(3)δMP2/aug-cc-pVTZ energies.
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Figure 11 – The Mie potential energy curves for approach A and ab initio interaction energy
data obtained via supermolecular and perturbational methods for each methane
conformer. Results for supermolecular methods considering (a) MP2/aug-cc-pVDZ,
(b) MP2/aug-cc-pVTZ, (c) MP2/aug-cc-pVQZ, (d) MP4/aug-cc-pVDZ, and (e)
CCSD(T)/aug-cc-pVDZ energies. Results for perturbational methods considering (f)
sSAPT0/jun-cc-pVDZ, (g) SAPT2+/aug-cc-pVDZ, and (h) SAPT2+(3)δMP2/aug-
cc-pVTZ energies.
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Figure 12 – AARD% values for thermophysical properties for methane using top-down and
bottom-up-based Mie potential parameters in the SAFT-VR Mie equation of state
and molecular dynamics simulations. Results of (a1) ρ , (b1) cv, (c1) cp, and (d1)
csound by SAFT-VR Mie equation of state. Results of (a2) ρ , (b2) cv, (c2) cp, and
(d2) csound by molecular dynamics simulations.
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The AARD% values presented in Fig. 12 also demonstrate that bottom-up-based Mie

potential parameters for approach A can be used to predict with a certain accuracy thermophysical

properties of methane using the SAFT-VR Mie equation of state and molecular dynamics

simulations. The lowest values of AARD% obtained by supermolecular methods were obtained

using the MP2/aug-cc-pVTZ and MP2/aug-cc-pVQZ theory levels, in which the increase in

the number of zeta basis functions did not significantly improve accuracy. The increase in the

level of theory in supermolecular methods from MP2 to MP4 or CCSD(T) for the same basis set

(i.e., aug-cc-pVDZ) reduced AARD% values with an increase in computational cost. Comparing

the AARD% values obtained through bottom-up methodology by perturbational methods, the

lowest values were obtained for SAPT2+/aug-cc-pVDZ and SAPT2+(3)δMP2/aug-cc- pVTZ

levels. Increasing the SAPT level in perturbational methods from SAPT2+/aug-cc-pVDZ to

SAPT2+(3)δMP2/aug-cc-pVTZ did not significantly reduce the AARD% values.

According to Fig. 12, the AARD% values obtained from using the SAFT-VR Mie

equation of state and molecular dynamics simulations are consistent. Both computational methods

were tested for computing thermophysical properties and presented very similar accuracy results.

The SAFT-VR Mie equation of state is a model with a series of approximations that simplify the

description of fluid structure, whereas molecular dynamics simulations were expected to produce

lower AARD% values when predicting thermophysical properties.

When comparing the AARD% values obtained for approaches A and B of the bottom-

up methodology, approach A demonstrated to yield lower AARD% values for reproducing

thermophysical properties. This observation was expected since the Mie potential parameter

values obtained by approach A were generally closer to the top-down methodology ones. This

trend is observed with the exception of MP2/aug-cc-pVDZ and sSAPT0/jun-cc-pVDZ results.

Critical temperature (Tcrit), pressure (p crit), and density (ρcrit) of methane were

computed using the top-down and bottom-up-based Mie potential parameters. The critical point

calculation was performed using the SAFT-VR Mie equation of state. In Fig. 13, methane critical

points are compared to NIST reference data through the percentage deviation. Alternatively, the

information presented in Fig. 13 is also available in Table D5 in Appendix D. The results of Fig.

13 indicate that using top-down-based Mie potential parameters lower percentage deviations to

the NIST reference data. Within the bottom-up methodology, approach A is better at reproducing

the critical point than approach B, as it presents lower percentage deviation values to the NIST

reference data. The trends of the results observed for the critical point are in agreement with

those observed for thermophysical properties.
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Figure 13 – Percentage deviation of the calculated critical point from NIST reference data using
top-down and bottom-up-based Mie potential parameters in the SAFT-VR Mie
equation of state for methane. Results of (a) Tcrit, (b) pcrit, and (c) ρcrit for methane.

From the results previously presented for the bottom-up methodology, the sets of Mie

potential parameters that best reproduced NIST reference data with lower computational cost for

thermophysical properties and methane critical points were those obtained for MP2/aug-cc-pVTZ

and SAPT2+/aug-cc-pVDZ using approach A. These sets of parameters presented lower values

of AARD% for thermophysical properties and lower percentage deviations for critical point.

To exemplify the predictive capacity of parameters obtained by the bottom-up approach, the

Mie potential parameters for the MP2/aug-cc-pVTZ theory level obtained by approach A were

chosen to predict thermophysical property data for methane.
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Figure 14 – Predicted thermophysical properties for methane using approach A bottom-up-based
Mie potential parameters from MP2/aug-cc-pVTZ theory level energies in the SAFT-
VR Mie equation of state. Prediction of (a1) ρ , (b1) cv, (c1) cp, and (d1) csound by
SAFT-VR Mie equation of state. Prediction of (a2) ρ , (b2) cv, (c2) cp, and (d2)
csound by molecular dynamics simulations.
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The predictive results for thermophysical properties of methane considering a spheri-

cal 1-site coarse-grained model using the bottom-up-based Mie potential parameters obtained

through MP2/aug-cc-pVTZ theory level energies by approach A is presented in Fig. 14. The

results obtained via SAFT-VR Mie equation of state and molecular dynamics simulations pre-

sented in Figs. 14(a) and 14(b) are compared with NIST reference data. The results presented in

Fig. 14 demonstrate that the spherical 1-site coarse-grained model with Mie potential parameters

derived from interaction energy curves obtained at MP2/aug-cc-pVTZ theory level by approach

A reproduces NIST reference data very well. This observation is supported by the analysis

performed for the AARD% values.

Saturation pressure (psat) and enthalpy of vaporization (∆Hvap) were also computed

using some bottom-up and top-down-based Mie potential parameters. The AARD% values

obtained for the saturation properties calculated through SAFT-VR Mie equation of state for

methane are presented in Fig. 15. Alternatively, the information presented in Fig. 15 is also

available in Table D6 in Appendix D. The AARD% values presented in Fig. 15 were calculated

considering NIST reference data listed in Table C2 found in Appendix C. Fig. 15 demonstrates

that the AARD% values obtained for Mie potential parameters from the bottom-up methodology

are considerably higher than for the top-down methodology, except for the values for ∆Hvap

using MP2/aug-cc-pVTZ approach A Mie potential parameters.

In order to complement the results in Fig. 15, the predictive capacity of saturation

properties for Mie potential parameters obtained by the bottom-up methodology through the

MP2/aug-cc-pVTZ approach A is presented in Fig. 16. From Fig. 16, it can be seen a good

adequacy of the Mie potential parameters obtained by the bottom-up methodology in this work

when used in the SAFT-VR Mie equation of state to predict NIST saturation properties data. In

addition to the fact that the Mie potential parameters of the top-down methodology are fitted

to reproduce experimental data, it is noted that with the reduction of temperature values, the

values of psat become very low, significantly impacting the calculation of AARD%. Therefore, it

is essential to analyze AARD% values jointly with predicted property curves in comparison to

reference data.

Figure 15 – AARD% values for saturation properties for methane using top-down and bottom-
up-based Mie potential parameters in the SAFT-VR Mie equation of state. Results
of (a) psat and (b) ∆Hvap for methane.
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Figure 16 – Predicted saturation properties for methane using bottom-up-based Mie potential
parameters from MP2/aug-cc-pVTZ theory level energies by approach A in the
SAFT-VR Mie equation of state. Methane results for (a) psat and (b) ∆Hvap.

3.2.2 Substituted-methane compounds modeling

A similar procedure to methane was adopted for some substituted-methane com-

pounds (i.e., refrigerants). Isolated molecules of tetrafluoromethane, fluoromethane, chlorotri-

fluoromethane, dichlorodifluoromethane, dichlorofluoromethane, and chlorodifluoromethane

were also optimized at the MP2/aug-cc-pVQZ theory level. Of the molecules studied, only

tetrafluoromethane presented tetrahedral geometry. The resulting equilibrium geometries are

available in the publication derived from this dissertation available in the literature [46].

Isolated molecules of substituted-methane compounds with equilibrium geometry

were used to build dimers based on the same 12 symmetric conformers considered for methane

in the work of Chao et al. [92]. For molecules with different types of atoms bonded to carbon,

such as fluoromethane, chlorotrifluoromethane, dichlorodifluoromethane, dichlorofluoromethane,

and chlorodifluoromethane, these atoms bonded to carbon were also exchanged to generate

new conformers. Additional information on the generated conformers can be found in Fig. 3(b)

presented in Section 2.2.2 of this study or in the original publication

Due to the results obtained for methane and the computational cost involved in the

calculations, interaction energy curves were built for some substituted-methane compounds

by supermolecular methods using the MP2/aug-cc-pVTZ theory level data. A spherical 1-site

coarse-grained model based on the Mie potential was also considered to represent substituted-

methane compounds. The Mie potential parameters such as σ , ε , and λ rep were obtained by

minimizing the objective functions for approaches A and B given by Eqs. (2.110) and (2.112),

respectively, presented in Section 2.2.2 of this study.
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As some substituted-methane compounds of this study have atoms more electronega-

tive than hydrogen bonded to the carbon atom (i.e., chlorine and fluorine), the distortion of the

electron cloud in these molecules is greater than in methane, which makes the steric effects also

greater. Thus, approaches A and B are indirect ways of inserting a spatial dependence in the Mie

potential parameters obtained through the bottom-up methodology.

Table 3 presents the top-down and bottom-up-based Mie potential parameters for

some substituted-methane compounds of this study. According to Table 3, similarly to methane,

approach A of bottom-up methodology also leads to the Mie potential parameters ε and σ closer

to those from top-down methodology available in the literature within the SAFT framework.

For some substituted-methane compounds studied, approach B of bottom-up methodology

also leads to higher ε and smaller σ values than approach A. This trend of parameter values

obtained through approach B reflects the higher weight assigned to more stable conformers in

the parameter fitting procedure. A higher approximation between the molecules is possible in

more stable conformers due to smaller steric hindrances.

Table 3 – Top-down-based Mie potential parameters within the SAFT framework available in the
literature and bottom-up-based Mie potential parameters obtained in this study from
ab initio data by different methodologies and contexts for some substituted-methane
compounds.

Mie potential parametersa,b,f

Molecule Methodologyc Contextd m σ /Å λrep λatt pε{kBq/K Reference
tetrafluormethane TD SAFT framework 1.0000 4.3827 38.5075 6.0000 269.6989 e

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.3246 17.6995 6.0000 218.8569 this work
MP2/aug-cc-pVTZ (B) 1.0000 3.6898 12.0000 6.0000 275.6330 this work

fluoromethane TD SAFT framework 1.0000 3.9422 41.7173 6.0000 383.2007 e

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.1530 13.8822 6.0000 259.8926 this work
MP2/aug-cc-pVTZ (B) 1.0000 2.9662 12.0000 6.0000 965.1931 this work

chlorotrifluoromethane TD SAFT framework 1.0000 4.7189 37.2311 6.0000 355.1899 e

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.7029 17.8595 6.0000 315.0594 this work
MP2/aug-cc-pVTZ (B) 1.0000 3.8534 12.0000 6.0000 476.7379 this work

dichlorodifluoromethane TD SAFT framework 1.0000 5.0059 38.5420 6.0000 456.4715 e

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.9122 18.2487 6.0000 462.8079 this work
MP2/aug-cc-pVTZ (B) 1.0000 3.8447 12.0000 6.0000 840.5271 this work

dichlorofluoromethane TD SAFT framework 1.0000 4.8676 42.9811 6.0000 548.7515 e

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.8666 17.5977 6.0000 493.5344 this work
MP2/aug-cc-pVTZ (B) 1.0000 3.7152 12.0000 6.0000 1230.0140 this work

chlorodifluoromethane TD SAFT framework 1.0000 4.5956 45.8045 6.0000 454.8120 e

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.6220 16.7608 6.0000 344.2269 this work
MP2/aug-cc-pVTZ (B) 1.0000 3.6197 12.0000 6.0000 996.1710 this work

aMolecules are represented as spherical 1-site coarse-grained model (in the SAFT-VR Mie equation of state is
equivalent to assigning the number of segments m equal to 1). bkB is the Boltzmann constant. cTD and BU refer
to the top-down and bottom-up methodologies, respectively, while (S) refers to the supermolecular methods. d(A)
and (B) indicate that approaches A and B objective functions, respectively, were minimized in the parameter
fitting procedure. eProfessor Erich A. Müller (personal communication, June 3rd, 2021), based on published works
[106, 107]. fThe best results for fitting the parameters of approach (B) were observed by setting the λrep value equal
to 12.

The values of the Mie potential parameter λ rep obtained by the bottom-up method-

ology are much smaller than those obtained by the top-down methodology. Dufal et al. [103]

showed that different sets of Mie potential parameters can lead to similar results when predicting

thermophysical properties, indicating that the Mie potential parameters in SAFT-VR Mie equa-
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tion of state are not entirely independent. Comparing the Mie potential parameters obtained by

bottom-up and top-down methodologies, the parameters obtained by the bottom-up methodology

are more reliable since they are obtained to replicate interaction energy data between molecules.

Therefore, within a set of Mie potential parameters that accurately predict thermophysical prop-

erties for any molecule, the set with parameter values closest to those obtained through the

bottom-up approach should be the most reliable.

Fig. 17 graphically represents the interaction energies obtained by ab initio calcu-

lations and the Mie potential energy curves using top-down and bottom-based Mie potential

parameters for some substituted-methane compounds of this study. From Fig. 17, the interaction

energy curves obtained using top-down-based Mie potential parameters also seem to approxi-

mate the average of the ab initio data considered in obtaining the parameters of the bottom-up

approach. The coverage area of ab initio data represented by the gray shaded areas in Fig. 17

highlights the observation previously made.

Figure 17 – Comparison of Mie potential energy curves obtained using parameters from top-
down (TD) and bottom-up (BU) methodologies and ab initio interaction energy data
obtained via supermolecular for some substituted-methane compounds of this study.
Results for (a) tetrafluoromethane, (b) fluoromethane, (c) chlorotrifluoromethane, (d)
dichlorodifluoromethane, (e) dichlorofluoromethane, and (f) chlorodifluoromethane.
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The top-down and bottom-up based Mie potential parameters obtained in this study

were also used in the SAFT-VR Mie equation of state and through molecular dynamics simu-

lations to predict thermophysical properties. The prediction results were compared with NIST

reference data by computing AARD% values. Fig. 18 presents the AARD% values for density

(ρ), isochoric heat capacity (cv), isobaric heat capacity (cp), and speed of sound (csound) computed

for each substituted-methane compound studied. The information presented in Fig. 18 is also

available alternatively in Table D7 in Appendix D. The dataset used to compute thermophysical

properties comprises of a series of temperature and pressure conditions.

The AARD% values presented in Fig. 18 demonstrate that the results obtained

by the SAFT-VR Mie equation of state molecular dynamics simulations are consistent. The

lowest values of AARD% were obtained again using top-down-based Mie potential parameters.

When comparing approaches A and B of the bottom-up approach to determine Mie potential

parameters, approach A presented significantly lower AARD% values than approach B, mainly

for ρ and csound. Although approach A had the lowest AARD% values for ρ and csound, they

were still quite high (in the range of tens of percent) for non-tetrahedral molecules such as

dichlorodifluoromethane, fluoromethane, chlorotrifluoromethane, chlorodifluoromethane, and

dichlorofluoromethane.

The tetrahedral geometry of tetrafluoromethane makes the spherical 1-site coarse-

grained model a suitable representation for this molecule. This is supported by the lower AARD%

values observed for tetrafluoromethane compared to other substituted-methane compounds that

were studied. In the case of tetrafluoromethane, both bottom-up-based Mie potential parameters

from approach A and top-down-based Mie potential parameters from the SAFT framework

resulted in similar AARD% values when calculating cv and cp. For non-tetrahedral molecules

from the set of substituted-methane compounds, both top-down and bottom-up-based Mie

potential parameters of approach A were unable to predict cv and cp well, with values of

AARD% exceeding more than thousand percent.

The previously reported observations on the obtained AARD% values imply that

the spherical 1-site coarse-grained model used to represent non-tetrahedral substituted-methane

compounds may be inappropriate. Non-tetrahedral substituted-methane compounds are strongly

dependent on molecular orientation, a fact previously evidenced by the larger gray shaded areas

representing the ab initio data in Fig. 17. As there are purely repulsive interaction energy curves

for non-tetrahedral substituted-methane compounds, the Mie potential may also be unsuitable

to represent these types of compounds. These considerations may explain the higher AARD%

values obtained for non-tetrahedral substituted-methane compounds.
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Figure 18 – AARD% values for thermophysical properties for some substituted-methane com-
pounds (tetrafluoromethane, fluoromethane, chlorotrifluoromethane, dichlorodifluo-
romethane, dichlorofluoromethane, and chlorodifluoromethane) using top-down and
bottom-up-based Mie potential parameters in the SAFT-VR Mie equation of state
and molecular dynamics simulations. Results for (a1) ρ , (b1) cv, (c1) cp, and (d1)
csound by SAFT-VR Mie equation of state. Results for (a2) ρ , (b2) cv, (c2) cp, and
(d2) csound by molecular dynamics simulations.
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The critical point of substituted-methane compounds was also computed using the

SAFT-VR Mie equation of state. The values for percentage deviations from NIST reference

data for top-down and approach A bottom-up based parameters are presented in Fig. 19. The

information presented in Fig. 19 is also available alternatively in Table D8 in Appendix D. The

results presented in Fig. 19 indicate that both top-down and approach A bottom-up-based Mie

potential parameters generated critical point close to NIST reference data. The most significant

percentage deviations from NIST reference data are observed for non-tetrahedral substituted-

methane compounds due to the inadequacy of the proposed model to molecular geometry. These

findings align with previous observations regarding the AARD% values.

Due to the greater adequacy of the proposed model, Fig. 20 presents graphs that

represent the capacity to predict thermophysical properties from NIST reference data for tetraflu-

oromethane using approach A Mie potential parameters in SAFT-VR Mie equation of state and

molecular dynamics simulations. As for methane, the results in Fig. 20 demonstrate that the

spherical 1-site coarse-grained model is suitable for representing tetrafluoromethane since a good

representation of NIST reference data was obtained. For non-tetrahedral substituted-methane

compounds, a similar presentation done for tetrafluoromethane can be found in the Appendix E

of this study.

The SAFT-VR Mie equation of state is used to compute saturation properties of the

substituted-methane compounds considered. In Fig. 21 the values of AARD% for saturation

pressure (psat) and enthalpy of vaporization (∆Hvap) considering some bottom-up and top-down-

based Mie potential parameters. The temperature and pressure ranges and the number of NIST

reference data considered in the calculations of the AARD% values presented in Fig. 21 can be

found in Table C2 of the Appendix C. The information presented in Fig. 21 is also available

alternatively in Table D9 in Appendix D. As it better fits the spherical 1-site coarse-grained

model, the lowest AARD% values for saturation properties were observed for tetrafluoromethane.

For the other non-tetrahedral molecules, higher values of AARD% are observed for saturation

properties, something analogous to the findings for thermophysical properties and critical point.

Previously in this work, it was observed that for methane, the reference values for psat considered

significantly impact the calculation of AARD%. Thus, graphs were constructed to represent

the predictive capacity of saturation properties for Mie potential parameters obtained by the

bottom-up methodology through the MP2/aug-cc-pVTZ theory level and approach A, as shown

in Fig. 22.

From Fig. 22 a good predictive capacity for saturation properties of tetrafluo-

romethane, and a reasonable capacity for non-tetrahedral molecules are observed. As the model

lacks accuracy in representing the critical point, the reduction in temperature leads to an in-

crease in the deviation of the computed thermophysical properties in relation to NIST reference

data when using Mie potential parameters obtained by the bottom-up methodology through the

MP2/aug-cc-pVTZ theory level and approach A.
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Figure 19 – Percentage deviation of the calculated critical point from NIST reference data us-
ing top-down and approach A bottom-up-based Mie potential parameters in the
SAFT-VR Mie equation of state for some substituted-methane compounds (tetrafluo-
romethane, fluoromethane, chlorotrifluoromethane, dichlorodifluoromethane, dichlo-
rofluoromethane, and chlorodifluoromethane). Results for (a) Tcrit, (b) pcrit, and (c)
ρcrit.
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Figure 20 – Predicted thermophysical properties for tetrafluoromethane using approach A
bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory level
energies in the SAFT-VR Mie equation of state. Prediction of (a1) ρ , (b1) cv, (c1)
cp, and (d1) csound by SAFT-VR Mie equation of state. Prediction of (a2) ρ , (b2) cv,
(c2) cp, and (d2) csound by molecular dynamics simulations.
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Figure 21 – AARD% values for saturation properties for some substituted-methane com-
pounds using top-down and bottom-up-based Mie potential parameters in the
SAFT-VR Mie equation of state. Results of (a) psat and (b) ∆Hvap for tetrafluo-
romethane, fluoromethane, chlorotrifluoromethane, dichlorodifluoromethane, dichlo-
rofluoromethane, and chlorodifluoromethane.
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Figure 22 – Predicted saturation properties for some substituted-methane compounds using
bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory level en-
ergies by approach A in the SAFT-VR Mie equation of state. Results of psat for (a1)
tetrafluoromethane, (b1) fluoromethane, (c1) chlorotrifluoromethane, (d1) dichlorod-
ifluoromethane, (e1) dichlorofluoromethane, and (f1) chlorodifluoromethane. Re-
sults of ∆Hvap for (a2) tetrafluoromethane, (b2) fluoromethane, (c2) chlorotriflu-
oromethane, (d2) dichlorodifluoromethane, (e2) dichlorofluoromethane, and (f2)
chlorodifluoromethane.
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3.3 Third group: molecules of different chemical classes

The calculations performed in Sections 3.1 and 3.2 of this study focused on obtaining

Mie potential parameters from ab initio calculations to make the SAFT-VR Mie equation of

state purely predictive for thermophysical properties, critical point, and saturation properties

of some noble gases, methane, and some substituted methane compounds. Obtaining Mie

potential parameters through ab initio data of interaction energy curves for noble gases becomes

easier since they are monoatomic and isotropic. In contrast, methane and substituted-methane

compounds are anisotropic, which results in different interaction energy curves for dimers of

different conformations. Obtaining the Mie potential parameters for methane and substituted-

methane compounds was facilitated by the existence of previously studied dimer configurations

investigated in the work of Chao et. al. [92]. Now, in this Section of this study, the discussion is

extended on how to generate dimers of molecules with geometry different from those previously

studied to obtain Mie potential parameters through ab initio calculations to configure a purely

predictive character in the SAFT-VR Mie equation of state.

Similar to methane and substituted-methane compounds, a set of 15 isolated molecules

had their chemical structure optimized at the MP2/aug-cc-pVQZ theory level. The studied

molecules are hydrogen, nitrogen, oxygen, fluorine, carbon monoxide, carbon dioxide, ethane,

propane, n-butane, isobutane, ethene, propene, propyne, cyclopropane, and benzene. Molecules

with optimized geometry were used to build dimers in different conformations according to the

assumptions reported for the third group of molecules presented in Fig. 3(c) presented in Section

2.2.2 of this study.

Due to the good results obtained for noble gases, methane, and substituted-methane

compounds and the computational cost, the interaction energy curves of the dimers were ob-

tained by supermolecular methods at the MP2/aug-cc-pVTZ theory level. The set of 15 studied

molecules was also modeled using a spherical 1-site coarse-grained model based on the Mie

potential. The Mie potential parameters σ , ε , and λ rep were obtained by approach A of the

bottom-up methodology for all studied molecules. Approach A was chosen because it generates

bottom-up methodology parameters closer to those found in the literature for the top-down

methodology within the SAFT framework in the groups of molecules previously studied. Ap-

proach A indirectly considers the spatial dependence in the Mie potential parameters obtained by

the bottom-up methodology. Table 4 presents the top-down and bottom-up based Mie potential

parameters obtained. Fig. 23 complements the results of Table 4 presenting the Mie potential

energy curves obtained using parameters of approach A of the bottom-up methodology and the

interaction energy curves obtained by ab initio calculations.



Chapter 3. Results and discussion 98

Table 4 – Top-down-based Mie potential parameters within the SAFT framework available in
the literature and bottom-up-based Mie potential parameters obtained in this study
from ab initio data by different methodologies for a group of 15 molecules of different
chemical classes compounds.

Mie potential parametersa,b

Molecule Methodologyc Contextd m σ{ λrep λatt pε{kBq{K Reference
hydrogen TD SAFT framework 1.0000 3.1586 7.8130 6.0000 18.3550 [99]

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 3.1995 8.2660 6.0000 21.6242 this work
nitrogen TD SAFT framework 1.4214 3.1760 9.8749 6.0000 72.4380 [103]

SAFT framework 1.0000 3.6530 20.0200 6.0000 122.8500 [104]
BU (S) MP2/aug-cc-pVTZ (A) 1.0000 3.5137 12.3709 6.0000 152.5762 this work

oxygen TD SAFT framework 1.4283 2.9671 8.9218 6.0000 81.4760 [103]
BU (S) MP2/aug-cc-pVTZ (A) 1.0000 3.4915 14.6902 6.0000 148.2514 this work

fluorine TD SAFT framework 1.5094 2.8118 9.9255 6.0000 80.8030 [103]
SAFT framework 1.3211 2.9554 11.6060 6.0000 96.2680 [87]
SAFT framework 1.0000 3.3186 21.9600 6.0000 145.1700 [107]

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 3.3561 13.8871 6.0000 96.0516 this work
carbon monoxide TD SAFT framework 1.5556 3.0928 9.7420 6.0000 72.1100 [103]

SAFT framework 1.0000 3.6870 21.4900 6.0000 132.8300 [104]
BU (S) MP2/aug-cc-pVTZ (A) 1.0000 3.5771 13.4940 6.0000 120.4417 this work

carbon dioxide TD SAFT framework 1.6936 3.0465 18.0670 6.0000 235.7300 [103]
SAFT framework 2.0000 2.8480 14.6500 6.0000 194.9400 [104]

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 3.6965 15.2710 6.0000 298.9670 this work
ethane TD SAFT framework 1.7230 3.4763 10.1210 6.0000 164.2700 [103]

SAFT framework 1.4373 3.7257 12.4000 6.0000 206.1200 [87]
SAFT framework 1.0000 4.3490 27.3000 6.0000 330.2500 [104]

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.2470 16.4039 6.0000 297.7097 this work
propane TD SAFT framework 1.8068 3.7943 12.1060 6.0000 221.9600 [103]

SAFT framework 1.6845 3.9056 13.0060 6.0000 239.8900 [87]
SAFT framework 1.0000 4.8710 34.2900 6.0000 426.0800 [104]

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.7931 19.5709 6.0000 390.0400 this work
n-butane TD SAFT framework 1.6791 4.2476 15.4530 6.0000 306.5200 [103]

SAFT framework 1.8514 4.0887 13.6500 6.0000 273.6400 [87]
SAFT framework 2.0000 3.9610 13.2900 6.0000 256.3600 [104]

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 5.2170 21.3595 6.0000 474.5755 this work
isobutane TD SAFT framework 1.7186 4.2177 14.6120 6.0000 281.1200 [103]

SAFT framework 2.0000 3.9740 12.9400 6.0000 241.5700 [104]
BU (S) MP2/aug-cc-pVTZ (A) 1.0000 5.1661 19.4316 6.0000 462.1039 this work

ethene TD SAFT framework 1.7972 3.2991 9.6463 6.0000 142.640 [103]
SAFT framework 1.0000 4.1800 25.6200 6.0000 299.4900 [104]

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.1369 25.9756 6.0000 299.1178 this work
propene TD SAFT framework 2.0060 3.5392 10.6430 6.0000 190.1300 [103]

SAFT framework 1.0000 4.7210 33.6500 6.0000 417.6000 [104]
BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.3794 18.0501 6.0000 426.8011 this work

propyne TD SAFT framework 2.3038 3.2076 10.6670 6.0000 200.1100 [103]
BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.4088 16.9949 6.0000 461.6010 this work

cyclopropane TD SAFT framework 1.8769 3.4830 10.5070 6.0000 213.1100 [103]
SAFT framework 1.0000 4.5110 31.1600 6.0000 447.9000 [104]

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.4508 17.3623 6.0000 431.4277 this work
benzene TD SAFT framework 2.2785 3.7806 11.5940 6.0000 297.5300 [103]

SAFT framework 1.9163 4.0549 14.7980 6.0000 372.5900 [87]
SAFT framework 2.0000 3.9780 14.2300 6.0000 353.9300 [104]

BU (S) MP2/aug-cc-pVTZ (A) 1.0000 4.9840 19.8237 6.0000 975.8040 this work

am refers to the number of segments considered to represent the molecules in the SAFT-VR Mie equation of state.
bkB is the Boltzmann constant. cTD and BU refer to the top-down and bottom-up methodologies, respectively, while
(S) refers to the supermolecular methods. d(A) indicates that the objective function of approach A was minimized in
the parameter tuning procedure.
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Figure 23 – Comparison of Mie potential energy curves obtained using parameters from bottom-
up methodology and ab initio interaction energy data obtained via supermolecular
methods for a group of fifteen molecules of different chemical classes compounds.
Results for (a) hydrogen, (b) nitrogen, (c) oxygen, (d) fluorine, (e) carbon monoxide,
(f) carbon dioxide, (g) ethane, (h) propane, (i) n-butane, (j) ethene, (k) propene, (l)
propyne, (m) isobutane, (n) cyclopropane, (o) benzene.
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Table 4 demonstrates that not all sets of top-down-based Mie potential parameters

available in the literature within the SAFT framework were obtained considering a spherical

1-site coarse-grained (i.e., considering a single spherical segment m “ 1). This indicates that the

spherical 1-site coarse-grained model may be unsuitable to represent thermophysical properties

and critical point for some of the set of 15 studied molecules. Some references for top-down-

based Mie potential parameters, however, considered a single spherical segment for describing

the molecule. For these previous cases, the values of the Mie potential parameters σ and ε

obtained by approach A of the bottom-up methodology were close to those found in the literature

for the top-down methodology.

These results entail an important consistency check with the results previously

observed for methane and substituted-methane compounds. Therefore, the top-down-based Mie

potential parameters that considered a single spherical segment seem to approximate the average

of the ab initio data considered in obtaining the parameters of the bottom-up approach. Once

again, the values of the Mie potential parameter λ rep proved to be very different when comparing

the ones obtained by top-down and bottom-up methodologies. The bottom-up methodology

underestimates the values of λ rep obtained by the top-down methodology.

The top-down and bottom-up-based Mie potential parameters were used in the SAFT-

VR Mie equation of state to predict the thermophysical properties for the set of 15 studied

molecules. The thermophysical properties evaluated were density (ρ), isochoric heat capacity

(cv), isobaric heat capacity (cp), speed of sound (csound), and Joule-Thomson coefficient (µJT).

The predicted data were compared with NIST reference values. Fig. 24 compares the AARD%

values using the top-down and bottom-up based Mie potential parameters for the set of 15

studied molecules. The AARD% values presented in Fig. 24 were calculated considering NIST

reference data listed in Table C1 found in Appendix C. The information presented in Fig. 24 is

also available alternatively in Table D10 in Appendix D.

Fig. 24 indicates that the lowest AARD% values were when using top-down-based

Mie potential parameters, which are directly adjusted to reproduce experimental data. For certain

references of top-down-based Mie potential, the number of the spherical segments (i.e., m) was

also optimized in the parameter fitting procedure. For these cases, there was an improvement in

the AARD% values obtained compared to fitted considering a single spherical segment.

When bottom-up Mie potential parameters were used, the AARD% values obtained

for density (ρ), heat capacity at constant volume (cv), heat capacity at constant pressure (cp),

and speed of sound (csound) were low for almost all molecules, with the exception of fluorine,

propene, propyne, cyclopropane and benzene. For these last five molecules, a spherical 1-site

coarse-grained model may be inappropriate. For all molecules, the AARD% values obtained for

the Joule-Thomson coefficient were high for both top-down and bottom-up-based Mie potential

parameters, excluding some exceptions where the values were smaller than the order of tens of

percent.
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Figure 24 – AARD% values for thermophysical properties for 15 molecules of different chemical
classes using top-down and bottom-up-based Mie potential parameters in the SAFT-
VR Mie equation of state. Results of (a) ρ , (b) cv, (c) cp, (d) csound, and (e) µJT
for hydrogen, nitrogen, oxygen, fluorine, carbon monoxide, carbon dioxide, ethane,
propane, n-butane, isobutane, ethene, propene, propyne, cyclopropane, and benzene.
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The capacity to predict thermophysical properties using bottom-up-based Mie po-

tential parameters in the SAFT-VR Mie equation of state was illustrated by plotting graphs that

compare the predicted results with NIST reference data. In Fig. 25, the prediction results for

hydrogen, nitrogen, oxygen, and fluorine are illustrated, while in Fig. 26, the results for carbon

monoxide and carbon dioxide are depicted. For both Figs. 25 and 26, the capacity to predict

thermophysical properties improves with increasing temperature, following the trend of the NIST

reference data. In Fig. 25(d), the higher values of AARD% observed in Fig. 24 imply a lower

capacity to predict the thermophysical properties of fluorine.

The results of predicting the thermophysical properties for some linear hydrocarbons

(i.e., methane, ethane, propane, and n-butane) are shown in Fig. 27. In Fig. 27 the predictive

capacity for methane is that previously presented in this study by Fig. 14 in section 3.2.1,

considering the Mie potential parameters obtained by approach A of the bottom-up methodology

with MP2/aug-cc-pVTZ theory level energies. Fig. 27 demonstrates that the Mie potential

parameters obtained by interaction energy curves with data from ab initio calculations can

represent the trend of the NIST reference data very well. This fact is supported by the low

AARD% values presented for these molecules in Fig. 24.

The prediction of thermophysical properties was also evaluated for branched hy-

drocarbons. Fig. 28 presents the predictive results of thermophysical properties for isobutane.

Comparing the AARD% values observed for butane and isobutane in Fig. 24, Fig. 28 demon-

strates that even with the spatial redistribution of the atoms in the butane molecule to generate

isobutane, the predictive capacity remained good with the use of approach A bottom-up-based

Mie potential parameters.

Another class of molecules whose capacity for predicting thermophysical properties

has been evaluated is that of unsaturated hydrocarbons. Fig. 29 represents the predictive capabili-

ties obtained for ethene, propene, and propyne. From Fig. 29, the best predictive results were

observed for ethene, followed by propene and propyne. These observations are supported by the

lower AARD% values obtained for ethene, followed by propene and propyne, respectively. For

these molecules, the spherical 1-site coarse-grained model may be unsuitable since the number

of the spherical segments is greater than one (i.e., m ą 1) in top-down-based Mie potential

parameters found in the literature.

Finally, the capacity to predict thermophysical properties for cyclic hydrocarbons

(both non-aromatic and aromatic) was also assessed. Cyclopropane (non-aromatic) and benzene

(aromatic) were evaluated, with their results presented in Figs. 30 and 31, respectively. These

figures show the largest discrepancies between the predictive model and NIST reference data,

also reflected in the highest AARD% values for these compounds according to Fig. 24 data.

For these molecules, the number of spherical segments considered is also greater than one (i.e.,

m ą 1) in top-down-based Mie potential parameters found in the literature. This suggests that

the spherical 1-site coarse-grained model may also be unsuitable for these molecules.
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Figure 25 – Predicted thermophysical properties for hydrogen, nitrogen, oxygen, and fluorine
using approach A bottom-up-based Mie potential parameters from MP2/aug-cc-
pVTZ theory level energies in the SAFT-VR Mie equation of state. Hydrogen results
for (a1) ρ , (a2) cv, (a3) cp, (a4) csound, and (a5) µJT. Nitrogen results for (b1) ρ , (b2)
cv, (b3) cp, (b4) csound, and (b5) µJT. Oxygen results for (c1) ρ , (c2) cv, (c3) cp, (c4)
csound, and (c5) µJT. Fluorine results for (d1) ρ , (d2) cv, (d3) cp, (d4) csound, and (d5)
µJT.
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Figure 26 – Predicted thermophysical properties for carbon monoxide and carbon dioxide using
approach A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ
theory level energies in the SAFT-VR Mie equation of state. Carbon monoxide
results for (a1) ρ , (a2) cv, (a3) cp, (a4) csound, and (a5) µJT. Carbon dioxide results
for (b1) ρ , (b2) cv, (b3) cp, (b4) csound, and (b5) µJT.
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Figure 27 – Predicted thermophysical properties for some linear hydrocarbons using approach
A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory level
energies in the SAFT-VR Mie equation of state. Methane results for (a1) ρ , (a2)
cv, (a3) cp, (a4) csound, and (a5) µJT. Ethane results for (b1) ρ , (b2) cv, (b3) cp, (b4)
csound, and (b5) µJT. Propane results for (c1) ρ , (c2) cv, (c3) cp, (c4) csound, and (c5)
µJT. n-Butane results for (d1) ρ , (d2) cv, (d3) cp, (d4) csound, and (d5) µJT.
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Figure 28 – Predicted thermophysical properties for a branched hydrocarbon using approach
A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory level
energies in the SAFT-VR Mie equation of state. Isobutane results for (a) ρ , (b) cv,
(c) cp, (d) csound, and (e) µJT.

The top-down and bottom-up-based Mie potential parameters were also used to

compute critical temperature (Tcrit), pressure (pcrit), and density (ρcrit) through the SAFT-VR

Mie equation of state. In Fig. 32, the critical point values computed for each molecule in each

different methodology are compared with NIST reference data through percentage deviation.

Alternatively, the information presented in Fig. 32 is also available in Table D11 in Appendix D.

As they are directly fitted to reproduce experimental data, the smallest percentage deviations

observed to NIST reference data are for the top-down-based Mie potential parameters. The

critical point predicted using bottom-up-based Mie potential parameters presented consistent

results for molecules that the proposed spherical 1-site coarse-grained model was suitable, with

deviations of tens of percent relative to the NIST reference data.
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Figure 29 – Predicted thermophysical properties for some unsaturated hydrocarbons using ap-
proach A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory
level energies in the SAFT-VR Mie equation of state. Ethene results for (a1) ρ , (a2)
cv, (a3) cp, (a4) csound, and (a5) µJT. Propene results for (b1) ρ , (b2) cv, (b3) cp, (b4)
csound, and (b5) µJT. Propyne results for (c1) ρ , (c2) cv, (c3) cp, (c4) csound, and (c5)
µJT.
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Figure 30 – Predicted thermophysical properties for a cyclic non-aromatic hydrocarbon using
approach A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ
theory level energies in the SAFT-VR Mie equation of state. Cyclopropane results
for (a) ρ , (b) cv, (c) cp, (d) csound, and (e) µJT.

As a final analysis, saturation pressure (psat) and enthalpy of vaporization (∆Hvap

were also computed using some bottom-up and top-down-based Mie potential parameters through

the SAFT-VR Mie equation of state. Fig. 33 demonstrates the AARD% values obtained for the

fifteen studied molecules from different chemical classes. The AARD% values presented in Fig.

33 were calculated considering NIST reference data listed in Table C2 found in Appendix C.

Alternatively, the information presented in Fig. 33 is also available in Table D12 in Appendix

D. Because they are directly fitted to experimental data, the AARD% values presented for

saturation properties using top-down-based Mie potential parameters were lower than when

using bottom-down-based ones, as expected. Most of the AARD% values were in the order of

tens of percent, with the exception of the values of psat for fluorine and ∆Hvap for nitrogen and

benzene reaching higher values.
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Figure 31 – Predicted thermophysical properties for a cyclic aromatic hydrocarbon using ap-
proach A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory
level energies in the SAFT-VR Mie equation of state. Benzene results for (a) ρ , (b)
cv, (c) cp, (d) csound, and (e) µJT.

In Fig. 34 the predictive capacity to reproduce saturation properties for Mie potential

parameters obtained by the bottom-up methodology through the MP2/aug-cc-pVTZ approach

A. Fig. 34 indicates that for oxygen, carbon monoxide, some alkanes (i.e., ethane, propane and

butane) and alkane derivatives (i.e., isobutane, ethene) there were the best prediction capabilities

for psat. From the graphs in Fig. 34 it can be seen that among the temperature ranges considered

for calculating the saturation properties, the values of psat close to the lower limit are very low,

so calculation errors in SAFT-VR Mie significantly impact the AARD% calculation.
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Figure 32 – Percentage deviation of the calculated critical point from NIST reference data using
top-down and bottom-up-based Mie potential parameters in the SAFT-VR Mie
equation of state for 15 molecules of different chemical classes (hydrogen, nitrogen,
oxygen, fluorine, carbon monoxide, carbon dioxide, ethane, propane, n-butane,
isobutane, ethene, propene, propyne, cyclopropane, and benzene). Results for (a)
Tcrit, (b) pcrit, and (c) ρcrit.
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Figure 33 – AARD% values for saturation properties for fifteen molecules of different chemical
classes (hydrogen, nitrogen, oxygen, fluorine, carbon monoxide, carbon dioxide,
ethane, propane, n-butane, isobutane, ethene, propene, propyne, cyclopropane, and
benzene) using top-down and bottom-up-based Mie potential parameters in the
SAFT-VR Mie equation of state. Results for (a) psat, (b) ∆Hvap.
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Figure 34 – Predicted saturation properties for 15 molecules of different chemical classes using
bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory level
energies by approach A in the SAFT-VR Mie equation of state. Results of psat for
(a1) hydrogen, (b1) nitrogen, (c1) oxygen, (d1) fluorine, (e1) carbon monoxide, (f1)
carbon dioxide, (g1) ethane, (h1) propane, (i1) n-butane, (j1) isobutane, (k1) ethene,
(l1) propene, (m1) propyne, (n1) cyclopropane, and (o1) benzene. Results of ∆Hvap
for (a2) hydrogen, (b2) nitrogen, (c2) oxygen, (d2) fluorine, (e2) carbon monoxide,
(f2) carbon dioxide, (g2) ethane, (h2) propane, (i2) n-butane, (j2) isobutane, (k2)
ethene, (l2) propene, (m2) propyne, (n2) cyclopropane, and (o2) benzene.
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3.4 SAFT-VR Mie as pure predictive equation of state

In this Section of this dissertation, the results previously obtained are summarized.

In Table 5, the Mie potential parameters are presented for 26 molecules of different chemical

classes, which were obtained through calculations ab initio to be used in SAFT-VR Mie equation

of state and assigned it a purely predictive character. The parameters presented in Table 5 were

derived by the approach A of bottom-up methodology from interaction energy curves obtained

through MP2/aug-cc-pVTZ theory level for dimers of different spatial configurations, according

to the methodology described in Section 2.2.2.

Table 5 – Bottom-up-based Mie potential parameters derived in this study by the approach A
from interaction energy curves obtained through MP2/aug-cc-pVTZ theory level for
dimers of different spatial configurations for a group of 26 molecules of different
chemical classes.

Mie potential parametersa

Chemical class Molecule m σ /Å λrep λatt pε{kBq/K
light gases helium 1.0000 2.8475 9.2472 6.0000 6.7890

neon 1.0000 2.9875 11.4790 6.0000 17.1988
argon 1.0000 3.4295 13.5842 6.0000 121.8498
krypton 1.0000 3.6657 13.1544 6.0000 175.0051
hydrogen 1.0000 3.1995 8.2660 6.0000 21.6242
nitrogen 1.0000 3.5137 12.3709 6.0000 152.5762
oxygen 1.0000 3.4915 14.6902 6.0000 148.2514
fluorine 1.0000 3.3561 13.8871 6.0000 96.0516
carbon monoxide 1.0000 3.5771 13.4940 6.0000 120.4417
carbon dioxide 1.0000 3.6965 15.2710 6.0000 298.9670

linear hydrocarbons methane 1.0000 3.7236 12.1942 6.0000 145.5861
ethane 1.0000 4.2470 16.4039 6.0000 297.7097
propane 1.0000 4.7931 19.5709 6.0000 390.0400
n-butane 1.0000 5.2170 21.3595 6.0000 474.5755

branched hydrocarbons isobutane 1.0000 5.1661 19.4316 6.0000 462.1039
unsatured hydrocarbons ethene 1.0000 4.1369 25.9756 6.0000 299.1178

propene 1.0000 4.3794 18.0501 6.0000 426.8011
propyne 1.0000 4.4088 16.9949 6.0000 461.6010

cyclic hydrocarbons cyclopropane 1.0000 4.4508 17.3623 6.0000 431.4277
aromatic hydrocarbons benzene 1.0000 4.9840 19.8237 6.0000 975.8040
refrigerants tetrafluormethane 1.0000 4.3246 17.6995 6.0000 218.8569

fluoromethane 1.0000 4.1530 13.8822 6.0000 259.8926
chlorotrifluoromethane 1.0000 3.8534 12.0000 6.0000 476.7379
dichlorodifluoromethane 1.0000 4.9122 18.2487 6.0000 462.8079
chlorodifluoromethane 1.0000 4.8666 17.5977 6.0000 493.5344
dichlorofluoromethane 1.0000 4.6220 16.7608 6.0000 344.2269

akB is the Boltzmann constant
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This study demonstrated that the proposed approach A for obtaining the Mie potential

parameters through ab initio calculations proved to be more adequate. In approach A, a unique

set of Mie potential parameters is obtained as an average of the set of parameters fitted to

each interaction energy curve of each spatial configuration for each molecule studied. It was

observed throughout the investigations perfomed that approach A of the bottom-up methodology

generates values of the Mie potential parameters σ and ε close to those obtained by the top-down

methodology when fitted directly to reproduce experimental data through the SAFT-VR Mie

equation of state.

The bottom-up-based SAFT-VR Mie equation of state parameters obtained in this

study were used to predict thermophysical properties of the 26 studied molecules. The predicted

values of thermophysical properties such as density (ρ), isochoric heat capacity (cv), isobaric

heat capacity (cp), speed of sound (csound), and Joule-Thomson coefficient (µJT) were compared

with NIST reference data by computing AARD% values. The NIST reference data considered

for calculating AARD% values of thermophysical properties can be consulted in Table C1 found

in Appendix C. Fig. 35 summarizes the AARD% values obtained for each studied molecule in

predicting thermophysical properties. Alternatively, the information presented in Fig. 35 is also

available in Table D13 in Appendix D.

The results presented in Fig. 35 indicate that the methodology developed in this study

for obtaining state equation parameters through ab initio calculations proved consistent. For

the calculation of some thermophysical properties such as ρ , cv, cp, and csound of methane and

substituted-methane compounds, the AARD% values obtained by the SAFT-VR Mie equation of

state presented in Fig. 35 were close to those observed through molecular dynamics simulations

(previously described in Section 3.2.2). Although for some cases the AARD% values observed

in Fig. 35 reach tens of percent and for some specific exceptions reach hundreds of percent,

these errors may be associated with the inadequacy of the spherical 1-site coarse-grained model

adopted to represent more complex molecules and the inability of the Mie potential to describe

purely repulsive interactions.

The capacity of the bottom-up-based SAFT-VR Mie equation of state parameters

obtained in this study to predict the critical point was also evaluated. Fig. 36 summarizes the

percentage deviations from the critical temperature (Tcrit), pressure (p crit), and density (ρcrit)

relative to NIST reference data for the 26 studied molecules. Alternatively, the information

presented in Fig. 36 is also available in Table D14 in Appendix D. In the critical point calculation,

the trend observed in percentage deviations remained similar to that observed for the AARD%

values of thermophysical properties. For some cases the percentage deviations observed are

in tens of percent, with some exceptions also reaching hundreds of percent. This corroborates

that some of the impositions considered in the modeling of the investigated molecules may be

affecting the observed results (e.g., Mie potential, 1-site coarse-grained spherical model).
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Figure 35 – AARD% values for thermophysical properties of 26 molecules from different chem-
ical classes obtained using a predictive SAFT-VR Mie equation of state with param-
eters derived from ab initio calculations performed in this study. Results of (a) ρ , (b)
cv, (c) cp, (d) csound, and (e) µJT.
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Figure 36 – Percentage deviation in relation to the real critical point of 26 molecules from
different chemical classes obtained using a predictive SAFT-VR Mie equation of
state with parameters derived from ab initio calculations performed in this study.
Results for (a) Tcrit, (b) pcrit, and (c) ρcrit.

As a final investigation, the prediction of saturation properties was investigated

using the bottom-up-based SAFT-VR Mie equation of state parameters of this study. SAFT-VR

Mie equation of state was used to calculate the saturation pressure (psat) and the enthalpy of

vaporization (∆Hvap). The values The NIST reference data considered for calculating AARD%

values of saturation properties can be consulted in Table C2 found in Appendix C. The AARD%

values referring to saturation properties can be seen in Fig. 37. Alternatively, the information

presented in Fig. 37 is also available in Table D15 in Appendix D.
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The AARD% values for saturation properties presented in Fig. 37 were, in general,

higher than those observed for thermophysical properties. For values referring to psat, most of

the AARD% values obtained are in the order of tens of percent, with exceptions of values with

smaller and larger orders of magnitude. It is important to highlight that, for certain temperature

ranges, the numerical values of psat found in NIST are considerably lower than those observed for

the other variables referring to thermophysical properties and critical point. This fact combined

with the numerical calculation error associated with the prediction of psat through the SAFT-VR

Mie equation of state can significantly impact the AARD% values presented, increasing them.

This probable error can be propagated to ∆Hvap, since this last property is calculated through

psat.

Although the errors associated with the prediction of thermophysical properties,

critical point e saturation properties do not allow immediate use of the purely predictive SAFT-VR

Mie equation of state in the design of chemical plants, a major step has been taken in establishing

a connection between the quantum and macro scales. At this point, the remaining challenge is

to investigate the error associated with the prediction of thermophysical properties, the critical

point and saturation properties, which can be further reduced by promoting modifications to the

studied model.

Figure 37 – AARD% values for saturation properties of 26 molecules from different chemical
classes obtained using a predictive SAFT-VR Mie equation of state with parameters
derived from ab initio calculations performed in this study. Results for (a) psat, (b)
∆Hvap.
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4 Conclusion and future perspectives

“The important thing is not to stop questioning.”

Albert Einstein

This study demonstrated that interatomic potential parameters obtained through ab

initio calculations usually employed in molecular dynamics simulations can have their applica-

tion extended as parameters of molecular-based equations of state within the SAFT framework.

To achieve this purpose, 26 molecules from different chemical classes were modeled using

a spherical 1-site coarse-grained model with interaction based on the Mie potential. These

molecules included light gases (helium, neon, argon, and krypton, hydrogen, nitrogen, oxygen,

fluorine, carbon monoxide, and carbon dioxide), linear hydrocarbons (methane, ethane, propane,

and n-butane), branched hydrocarbons (isobutane), unsaturated hydrocarbons (ethene, propene,

and propyne), cyclic hydrocarbons (cyclopropane), aromatic hydrocarbons (benzene), and re-

frigerants (tetrafluoromethane, fluoromethane, chlorotrifluoromethane, dichlorodifluoromethane,

dichlorofluoromethane, chlorodifluoromethane). By the bottom-up methodology, the Mie po-

tential parameters for the 26 molecules studied were obtained through the interaction energy

curves for dimers of various configurations by ab initio calculations via supermolecular and

perturbational methods.

Two distinct parameter fitting approaches were considered in the bottom-up method-

ology for obtaining a unique set of the Mie potential parameters for each molecule studied. In

the approach called A, the Mie potential parameters of the molecule represent an average of the

fitted parameters for each dimer configuration considered. In the approach called B, the Mie

potential parameters are simultaneously fitted to all ab initio data of all dimer configurations

considered, where the energy of each dimer is weighted according to the Boltzmann energy

distribution function. The bottom-up-based Mie potential parameters obtained in this study and

the few existing in the literature were compared to top-down-based Mie potential parameters

found in the literature within the SAFT framework and directly fitted to represent experimental

data.

This study demonstrated that the values of most of the top-down-based Mie potential

parameters are very close to those of the approach A bottom-up-based Mie potential parameters.

This important observation adds to the literature the understanding of the connection between the

quantum scale and the macro scale through a molecular-based equation of state. As a result, what

a molecular-based, equation of state within SAFT framework is trying to represent indirectly on

the quantum scale is the average interaction energy of dimers of different configurations obtained

by ab initio calculations.
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In addition, the top-down and bottom-up based Mie potential parameters considered

in this study were used in both molecular dynamics simulations and the SAFT-VR Mie equation

of state to predict thermophysical properties (i.e., density, isochoric heat capacity, isobaric heat

capacity, speed of sound, and Joule-Thomson coefficient) and in the SAFT-VR Mie equation of

state to predict the critical point, and saturation properties (i.e., saturation pressure and enthalpy

of vaporization). The results predicted using top-down and bottom-up-based Mie potential

parameters were compared to NIST reference data. For molecules in which the spherical 1-site

model adopted has been shown to be suitable, the prediction results obtained when using the

approach A bottom-up-based approach Mie potential parameters were comparable to those

obtained using top-down-base Mie potential parameters obtained within SAFT framework. This

observation suggests that interatomic potential parameters obtained through ab initio calculations

can also be employed as parameters in molecular-based, equations of state such as SAFT-VR

Mie.

As obtaining interaction energy curves through ab initio calculations does not directly

require experimental data, another result that this study demonstrated is that the use of interatomic

potential parameters obtained by the bottom-up methodology can also give to the molecular-

based equation of states such as SAFT-VR Mie a purely predictive character. An advantage of

molecular-based, equations of state is that the computational cost of solving them is much lower

than that of molecular dynamics simulations. Using predictive equations of state can be very

interesting from a practical engineering point of view. The dream to be pursued by engineers

is to obtain a purely predictive equation of state with parameters obtained through ab initio

calculations without the need to fit them to experimental data.

Although an important step has been taken in understanding the relationship between

top-down and bottom-up methodologies for obtaining interatomic potential parameters to be

used in molecular-based, equations of state, the development of studies must continue as there

is still room for improvement. Errors on average in the order of tens of percent with specific

cases exceeding this magnitude in the calculation of thermophysical properties, critical point,

and saturation properties through purely predictive models such as those demonstrated in this

dissertation can be large enough to prevent them from being used in the design of chemical

plants.

Faced with this remaining challenge, the possibilities regarding improvements and

complementary studies are vast. Some of the initial topics that can be investigated include the

following items:

• to develop more complex models to represent the set of molecules studied (e.g., to

change the interaction potential between molecules or even representing molecules

through more than one type of site, as in SAFT-γ Mie equation of state in which

heteronuclear segments can form each molecule)
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• to investigate the influence of quantum effects to construct an effective potential

using the Feynman–Hibbs correction as proposed by Aasen et al [108].

• to extract other information from ab initio calculations in addition to dimer inter-

action energy curves to be used to obtain bottom-up-based interatomic potential

parameters (e.g., to fit the volume of the molecule obtained by calculations ab initio

in order to optimize the number of segments in the SAFT-VR Mie equation of state).

• to investigate the application of bottom-up-based interatomic potential parameters

in calculating mixture properties (e.g., to verify whether the bottom-up-based inter-

atomic potential parameters obtained for mixtures follow any specific combination

rule)
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APPENDIX A

Example scripts for ab initio calculations

Description: This Appendix briefly presents example scripts for ab initio calculations. On the

following pages of this Appendix, example scripts are presented used for methane to optimize

the geometry and to obtain interaction energies through software for ab initio calculations such

as Gaussian 09 [90] and psi4 [91].
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1 #p scf=tight opt=tight mp2/aug -cc -pvqz

2

3 Job Title

4

5 0 1

6 C

7 H 1 B1

8 H 1 B2 2 A2

9 H 1 B3 2 A3 3 D3

10 H 1 B4 2 A4 3 D4

11 Variables :

12 B1 1.09000

13 B2 1.09000

14 A2 109.47122

15 B3 1.09000

16 A3 109.47122

17 D3 240.00000

18 B4 1.09000

19 A4 109.47122

20 D4 120.00000

Source code 1 – Example of script (.com file extension) used to optimize methane geometry (at

MP2/aug-cc-pVQZ theory level) using Gaussian 09 software [90].



APPENDIX A. Example scripts for ab initio calculations 132

1 molecule ch4_dimer {

2 C 0.00000000 0.00000000 0.00000000

3 H 0.00000000 1.08452710 0.00000000

4 H -0.51125100 -0.36150900 0.88551270

5 H -0.51125100 -0.36150900 -0.88551270

6 H 1.02250190 -0.36150900 0.00000000

7 --

8 C 0.00000000 3.77900000 -0.00000000

9 H 0.00000000 2.69447290 -0.00000000

10 H -0.51125100 4.14050900 -0.88551270

11 H -0.51125100 4.14050900 0.88551270

12 H 1.02250190 4.14050900 0.00000000

13 }

14

15 set basis aug -cc -pVTZ

16

17 E = energy (’MP2 ’,molecule =ch4_dimer , bsse_type =’cp’)

18 Efinal = E* psi_hartree2kcalmol

19 psi4. print_out ("MP2/aug -cc -pVTZ = ")

20 psi4. print_out ("%10.6f" % ( Efinal ))

Source code 2 – Example of script (.dat file extension) used to calculate the interaction energy

counterpoise corrected (in kcal ¨ mol´1) of a dimer formed by methane

molecules bu supermolecular methods (at MP2/aug-cc-pVTZ theory level)

using psi4 software [91].
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1 molecule ch4_dimer {

2 C 0.00000000 0.00000000 0.00000000

3 H 0.00000000 1.08452710 0.00000000

4 H -0.51125100 -0.36150900 0.88551270

5 H -0.51125100 -0.36150900 -0.88551270

6 H 1.02250190 -0.36150900 0.00000000

7 --

8 C 0.00000000 3.77900000 -0.00000000

9 H 0.00000000 2.69447290 -0.00000000

10 H -0.51125100 4.14050900 -0.88551270

11 H -0.51125100 4.14050900 0.88551270

12 H 1.02250190 4.14050900 0.00000000

13 }

14

15 set basis aug -cc -pVTZ

16

17 E = energy (’sapt2 +(3) dmp2 ’)

18 Efinal = E* psi_hartree2kcalmol

19 psi4. print_out ("sapt2 +(3) dmp2/aug -cc -pVTZ = ")

20 psi4. print_out ("%10.6f" % ( Efinal ))

Source code 3 – Example of script (.dat file extension) used to calculate the interaction energy

(in kcal ¨ mol´1) of a dimer formed by methane molecules by perturbational

methods (at SAPT2+(3)δMP2/aug-cc-pVTZ level) using psi4 software [91].
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APPENDIX B

SAFT-VR Mie for mixtures

Description: this Appendix briefly presents the SAFT-VR Mie equation of state for mixtures (i.e.,

the general case). On the following pages of this Appendix, the development of the equations for

ideal gas and monomer contributions to the Helmholtz free energy are demonstrated, as well

as the dependence of each contribution in relation to the Mie potential parameters. For a more

detailed explanation, it is suggested reading the original publication by Lafitte et al. [87].
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Ideal contribution

The ideal contribution to the Helmholtz free energy is expressed by Eq. (B.1):

aideal “
˜

n
ÿ

i“1

xi lnρiΛ
3
i

¸

´ 1, (B.1)

where n is the number of species in the mixture, xi is the mole fraction of the specie i in the

mixture (with xi “ Ni{N, where Ni is the number of molecules of specie i in the mixture and N

is the total number of molecules), ρi is the density of specie i in the mixture (with ρi “ Ni{V ,

where Ni is the number of molecules of specie i in the mixture, and V is the total volume of the

mixture), and Λi is the de Broglie thermal wavelength of species i in the mixture.

Monomer contribution

The monomer contribution to the Helmholtz free energy is expressed by Eq. (B.2):

amono “
˜

n
ÿ

i“1

ximi

¸

aM, (B.2)

where mi is the number of monomers in the chain i, aM is the monomer Helmholtz free energy.

The expression for monomer Helmholtz free energy (aM) is given by Eq. (B.3):

aM “ aHS ` βa1 ` pβ q2
a2 ` pβ q3

a3, (B.3)

where aHS is a expression for a multicomponent mixture of hard spheres, β “ 1{pkBT q (with

kB the Boltzmann constant and T the absolute temperature), and a1, a2, and a3 are perturbation

terms of first, second, and third-order, respectively.

In Eq. (B.3), the expression for a multicomponent mixture of hard spheres (aHS) is

given by Eq. (B.4):

aHS “ 6
πρs

«

ˆ

ζ 3
2

ζ 2
3

´ ζ0

˙

lnp1 ´ ζ3q ` 3ζ1ζ2

p1 ´ ζ3q ` ζ 3
2

ζ3 p1 ´ ζ3q2

ff

, (B.4)

with the terms obtained through the set of Eqs. (B.5)-(B.7)

ζl “ πρs

6

˜

n
ÿ

i“1

xs,id
l
ii

¸

,

for l “ 0,1,2,3;

(B.5)

xs,i “ mixi
řn

k“1 mkxk

, (B.6)
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dii “
ż σii

0

´

1 ´ exp
´

´βUMie
ii prq

¯¯

dr, (B.7)

where ρs is the total number density of spherical segments, ζl is the moment of order l to the

number density, xs,i is the mole fraction of segments of component i, dii is the effective diameter

for the segments of each component, and UMie
ii prq is the equation for the Mie potential (see Eq.

(2.100) and (2.101) for details).

In Eq. (B.3), the expression for the first-order perturbation term (a1) is given by Eq.

(B.8):

a1 “
n

ÿ

i“1

n
ÿ

j“1

xs,ixs, ja1,i j, (B.8)

with the terms obtained through the set of Eqs. (B.9)-(B.16)

a1,i j “ Ci j

”

x
λatt,i j

0,i j

´

aS
1,i j

`

ρs;λatt,i j

˘

` Bi j

`

ρs;λatt,i j

˘

¯

´x
λrep,i j

0,i j

´

aS
1,i j

`

ρs;λrep,i j

˘

` Bi j

`

ρs;λrep,i j

˘

¯ı

,
(B.9)

Bi j

`

ρs;λi j

˘

“ 2πρsd
3
i jεi j

«

1 ´ ζx{2
p1 ´ ζxq Iλ ,i j ´ 9ζx p1 ` ζxq

2p1 ´ ζxq3 Jλ ,i j

ff

, (B.10)

ζx “ πρs

6

n
ÿ

i“1

n
ÿ

j“1

xs,ixs, jd
3
i j, (B.11)

Iλ ,i j “ ´
x

3´λk,i j

0,i j ´ 1

λk,i j ´ 3
,

for k “ att, rep;

(B.12)

Jλ ,i j “ ´
`

x0,i j

˘4´λk,i j
`

λk,i j ´ 3
˘

´
`

x0,i j

˘3´λk,i j
`

λk,i j ´ 4
˘

´ 1
`

λk,i j ´ 3
˘`

λk,i j ´ 4
˘ ,

for k “ att, rep;

(B.13)

as
1,i j

`

ρs;λk,i j

˘

“ ´2ρs

˜

πεi jd
3
i j

λk,i j ´ 3

¸

1 ´ ζ eff
x

`

λk,i j

˘

{2
`

1 ´ ζ eff
x

`

λk,i j

˘˘3 ,

for k “ att, rep;

(B.14)

ζ eff
x

`

λk,i j

˘

“ c1
`

λk,i j

˘

ζx ` c2
`

λk,i j

˘

ζ 2
x ` c3

`

λk,i j

˘

ζ 3
x ` c4

`

λk,i j

˘

ζ 4
x ,

for k “ att, rep;
(B.15)

¨

˚

˚

˚

˚

˝

c1

c2

c3

c4

˛

‹

‹

‹

‹

‚

“

¨

˚

˚

˚

˚

˝

0.81096 1.7888 ´37.578 92.284

1.0205 ´19.341 151.25 ´463.50

´1.9057 22.845 ´228.14 973.92

1.0885 ´6.1962 106.98 ´677.64

˛

‹

‹

‹

‹

‚

¨

¨

˚

˚

˚

˚

˝

1

1{λk,i j

1{λ 2
k,i j

1{λ 3
k,i j

˛

‹

‹

‹

‹

‚

,

for k “ att, rep;

(B.16)

where Ci j, λatt,i j, and λrep,i j are parameters of the Mie potential (see Eq. (2.100) and (2.101)

for details); x0,i j “ σi j{di j (with σi j referring to the Mie potential parameter, see Eq. (2.100)
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and (2.101) for details) , ζ eff
x is the effective packing fraction, ζx is the packing fraction of the

mixture.

In Eq. (B.3), the expression for the second-order perturbation term (a2) is given by

Eq. (B.17):

a2 “
n

ÿ

i“1

n
ÿ

j“1

xs,ixs, ja2,i j, (B.17)

with the terms obtained through the set of Eqs. (B.18)-(B.23)

a2,i j “1
2

KHS
`

1 ` χi j

˘

εi jC
2
i j ˆ

”

x
2λatt,i j

0,i j

´

aS
1,i j

`

ρs;2λatt,i j

˘

¯

` Bi j

`

ρs;2λatt,i j

˘

´ 2x
λatt,i j`λrep,i j

0,i j

´

aS
1,i j

`

ρs;λatt,i j ` λrep,i j

˘

` Bi j

`

ρs;λatt,i j ` λrep,i j

˘

¯

` x
2λrep,i j

0,i j

´

aS
1,i j

`

ρs;2λrep,i j

˘

` Bi j

`

ρs;2λrep,i j

˘

¯ı

,

(B.18)

KHS “ p1 ´ ζxq4

1 ` 4ζx ` 4ζ 2
x ´ 4ζ 3

x ` ζ 4
x

, (B.19)

χi j “ f1
`

αi j

˘

ζ̄x ` f 2
`

αi j

˘

ζ̄ 5
x ` f3

`

αi j

˘

ζ̄ 8
x , (B.20)

ζ̄x “ πρs

6

n
ÿ

i“1

n
ÿ

j“1

xs,ixs, jσ
3
i j, (B.21)

αi j “ Ci j

ˆ

1
λatt,i j ´ 3

´ 1
λrep,i j ´ 3

˙

, (B.22)

where KHS is the isothermal compressibility of the mixture of hard spheres and ai j dimensionless

van der Waals-like integrated attractive energy.

In Eq. (B.3), the expression for the third-order perturbation term (a3) is given by Eq.

(B.23):

a3,i j “ ´ε3
i j f4

`

αi j

˘

ζ̄x exp
`

f5
`

αi j

˘

ζ̄x ` f6
`

αi j

˘

ζ̄ 2
x

˘

, (B.23)

with the terms obtained through the Eq. (B.24)

fk

`

αi j

˘

“
˜

n“3
ÿ

n“0

φk,nαn
i j

¸

{
˜

1 `
n“6
ÿ

n“4

φk,nαn´3
i j

¸

, (B.24)

where αi j coefficients are also given by Eq. (B.23).
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APPENDIX C

NIST reference data

Description: this Appendix describes the constitution of the datasets of experimental data used

in this work and which were taken from NIST [95]. On the following pages, the temperature and

pressure conditions and the number of data points considered to build the datasets to be used in

AARD% calculations of thermophysical and saturation properties are presented in tables.
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Table C1 – Isobars, temperature ranges and number of data points obtained from NIST to calcu-
late AARD% values for thermophysical properties of 26 molecules studied in this
work.

Molecule Isobars Temperature range Number of data points
helium 10, 50, and 100 MPa 5 to 750 K 447
neon 10, 50, and 100 MPa 30 to 725 K 417
argon 10, 50, and 100 MPa 90 to 750 K 393
krypton 10, 50, and 100 MPa 120 to 750 K 373
methane 50, 100, 250, 500, and 1000 atm 120 to 600 K 105
tetrafluoromethane 50, 100, 250, and 500 atm 155 to 600 K 48
fluoromethane 50, 100, 250, and 500 atm 220 to 425 K 42
chlorotrifluoromethane 50, 100, 250, and 300 atm 180 to 400 K 48
dichlorodifluoromethane 50, 100, 250, and 500 atm 265 to 445 K 36
dichlorofluoromethane 50, 100, 250, and 500 atm 270 to 472 K 42
chlorodifluoromethane 50, 100, 250, and 500 atm 240 to 550 K 48
hydrogen 10, 50, and 100 MPa 20 to 800 K 466
nitrogen 10, 50, and 100 MPa 70 to 800 K 437
oxygen 10, 20, and 40 MPa 60 to 800 K 447
fluorine 10, 15, and 20 MPa 55 to 300 K 296
carbon monoxide 10, 50, and 100 MPa 75 to 500 K 254
carbon dioxide 10, 50, and 100 MPa 220 to 800 K 345
ethane 50, 100, and 200 MPa 100 to 550 K 264
propane 50, 100, and 200 MPa 95 to 550 K 274
butane 50, 100, and 200 MPa 145 to 550 K 240
isobutane 50, 100, and 200 MPa 130 to 550 K 239
ethene 50, 100, and 200 MPa 115 to 450 K 200
propene 50, 100, and 200 MPa 210 to 550 K 172
propyne 10, 20, and 30 MPa 346 to 450 K 176
cyclopropane 10, 15, and 20 MPa 286 to 450 K 242
benzene 50, 100, and 200 MPa 315 to 700 K 201
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Table C2 – Temperature ranges and number of data points obtained from NIST to calculate
AARD% values for thermophysical properties of 26 molecules studied in this work.

Molecule Temperature range Number of data points
helium 2.2 to 5 K 15
neon 25 to 43 K 48
argon 84 to 145 K 62
krypton 116 to 208 K 47
methane 92 to 172 K 41
tetrafluoromethane 120 to 222 K 52
fluoromethane 130 to 307 K 60
chlorotrifluoromethane 100 to 295 K 66
dichlorodifluoromethane 150 to 378 K 77
dichlorofluoromethane 150 to 366 K 73
chlorodifluoromethane 200 to 360 K 41
hydrogen 14 to 32 K 37
nitrogen 64 to 123 K 60
oxygen 56 to 150 K 64
fluorine 54 to 113 K 60
carbon monoxide 70 to 130 K 61
carbon dioxide 218 to 297 K 54
ethane 101 to 299 K 67
propane 122 to 362 K 61
butane 152 to 416 K 67
isobutane 142 to 398 K 65
ethene 110 to 275 K 56
propene 130 to 358 K 58
propyne 276 to 400 K 63
cyclopropane 276 to 390 K 58
benzene 300 to 548 K 63
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APPENDIX D

Results presented in tables

Description: this Appendix presents in tables most of the numerical results previously shown in

figures throughout this dissertation. On the following pages of this Appendix, tables referring

to AARD% values for thermophysical properties, percentage deviations for critical point, and

AARD% values for saturation properties in relation to NIST reference data [95] are presented.
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Table D1 – AARD% values for thermophysical properties for some noble gases using top-down
and bottom-up-based Mie potential parameters in the SAFT-VR Mie equation of
state.

AARD% values
Molecule Methodologya Contextb ρ cv cp csound µJT Reference
helium TD SAFT framework 14.65 4.73 5.66 15.40 89.97 [104]c

BU (S) DLPNO-CCSD(T)/5Z 1.65 4.45 6.67 1.74 9.35 [10]c

MP2/aug-cc-pVDZ (A) 1.80 4.38 5.05 2.08 11.14 this work
MP2/aug-cc-pVTZ (A) 1.51 4.20 5.11 1.79 9.65 this work
MP2/aug-cc-pVQZ (A) 1.71 4.07 5.20 2.00 10.66 this work
MP4/aug-cc-pVDZ (A) 3.47 3.73 5.03 3.41 20.63 this work
MP4/aug-cc-pVTZ (A) 3.12 3.94 6.08 3.83 14.90 this work
MP4/aug-cc-pVQZ (A) 2.77 4.08 6.28 3.53 12.75 this work
CCSD(T)/aug-cc-pVDZ (A) 3.44 3.75 5.10 3.43 20.19 this work
CCSD(T)/aug-cc-pVTZ (A) 3.44 4.13 6.75 4.47 15.90 this work
CCSD(T)/aug-cc-pVQZ (A) 2.76 4.14 6.43 3.58 12.45 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 109.83 2.41 2.96 23.91 28.56 this work
SAPT2+/aug-cc-pVDZ (A) 3.90 4.46 5.88 4.63 21.18 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (A) 2.10 4.58 6.43 2.95 10.98 this work

neon TD SAFT framework 1.11 1.08 0.73 1.34 8.57 [103]c

BU (S) DLPNO-CCSD(T)/5Z 0.70 1.41 1.52 0.96 19.48 [10]c

MP2/aug-cc-pVDZ (A) 9.63 1.61 6.59 4.62 165.94 this work
MP2/aug-cc-pVTZ (A) 6.70 1.20 4.84 3.07 109.30 this work
MP2/aug-cc-pVQZ (A) 5.35 1.21 3.68 2.56 83.37 this work
MP4/aug-cc-pVDZ (A) 8.96 1.52 5.99 4.28 149.26 this work
MP4/aug-cc-pVTZ (A) 3.94 1.09 3.02 1.85 61.25 this work
MP4/aug-cc-pVQZ (A) 2.65 1.00 1.61 1.56 33.71 this work
CCSD(T)/aug-cc-pVDZ (A) 10.16 1.44 6.30 4.99 168.39 this work
CCSD(T)/aug-cc-pVTZ (A) 3.60 1.09 2.91 1.73 57.52 this work
CCSD(T)/aug-cc-pVQZ (A) 2.73 0.99 1.58 1.68 33.83 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 11.70 1.59 7.20 5.82 204.19 this work
SAPT2+/aug-cc-pVDZ (A) 8.76 1.55 5.75 4.20 144.17 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (A) 4.06 1.09 3.02 1.92 62.38 this work

argon TD SAFT framework 0.72 1.87 1.19 1.21 14.04 [103]c

SAFT framework 1.94 1.68 2.38 3.53 45.12 [104]c

BU (S) DLPNO-CCSD(T)/5Z 1.06 1.83 1.41 2.45 21.23 [10]c

MP2/aug-cc-pVDZ (A) 13.84 4.15 10.25 7.08 528.66 this work
MP2/aug-cc-pVTZ (A) 2.92 1.87 2.37 2.29 67.52 this work
MP2/aug-cc-pVQZ (A) 4.84 2.39 6.55 5.22 142.84 this work
MP4/aug-cc-pVDZ (A) 17.38 4.99 13.10 8.48 723.87 this work
MP4/aug-cc-pVTZ (A) 7.68 2.92 5.65 4.12 243.53 this work
MP4/aug-cc-pVQZ (A) 1.24 1.94 1.89 1.99 30.16 this work
CCSD(T)/aug-cc-pVDZ (A) 17.53 5.01 13.22 8.53 733.03 this work
CCSD(T)/aug-cc-pVTZ (A) 8.47 3.15 6.21 4.55 277.17 this work
CCSD(T)/aug-cc-pVQZ (A) 2.69 1.95 2.74 1.58 71.98 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 29.56 5.43 21.63 13.50 1648.80 this work
SAPT2+/aug-cc-pVDZ (A) 16.48 4.88 12.60 8.15 677.71 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (A) 8.00 2.99 5.84 4.29 256.26 this work

krypton TD SAFT framework 0.84 3.31 1.52 1.56 36.38 [103]c

BU (S) DLPNO-CCSD(T)/5Z 1.65 3.18 1.72 2.45 54.05 [10]c

MP2/aug-cc-pVDZ (A) 19.00 6.48 14.93 10.08 1014.62 this work
MP2/aug-cc-pVTZ (A) 1.83 3.02 2.21 3.73 45.70 this work
MP2/aug-cc-pVQZ (A) 13.21 4.74 16.26 13.03 415.17 this work
MP4/aug-cc-pVDZ (A) 23.91 7.67 18.68 11.93 1396.79 this work
MP4/aug-cc-pVTZ (A) 10.37 3.82 7.79 5.41 448.68 this work
MP4/aug-cc-pVQZ (A) 1.43 2.87 3.95 4.46 31.50 this work
CCSD(T)/aug-cc-pVDZ (A) 24.21 7.70 18.98 12.01 1424.60 this work
CCSD(T)/aug-cc-pVTZ (A) 12.36 4.55 9.39 6.62 566.26 this work
CCSD(T)/aug-cc-pVQZ (A) 3.70 2.88 3.85 2.01 151.53 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 31.44 7.96 26.99 14.24 2278.16 this work
SAPT2+/aug-cc-pVDZ (A) 23.21 7.60 18.38 11.71 1345.30 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (A) 10.76 3.95 8.07 5.64 470.43 this work

aTD refers to top-down methodology, BU (S) refers to bottom-up methodology and supermolecular
methods, and BU (P) refers to bottom-up methodology and perturbational methods. b(A) indicates
that approach A objective function was minimized in the parameter fitting procedure. cAARD%
values calculated for the datasets of this work.
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Table D2 – Critical point and percentage deviation from NIST reference data computed using top-
down and bottom-up-based Mie potential parameters in the SAFT-VR Mie equation
of state for some noble gases.

Value Deviation from NIST (%)

Molecule Methodologya Contextb Tcrit / K pcrit / atm ρcrit / kg¨m-3 Tcrit pcrit ρcrit Reference

helium experimental - 5.20 0.23 69.58 - - - [95]

TD SAFT framework 5.19 0.19 54.28 0.09 16.17 21.99 [104]c

BU (S) DPLNO-CCSD(T)/5Z 10.68 0.75 101.18 105.55 229.69 45.42 [10]c

MP2/aug-cc-pVDZ (A) 10.72 0.61 80.72 106.30 167.10 16.01 this work

MP2/aug-cc-pVTZ (A) 10.67 0.63 84.16 105.45 176.87 20.95 this work

MP2/aug-cc-pVQZ (A) 10.48 0.63 86.06 101.76 177.18 23.68 this work

MP4/aug-cc-pVDZ (A) 7.14 0.43 87.05 37.52 87.16 25.10 this work

MP4/aug-cc-pVTZ (A) 9.50 0.63 96.71 82.85 174.60 39.00 this work

MP4/aug-cc-pVQZ (A) 10.34 0.69 98.20 99.12 204.31 41.14 this work

CCSD(T)/aug-cc-pVDZ (A) 7.34 0.44 87.54 41.19 93.23 25.81 this work

CCSD(T)/aug-cc-pVTZ (A) 10.36 0.71 101.37 99.36 212.42 45.69 this work

CCSD(T)/aug-cc-pVQZ (A) 10.72 0.72 98.80 106.31 217.18 41.99 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 1.12 0.04 54.56 78.39 81.51 21.59 this work

SAPT2+/aug-cc-pVDZ (A) 10.82 0.62 82.83 108.18 172.39 19.04 this work

SAPT2+(3)δMP2/aug-cc-pVTZ (A) 13.20 0.84 91.30 154.13 268.65 31.21 this work

neon experimental - 44.40 2.66 486.00 - - - [95]

TD SAFT framework 45.25 2.81 446.62 1.92 5.68 8.10 [103]c

BU (S) DPLNO-CCSD(T)/5Z 50.56 3.07 439.26 13.88 15.32 9.62 [10]c

MP2/aug-cc-pVDZ (A) 13.51 0.64 347.60 69.56 76.09 28.48 this work

MP2/aug-cc-pVTZ (A) 23.18 1.19 374.62 47.80 55.23 22.92 this work

MP2/aug-cc-pVQZ (A) 28.49 1.58 407.11 35.83 40.59 16.23 this work

MP4/aug-cc-pVDZ (A) 16.68 0.80 354.72 62.44 69.79 27.01 this work

MP4/aug-cc-pVTZ (A) 32.57 1.86 417.81 26.65 29.99 14.03 this work

MP4/aug-cc-pVQZ (A) 39.46 2.40 447.83 11.14 9.98 7.85 this work

CCSD(T)/aug-cc-pVDZ (A) 14.85 0.67 334.23 66.55 74.66 31.23 this work

CCSD(T)/aug-cc-pVTZ (A) 33.09 1.94 428.95 25.48 27.17 11.74 this work

CCSD(T)/aug-cc-pVQZ (A) 39.64 2.42 451.77 10.71 8.97 7.04 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 9.44 0.39 306.75 78.74 85.26 36.88 this work

SAPT2+/aug-cc-pVDZ (A) 17.77 0.87 359.60 59.97 67.38 26.01 this work

SAPT2+(3)δMP2/aug-cc-pVTZ (A) 32.48 1.85 415.83 26.85 30.51 14.44 this work

argon experimental - 150.69 4.86 535.60 - - - [95]

TD SAFT framework 153.88 5.36 504.94 2.12 10.20 5.73 [103]c

SAFT framework 154.31 5.39 513.25 2.40 10.86 4.17 [104]c

BU (S) DPLNO-CCSD(T)/5Z 159.50 5.42 492.02 5.85 11.55 8.14 [10]c

MP2/aug-cc-pVDZ (A) 97.55 2.96 442.84 35.26 39.20 17.32 this work

MP2/aug-cc-pVTZ (A) 149.01 5.11 501.77 1.11 5.00 6.32 this work

MP2/aug-cc-pVQZ (A) 176.46 6.40 529.36 17.11 31.51 1.16 this work

MP4/aug-cc-pVDZ (A) 77.14 2.22 421.90 48.81 54.26 21.23 this work

MP4/aug-cc-pVTZ (A) 127.48 4.22 484.75 15.40 13.28 9.49 this work

MP4/aug-cc-pVQZ (A) 153.25 5.38 513.26 1.70 10.63 4.17 this work

CCSD(T)/aug-cc-pVDZ (A) 76.21 2.19 420.72 49.43 54.94 21.45 this work

CCSD(T)/aug-cc-pVTZ (A) 123.66 4.06 481.44 17.94 16.46 10.11 this work

CCSD(T)/aug-cc-pVQZ (A) 146.97 5.11 508.22 2.47 5.05 5.11 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 14.75 0.28 282.95 90.21 94.16 47.17 this work

SAPT2+/aug-cc-pVDZ (A) 81.07 2.39 430.50 46.20 50.94 19.62 this work

SAPT2+(3)δMP2/aug-cc-pVTZ (A) 126.12 4.15 482.75 16.30 14.56 9.87 this work

krypton experimental - 209.48 5.53 909.20 - - - [95]

TD SAFT framework 214.26 6.12 868.01 2.28 10.77 4.53 [103]c

BU (S) DPLNO-CCSD(T)/5Z 214.46 6.03 858.77 2.38 9.19 5.55 [10]c

MP2/aug-cc-pVDZ (A) 126.90 3.09 747.08 39.42 43.99 17.83 this work

MP2/aug-cc-pVTZ (A) 217.75 6.10 858.29 3.95 10.37 5.60 this work

MP2/aug-cc-pVQZ (A) 268.17 8.06 921.33 28.02 45.90 1.33 this work

MP4/aug-cc-pVDZ (A) 94.97 2.17 700.92 54.66 60.76 22.91 this work

MP4/aug-cc-pVTZ (A) 176.97 4.72 819.55 15.52 14.63 9.86 this work

MP4/aug-cc-pVQZ (A) 223.61 6.45 887.25 6.74 16.80 2.41 this work

CCSD(T)/aug-cc-pVDZ (A) 92.66 2.10 697.13 55.77 61.92 23.32 this work

CCSD(T)/aug-cc-pVTZ (A) 166.24 4.37 808.34 20.64 20.91 11.09 this work

CCSD(T)/aug-cc-pVQZ (A) 205.28 5.81 870.68 2.00 5.22 4.24 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 32.23 0.58 548.68 84.61 89.54 39.65 this work

SAPT2+/aug-cc-pVDZ (A) 98.02 2.27 711.64 53.21 58.86 21.73 this work

SAPT2+(3)δMP2/aug-cc-pVTZ (A) 175.02 4.65 817.44 16.45 15.80 10.09 this work

aTD refers to top-down methodology, BU (S) refers to bottom-up methodology and supermolecular methods, and
BU (P) refers to bottom-up methodology and perturbational methods. b(A) indicates that approach A objective
function was minimized in the parameter fitting procedure. cPercentage deviation values recalculated in this work.
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Table D3 – AARD% values for saturation properties for some noble gases using top-down and
bottom-up-based Mie potential parameters in the SAFT-VR Mie equation of state.

AARD% values
Molecule Methodologya Contextb psat ∆Hvap Reference
argon TD SAFT framework 0.35 4.30 [103]c

SAFT framework 7.92 10.20 [104]c

BU (S) DLPNO-CCSD(T)/5Z 21.21 12.90 [10]c

MP2/aug-cc-pVTZ (A) 15.31 1.75 this work
krypton TD SAFT framework 0.47 8.90 [103]c

BU (S) DLPNO-CCSD(T)/5Z 3.89 10.80 [10]c

MP2/aug-cc-pVTZ (A) 14.37 18.09 this work

aTD refers to top-down methodology, BU (S) refers to bottom-
up methodology and supermolecular methods. b(A) indicates that
approach A objective function was minimized in the parameter
fitting procedure. cAARD% values calculated for the datasets of
this work.
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Table D4 – AARD% values for thermophysical properties for methane using top-down and
bottom-up-based Mie potential parameters in the SAFT-VR Mie equation of state
and molecular dynamics simulations.

AARD% values
Calculation methoda Methodologyb Contextc ρ cv cp csound Reference
SAFT-VR Mie EoS TD SAFT framework 0.49 1.40 1.30 1.25 [103]e

BU (S) DLPNO-CCSD(T)/5Z 6.28 1.38 3.12 2.93 [10]e

MP2/aug-cc-pVDZ (A) 11.58 2.88 9.69 8.61 this work
MP2/aug-cc-pVDZ (B) 10.73 2.16 5.54 7.88 this work
MP2/aug-cc-pVTZ (A) 1.46 1.45 2.62 1.00 this work
MP2/aug-cc-pVTZ (B) 27.93 2.29 5.98 12.96 this work
MP2/aug-cc-pVQZ (A) 1.43 1.46 1.16 1.57 this work
MP2/aug-cc-pVQZ (B) 34.01 2.80 13.54 16.37 this work
MP4/aug-cc-pVDZ (A) 5.78 1.76 8.25 4.13 this work
MP4/aug-cc-pVDZ (B) 17.13 1.92 4.94 7.25 this work
CCSD(T)/aug-cc-pVDZ (A) 6.69 1.90 5.82 4.81 this work
CCSD(T)/aug-cc-pVDZ (B) 15.87 1.82 4.51 6.76 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 25.53 5.63 16.07 16.40 this work
sSAPT0/jun-cc-pVDZ (B) 19.50 6.36 16.75 17.90 this work
SAPT2+/aug-cc-pVDZ (A) 0.88 1.45 1.04 1.46 this work
SAPT2+/aug-cc-pVDZ (B) 39.43 2.83 11.67 17.59 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (A) 5.88 1.58 2.28 5.07 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (B) 36.83 3.25 9.31 19.29 this work

MD simulations TD SAFT framework 2.37 1.58 2.85 3.60 d,e

BU (S) MP2/aug-cc-pVDZ (A) 11.27 3.01 9.33 8.54 this work
MP2/aug-cc-pVDZ (B) 10.92 2.23 4.66 8.13 this work
MP2/aug-cc-pVTZ (A) 1.07 1.42 1.70 1.15 this work
MP2/aug-cc-pVTZ (B) 28.59 0.97 5.98 12.49 this work
MP2/aug-cc-pVQZ (A) 1.85 0.95 1.43 1.58 this work
MP2/aug-cc-pVQZ (B) 35.13 1.43 9.95 16.06 this work
MP4/aug-cc-pVDZ (A) 5.32 2.18 7.63 4.15 this work
MP4/aug-cc-pVDZ (B) 17.67 1.07 4.13 7.06 this work
CCSD(T)/aug-cc-pVDZ (A) 6.34 2.15 6.33 4.82 this work
CCSD(T)/aug-cc-pVDZ (B) 16.37 1.27 4.50 6.53 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 25.39 5.54 16.01 16.42 this work
sSAPT0/jun-cc-pVDZ (B) 19.36 6.32 16.68 17.99 this work
SAPT2+/aug-cc-pVDZ (A) 1.32 0.96 1.63 1.57 this work
SAPT2+/aug-cc-pVDZ (B) 34.68 1.40 9.05 16.19 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (A) 6.42 0.66 2.69 5.05 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (B) 37.73 1.72 9.63 18.89 this work

aSAFT-VR Mie EoS refers to SAFT-VR Mie equation of state and MD simulations refers to
molecular dynamics simulations. bTD refers to top-down methodology, BU (S) refers to bottom-
up methodology and supermolecular methods, and BU (P) refers to bottom-up methodology
and perturbational methods. c(A) and (B) indicate that approaches A and B objective functions
were minimized in the parameter fitting procedure, respectively. dParameters obtained through
personal communication with professor Erich A. Müller (June 3rd, 2021), based on published
works [106, 107]. eAARD% values calculated for the datasets of this work.



APPENDIX D. Results presented in tables 146

Table D5 – Critical point and percentage deviation from NIST reference data computed using top-
down and bottom-up-based Mie potential parameters in the SAFT-VR Mie equation
of state for methane.

Value Deviation from NIST (%)
Methodologya Contextb Tcrit / K pcrit / atm ρcrit / kg¨m-3 Tcrit pcrit ρcrit Reference
experimental - 190.56 45.39 162.66 - - - [95]
TD SAFT framework 190.53 49.79 156.14 0.02 9.69 4.01 c,d

SAFT framework 195.54 50.85 153.70 2.61 12.02 5.51 [103]d

BU (S) DLPNO-CCSD(T)/5Z 183.02 43.52 140.36 3.96 4.11 13.71 [10]d

MP2/aug-cc-pVDZ (A) 152.24 37.27 144.49 20.11 17.88 11.17 this work
MP2/aug-cc-pVDZ (B) 186.56 63.30 200.03 2.10 39.45 22.97 this work
MP2/aug-cc-pVTZ (A) 189.10 49.67 155.09 0.77 9.42 4.65 this work
MP2/aug-cc-pVTZ (B) 196.54 51.62 155.09 3.14 13.73 4.65 this work
MP2/aug-cc-pVQZ (A) 198.98 53.09 157.56 4.41 16.96 3.13 this work
MP2/aug-cc-pVQZ (B) 247.16 91.96 219.36 29.70 102.60 34.86 this work
MP4/aug-cc-pVDZ (A) 175.84 44.55 149.56 7.73 1.85 8.06 this work
MP4/aug-cc-pVDZ (B) 215.77 75.08 205.15 13.23 65.42 26.12 this work
CCSD(T)/aug-cc-pVDZ (A) 172.53 43.48 148.74 9.46 4.22 8.56 this work
CCSD(T)/aug-cc-pVDZ (B) 211.68 73.37 204.36 11.08 61.65 25.63 this work

BU (P) sSAPT0/jun-cc-pVDZ (A) 76.42 16.35 126.26 59.90 63.98 22.38 this work
sSAPT0/jun-cc-pVDZ (B) 75.04 21.21 166.61 60.62 53.28 2.43 this work
SAPT2+/aug-cc-pVDZ (A) 198.45 52.34 155.69 4.14 15.31 4.28 this work
SAPT2+/aug-cc-pVDZ (B) 248.02 91.12 216.60 30.15 100.75 33.16 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (A) 209.41 56.23 158.59 9.89 23.88 2.50 this work
SAPT2+(3)δMP2/aug-cc-pVTZ (B) 256.79 94.46 216.88 34.75 108.11 33.33 this work

aTD refers to top-down methodology, BU (S) refers to bottom-up methodology and supermolecular meth-
ods, and BU (P) refers to bottom-up methodology and perturbational methods. b(A) and (B) indicate that
approaches A and B objective functions were minimized in the parameter fitting procedure, respectively.
cParameters obtained through personal communication with professor Erich A. Müller (June 3rd, 2021),
based on published works [106, 107]. dPercentage deviation values recalculated in this work.
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Table D6 – AARD% values for saturation properties for methane using top-down and bottom-
up-based Mie potential parameters in the SAFT-VR Mie equation of state.

AARD% values
Methodologya Contextb psat ∆Hvap Reference
TD SAFT framework 0.46 2.84 [103]c

SAFT framework 7.75 3.76 [104]c

BU (S) DLPNO-CCSD(T)/5Z 71.99 16.40 [10]c

MP2/aug-cc-pVTZ (A) 28.39 4.23 this work

aTD refers to top-down methodology, BU (S) refers to
bottom-up methodology and supermolecular methods.
b(A) indicates that approach A objective function was
minimized in the parameter fitting procedure. cAARD%
values calculated for the datasets of this work.
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Table D7 – AARD% values for thermophysical properties for some substituted-methane com-
pounds of this study using top-down and bottom-up-based Mie potential parameters
in the SAFT-VR Mie equation of state and molecular dynamics simulations.

AARD% values
Calculation methoda Molecule Methodologyb Contextc ρ cv cp csound Reference
SAFT-VR Mie EoS tetrafluoromethane BU (S) MP2/aug-cc-pVTZ (A) 3.26 2.93 5.16 2.46 this work

BU (S) MP2/aug-cc-pVTZ (B) 92.49 5.25 15.37 41.63 this work
fluoromethane BU (S) MP2/aug-cc-pVTZ (A) 21.46 108.29 109.27 12.41 this work

BU (S) MP2/aug-cc-pVTZ (B) 341.39 258.51 120.39 437.32 this work
chlorotrifluoromethane BU (S) MP2/aug-cc-pVTZ (A) 17.88 188.50 214.85 22.96 this work

BU (S) MP2/aug-cc-pVTZ (B) 290.81 224.57 155.86 231.94 this work
dichlorodifluoromethane BU (S) MP2/aug-cc-pVTZ (A) 41.36 101.64 89.07 66.42 this work

BU (S) MP2/aug-cc-pVTZ (B) 261.79 144.45 79.00 293.31 this work
chlorodifluoromethane BU (S) MP2/aug-cc-pVTZ (A) 16.25 161.16 181.33 20.17 this work

BU (S) MP2/aug-cc-pVTZ (B) 255.79 198.79 132.51 198.85 this work
dichlorofluoromethane BU (S) MP2/aug-cc-pVTZ (A) 5.30 99.54 80.87 26.57 this work

BU (S) MP2/aug-cc-pVTZ (B) 175.57 183.28 84.67 253.83 this work
MD simulations tetrafluoromethane TD SAFT framework 2.83 4.05 1.95 4.99 d,e

BU (S) MP2/aug-cc-pVTZ (A) 3.58 3.07 6.77 2.48 this work
BU (S) MP2/aug-cc-pVTZ (B) 94.02 2.78 15.52 40.40 this work

fluoromethane TD SAFT framework 9.24 112.64 133.02 22.65 d,e

BU (S) MP2/aug-cc-pVTZ (A) 20.71 109.75 108.89 12.36 this work
BU (S) MP2/aug-cc-pVTZ (B) 362.49 141.80 336.18 478.01 this work

chlorotrifluoromethane TD SAFT framework 4.12 193.41 199.78 5.68 d,e

BU (S) MP2/aug-cc-pVTZ (A) 20.03 192.77 214.79 25.14 this work
BU (S) MP2/aug-cc-pVTZ (B) 294.99 211.64 281.57 227.73 this work

dichlorodifluoromethane TD SAFT framework 4.36 103.40 99.73 5.20 d,e

BU (S) MP2/aug-cc-pVTZ (A) 42.72 101.94 88.72 70.29 this work
BU (S) MP2/aug-cc-pVTZ (B) 284.41 116.66 162.57 321.21 this work

chlorodifluoromethane TD SAFT framework 5.35 164.44 181.12 8.99 d,e

BU (S) MP2/aug-cc-pVTZ (A) 17.33 163.70 184.94 22.36 this work
BU (S) MP2/aug-cc-pVTZ (B) 260.93 179.64 243.38 197.00 this work

dichlorofluoromethane TD SAFT framework 5.19 102.31 75.03 20.60 d,e

BU (S) MP2/aug-cc-pVTZ (A) 5.42 101.30 81.23 28.65 this work
BU (S) MP2/aug-cc-pVTZ (B) 176.52 118.05 207.12 258.12 this work

aSAFT-VR Mie EoS refers to SAFT-VR Mie equation of state and MD simulations refers to molecular dynamics
simulations. bTD refers to top-down methodology, BU (S) refers to bottom-up methodology and supermolecular
methods. c(A) and (B) indicate that approaches A and B objective functions were minimized in the parameter
fitting procedure, respectively. dParameters obtained through personal communication with professor Erich A.
Müller (June 3rd, 2021), based on published works [106, 107]. eAARD% values calculated for the datasets of this
work.
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Table D8 – Critical point and percentage deviation from NIST reference data calculated using
top-down and approach A bottom-up-based Mie potential parameters in the SAFT-
VR Mie equation of state for some substituted-methane compounds of this study.

Value Deviation from NIST (%)
Molecule Methodologya Contextb Tcrit / K pcrit / atm ρcrit / kg¨m-3 Tcrit pcrit ρcrit Reference
tetrafluoromethane experimental - 227.51 37.01 625.66 - - - [95]

TD SAFT framework 227.51 39.69 643.40 0.01 7.25 2.83 c,d

BU (S) MP2/aug-cc-pVTZ (A) 236.07 40.51 562.26 3.76 9.47 10.13 this work
fluoromethane experimental - 317.28 58.20 320.00 - - - [95]

TD SAFT framework 317.45 76.68 351.29 0.05 31.76 9.78 c,d

BU (S) MP2/aug-cc-pVTZ (A) 314.23 59.93 241.35 0.96 2.97 24.58 this work
chlorotrifluoromethane experimental - 302.00 38.28 583.00 - - - [95]

TD SAFT framework 302.04 42.10 604.87 0.01 9.98 3.75 c,d

BU (S) MP2/aug-cc-pVTZ (A) 338.56 45.21 519.33 12.11 18.10 10.92 this work
dichlorodifluoromethane experimental - 385.12 40.82 565.00 - - - [95]

TD SAFT framework 384.98 45.07 593.42 0.04 10.42 5.03 c,d

BU (S) MP2/aug-cc-pVTZ (A) 492.90 57.85 528.55 27.99 41.73 6.45 this work
chlorodifluoromethane experimental - 451.48 51.13 526.01 - - - [95]

TD SAFT framework 451.68 58.16 569.93 0.04 13.74 8.35 c,d

BU (S) MP2/aug-cc-pVTZ (A) 533.66 64.24 461.22 18.20 25.63 12.32 this work
dichlorofluoromethane experimental - 369.29 49.25 523.84 - - - [95]

TD SAFT framework 369.49 57.00 580.55 0.05 15.73 10.83 c,d

BU (S) MP2/aug-cc-pVTZ (A) 380.18 53.23 450.88 2.95 8.09 13.93 this work

aTD refers to top-down methodology, BU (S) refers to bottom-up methodology and supermolecular methods. b(A)
indicates that approach A was minimized in the parameter fitting procedure. c Parameters obtained through personal
communication with professor Erich A. Müller (June 3rd, 2021), based on published works [106, 107]. dPercentage
deviation values recalculated in this work.
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Table D9 – AARD% values for saturation properties for some substituted-methane compounds
of this study using top-down and bottom-up-based Mie potential parameters in the
SAFT-VR Mie equation of state and molecular dynamics simulations.

AARD% values
Molecule Methodologyb Contextc psat ∆Hvap Reference
tetrafluoromethane TD SAFT framework 3.26 2.93 this work d,e

BU (S) MP2/aug-cc-pVTZ (A) 92.49 5.25 this work
fluoromethane TD SAFT framework 21.46 108.29 this work d,e

BU (S) MP2/aug-cc-pVTZ (A) 341.39 258.51 this work
chlorotrifluoromethane TD SAFT framework 17.88 188.50 this work d,e

BU (S) MP2/aug-cc-pVTZ (A) 290.81 224.57 this work
dichlorodifluoromethane TD SAFT framework 41.36 101.64 this work d,e

BU (S) MP2/aug-cc-pVTZ (A) 261.79 144.45 this work
chlorodifluoromethane TD SAFT framework 16.25 161.16 this work d,e

BU (S) MP2/aug-cc-pVTZ (A) 255.79 198.79 this work
dichlorofluoromethane TD SAFT framework 5.30 99.54 this work d,e

BU (S) MP2/aug-cc-pVTZ (A) 175.57 183.28 this work

aSAFT-VR Mie EoS refers to SAFT-VR Mie equation of state and MD simulations
refers to molecular dynamics simulations. bTD refers to top-down methodology,
BU (S) refers to bottom-up methodology and supermolecular methods. c(A)
indicates that approach A objective function was minimized in the parameter
fitting procedure. dParameters obtained through personal communication with
professor Erich A. Müller (June 3rd, 2021), based on published works [106, 107].
eAARD% values calculated for the datasets of this work.
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Table D10 – AARD% values for thermophysical properties for fifteen molecules of different
chemical classes using top-down and bottom-up-based Mie potential parameters in
the SAFT-VR Mie equation of state.

AARD (%)
Molecule Methodologya Contextb ρ cv cp csound µJT Reference
hydrogen TD SAFT framework 0.75 7.43 6.35 1.38 23.64 [99]c

BU (S) MP2/aug-cc-pVTZ (A) 1.21 7.89 6.97 1.41 17.83 this work
nitrogen TD SAFT framework 0.39 0.92 0.70 0.56 10.14 [103]c

SAFT framework 3.36 2.04 2.06 4.30 75.48 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 18.05 3.44 11.59 12.89 462.50 this work
oxygen TD SAFT framework 0.46 1.66 0.69 1.13 19.41 [103]c

BU (S) MP2/aug-cc-pVTZ (A) 2.60 2.17 4.75 6.04 90.38 this work
fluorine TD SAFT framework 0.58 4.84 2.62 3.53 14.72 [103]c

SAFT framework 0.65 4.29 2.80 2.83 9.51 [87]c

SAFT framework 3.52 8.53 11.35 6.88 29.04 [107]c

BU (S) MP2/aug-cc-pVTZ (A) 18.33 8.30 14.04 15.43 167.89 this work
carbon monoxide TD SAFT framework 0.82 1.51 1.27 1.30 6.62 [103]c

SAFT framework 3.86 3.45 3.60 5.77 14.83 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 5.75 1.62 2.50 2.88 29.57 this work
carbon dioxide TD SAFT framework 2.81 5.54 1.71 5.95 16.08 [103]c

SAFT framework 3.58 4.94 2.61 4.47 22.62 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 8.57 5.81 9.27 8.86 70.16 this work
ethane TD SAFT framework 0.95 2.10 1.38 3.39 19.11 [103]c

SAFT framework 0.45 1.76 1.36 0.93 16.82 [87]c

SAFT framework 3.41 8.23 12.59 10.94 27.09 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 2.35 3.70 2.00 4.16 9.24 this work
propane TD SAFT framework 0.87 2.39 2.00 3.82 8.95 [103]c

SAFT framework 0.53 2.53 2.00 2.50 7.49 [87]c

SAFT framework 3.13 13.22 18.98 14.94 18.46 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 1.44 7.86 5.35 6.18 7.66 this work
n-butane TD SAFT framework 0.26 1.07 1.13 0.57 4.24 [103]c

SAFT framework 0.34 0.64 1.61 2.05 5.15 [87]c

SAFT framework 0.71 0.78 1.76 3.38 7.06 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 1.63 4.33 3.09 8.37 6.88 this work
isobutane TD SAFT framework 0.48 0.82 1.27 1.96 4.85 [103]c

SAFT framework 0.91 1.04 1.31 4.48 6.87 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 3.14 4.14 3.20 7.83 6.27 this work
ethene TD SAFT framework 0.92 2.63 2.71 1.74 156.23 [103]c

SAFT framework 3.37 7.99 10.62 13.51 172.80 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 1.85 8.06 11.06 12.02 253.40 this work
propene TD SAFT framework 0.98 1.58 1.13 3.01 24.85 [103]c

SAFT framework 4.03 3.51 5.96 8.58 21.66 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 21.41 2.78 1.44 10.98 23.14 this work
propyne TD SAFT framework 0.76 10.53 4.01 5.22 104.07 [103]c

BU (S) MP2/aug-cc-pVTZ (A) 22.26 10.39 18.86 64.81 503.32 this work
cyclopropane TD SAFT framework 0.96 6.32 3.16 6.03 93.64 [103]c

SAFT framework 4.29 7.38 10.71 11.04 197.13 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 13.52 6.59 11.63 51.52 536.41 this work
benzene TD SAFT framework 0.84 0.75 2.00 4.02 14.13 [103]c

SAFT framework 0.71 1.41 2.24 0.64 11.85 [87]c

SAFT framework 0.55 1.29 2.23 1.98 14.15 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 28.26 6.47 3.95 62.88 21.50 this work

aTD refers to top-down methodology, BU (S) refers to bottom-up methodology and supermolec-
ular methods, and BU (P) refers to bottom-up methodology and perturbational methods. b(A)
indicates that approach A objective function was minimized in the parameter fitting procedure.
cAARD% values calculated for the datasets of this work.
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Table D11 – Critical point and percentage deviation from NIST reference data calculated using
top-down and approach A bottom-up-based Mie potential parameters in the SAFT-
VR Mie equation of state for fifteen molecules of different chemical classes.

Value Deviation from NIST (%)
Molecule Methodologya Contextb Tcrit / K pcrit / atm ρcrit / kg¨m-3 Tcrit pcrit ρcrit Reference
hydrogen experimental - 33.15 1.30 31.26 - - - [95]

TD SAFT framework 37.46 1.57 29.76 13.03 20.76 4.81 [99]c

BU (S) MP2/aug-cc-pVTZ (A) 33.58 1.46 30.91 1.31 12.59 1.13 this work
nitrogen experimental 126.19 3.40 313.30 - - - [95]

TD SAFT framework 128.36 3.65 292.69 1.72 7.55 6.58 [103]c

SAFT framework 126.15 3.68 301.21 0.04 8.28 3.86 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 196.52 6.23 322.96 55.73 83.41 3.08 this work
oxygen experimental - 154.58 5.04 436.10 - - - [95]

TD SAFT framework 158.06 5.47 399.18 2.25 8.37 8.47 [103]c

BU (S) MP2/aug-cc-pVTZ (A) 174.18 5.68 384.01 12.68 12.73 11.94 this work
fluorine experimental - 144.41 5.17 592.86 - - - [95]

TD SAFT framework 146.74 5.60 533.16 1.61 8.36 10.07 [103]c

SAFT framework 146.14 5.66 559.26 1.19 9.39 5.67 [87]c

SAFT framework 144.14 5.65 553.58 0.19 9.26 6.63 [107]c

BU (S) MP2/aug-cc-pVTZ (A) 116.11 4.25 510.61 19.60 17.80 13.87 this work
carbon monoxide experimental - 132.86 3.49 303.90 - - - [95]

TD SAFT framework 134.94 3.73 283.48 1.57 6.87 6.72 [103]c

SAFT framework 132.90 3.79 296.40 0.03 8.53 2.47 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 147.81 4.46 309.79 11.25 27.70 1.94 this work
carbon dioxide experimental - 304.13 7.38 467.60 - - - [95]

TD SAFT framework 308.31 8.41 502.66 1.37 14.02 7.50 [103]c

SAFT framework 303.84 8.06 471.76 0.10 9.24 0.89 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 344.69 9.50 446.31 13.34 28.82 4.55 this work
ethane experimental - 305.32 4.87 206.18 - - - [95]

TD SAFT framework 312.34 5.39 190.62 2.30 10.65 7.55 [103]c

SAFT framework 310.99 5.47 205.39 1.86 12.27 0.38 [87]c

SAFT framework 305.54 5.41 203.68 0.07 11.09 1.21 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 331.99 6.06 201.86 8.73 24.44 2.10 this work
propane experimental - 369.89 4.25 220.00 - - - [95]

TD SAFT framework 375.81 4.74 213.47 1.60 11.52 2.97 [103]c

SAFT framework 375.73 4.76 219.65 1.58 11.91 0.16 [87]c

SAFT framework 369.84 4.72 225.99 0.01 11.10 2.72 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 403.99 5.20 209.21 9.22 22.37 4.91 this work
n-butane experimental - 425.13 3.80 228.00 - - - [95]

TD SAFT framework 432.77 4.34 239.17 1.80 14.28 4.90 [103]c

SAFT framework 432.10 4.26 227.52 1.64 12.09 0.21 [87]c

SAFT framework 424.89 4.17 223.69 0.06 9.81 1.89 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 475.85 4.79 216.86 11.93 26.19 4.89 this work
isobutane experimental - 407.81 3.63 225.50 - - - [95]

TD SAFT framework 413.45 4.09 233.52 1.38 12.78 3.56 [103]c

SAFT framework 407.57 3.95 219.41 0.06 8.98 2.70 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 479.96 4.93 220.02 17.69 35.93 2.43 this work
ethene experimental - 282.35 5.04 214.20 - - - [95]

TD SAFT framework 288.22 5.52 195.04 2.08 9.51 8.94 [103]c

SAFT framework 282.56 5.61 211.01 0.07 11.35 1.49 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 280.99 5.76 218.33 0.48 14.33 1.93 this work
propene experimental - 364.21 4.56 229.60 - - - [95]

TD SAFT framework 371.43 5.05 210.96 1.98 10.97 8.12 [103]c

SAFT framework 364.25 5.10 235.50 0.01 12.04 2.57 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 456.61 7.66 259.31 25.37 68.10 12.94 this work
propyne experimental - 402.38 5.63 244.92 - - - [95]

TD SAFT framework 414.25 6.38 225.32 2.95 13.38 8.00 [103]c

BU (S) MP2/aug-cc-pVTZ (A) 506.70 8.29 240.90 25.93 47.38 1.64 this work
cyclopropane experimental - 398.30 5.58 258.50 - - - [95]

TD SAFT framework 408.48 6.33 240.31 2.56 13.38 7.04 [103]c

SAFT framework 398.85 6.38 263.99 0.14 14.32 2.12 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 469.20 7.47 246.27 17.80 33.95 4.73 this work
benzene experimental - 562.02 4.91 304.70 - - - [95]

TD SAFT framework 573.39 5.47 277.98 2.02 11.50 8.77 [103]c

SAFT framework 567.76 5.52 308.19 1.02 12.41 1.15 [87]c

SAFT framework 561.54 5.46 304.17 0.09 11.20 0.17 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 1005.75 11.53 330.22 78.95 135.01 8.38 this work

aTD refers to top-down methodology, BU (S) refers to bottom-up methodology and supermolecular methods,
and BU (P) refers to bottom-up methodology and perturbational methods. b(A) indicates that approach A
objective function was minimized in the parameter fitting procedure. cPercentage deviation values recalculated
in this work.
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Table D12 – AARD% values for saturation properties for fifteen molecules of different chemical
classes using top-down and bottom-up-based Mie potential parameters in the SAFT-
VR Mie equation of state.

AARD% values
Molecule Methodologyb Contextc psat ∆Hvap Reference
hydrogen TD SAFT framework 27.39 33.67 [99]c

BU (S) MP2/aug-cc-pVTZ (A) 64.17 70.11 this work
nitrogen TD SAFT framework 0.40 2.16 [103]c

SAFT framework 7.71 2.91 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 95.81 100.31 this work
oxygen TD SAFT framework 0.58 1.78 [103]c

BU (S) MP2/aug-cc-pVTZ (A) 60.64 27.53 this work
fluorine TD SAFT framework 0.34 0.85 [103]c

SAFT framework 0.60 1.14 [87]c

SAFT framework 10.76 6.12 [107]c

BU (S) MP2/aug-cc-pVTZ (A) 821.72 36.66 this work
carbon monoxide TD SAFT framework 0.34 2.14 [103]c

SAFT framework 7.90 2.50 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 36.44 23.00 this work
carbon dioxide TD SAFT framework 0.45 5.14 [103]c

SAFT framework 8.51 1.07 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 31.90 16.41 this work
ethane TD SAFT framework 0.67 2.51 [103]c

SAFT framework 0.70 3.10 [87]c

SAFT framework 17.60 7.00 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 26.47 11.85 this work
propane TD SAFT framework 1.19 2.79 [103]c

SAFT framework 0.75 2.92 [87]c

SAFT framework 19.97 7.98 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 25.44 9.92 this work
n-butane TD SAFT framework 0.27 3.10 [103]c

SAFT framework 0.75 2.91 [87]c

SAFT framework 11.72 0.87 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 35.12 12.12 this work
isobutane TD SAFT framework 0.76 2.77 [103]c

SAFT framework 8.65 1.03 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 57.95 20.56 this work
ethene TD SAFT framework 0.38 2.30 [103]c

SAFT framework 12.12 4.93 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 16.26 4.46 this work
propene TD SAFT framework 1.07 2.57 [103]c

SAFT framework 17.60 7.44 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 74.59 36.71 this work
propyne TD SAFT framework 1.35 10.12 [103]c

BU (S) MP2/aug-cc-pVTZ (A) 66.99 59.39 this work
cyclopropane TD SAFT framework 0.38 6.51 [103]c

SAFT framework 15.00 4.08 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 53.05 40.24 this work
benzene TD SAFT framework 0.36 3.95 [103]c

SAFT framework 1.72 4.02 [87]c

SAFT framework 10.70 1.28 [104]c

BU (S) MP2/aug-cc-pVTZ (A) 99.15 131.95 this work

aSAFT-VR Mie EoS refers to SAFT-VR Mie equation of state and MD sim-
ulations refers to molecular dynamics simulations. bTD refers to top-down
methodology, BU (S) refers to bottom-up methodology and supermolecular
methods. c(A) indicates that approach A objective function was minimized
in the parameter fitting procedure. dParameters obtained through personal
communication with professor Erich A. Müller (June 3rd, 2021), based on
published works [106, 107]. eAARD% values calculated for the datasets of
this work.
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Table D13 – AARD% values for thermophysical properties of 26 molecules from different
chemical classes obtained using a predictive SAFT-VR Mie equation of state with
parameters derived from ab initio calculations performed in this study.

AARD% values
Chemical class Molecule ρ cv cp csound µJT

light gases helium 1.51 4.20 5.11 1.79 9.65
neon 6.70 1.20 4.84 3.07 109.30
argon 2.92 1.87 2.37 2.29 67.52
krypton 1.83 3.02 2.21 3.73 45.70
hydrogen 1.21 7.89 6.97 1.41 17.83
nitrogen 18.05 3.44 11.59 12.89 462.50
oxygen 2.60 2.17 4.75 6.04 90.38
fluorine 18.33 8.30 14.04 15.43 167.89
carbon monoxide 5.75 1.62 2.50 2.88 29.57
carbon dioxide 8.57 5.81 9.27 8.86 70.16

linear hydrocarbons methane 1.46 1.45 2.62 1.00 -
ethane 2.35 3.70 2.00 4.16 9.24
propane 1.44 7.86 5.35 6.18 7.66
n-butane 1.63 4.33 3.09 8.37 6.88

branched hydrocarbons isobutane 3.14 4.14 3.20 7.83 6.27
unsatured hydrocarbons ethene 1.85 8.06 11.06 12.02 253.40

propene 21.41 2.78 1.44 10.98 23.14
propyne 22.26 10.39 18.86 64.81 503.32

cyclic hydrocarbons cyclopropane 13.52 6.59 11.63 51.52 536.41
aromatic hydrocarbons benzene 28.26 6.47 3.95 62.88 21.50
refrigerants tetrafluormethane 3.26 2.93 5.16 2.46 -

fluoromethane 21.46 108.29 109.27 12.41 -
chlorotrifluoromethane 17.88 188.50 214.85 22.96 -
dichlorodifluoromethane 41.36 101.64 89.07 66.42 -
chlorodifluoromethane 16.25 161.16 181.33 20.17 -
dichlorofluoromethane 5.30 99.54 80.87 26.57 -
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Table D14 – Percentage deviation in relation to the real critical point of 26 molecules from
different chemical classes obtained using a predictive SAFT-VR Mie equation of
state with parameters derived from ab initio calculations performed in this study.

Deviation from NIST data (%)
Chemical class Molecule Tcrit pcrit ρcrit

light gases helium 105.45 176.87 20.95
neon 47.80 55.23 22.92
argon 1.11 5.00 6.32
krypton 3.95 10.37 5.60
hydrogen 1.31 12.59 1.13
nitrogen 55.73 83.41 3.08
oxygen 12.68 12.73 11.94
fluorine 19.60 17.80 13.87
carbon monoxide 11.25 27.70 1.94
carbon dioxide 13.34 28.82 4.55

linear hydrocarbons methane 0.77 9.42 4.65
ethane 8.73 24.44 2.10
propane 9.22 22.37 4.91
n-butane 11.93 26.19 4.89

branched hydrocarbons isobutane 17.69 35.93 2.43
unsatured hydrocarbons ethene 0.48 14.33 1.93

propene 25.37 68.10 12.94
propyne 25.93 47.38 1.64

cyclic hydrocarbons cyclopropane 17.80 33.95 4.73
aromatic hydrocarbons benzene 78.95 135.01 8.38
refrigerants tetrafluormethane 3.76 9.47 10.13

fluoromethane 0.96 2.97 24.58
chlorotrifluoromethane 12.11 18.10 10.92
dichlorodifluoromethane 27.99 41.73 6.45
chlorodifluoromethane 18.20 25.63 12.32
dichlorofluoromethane 2.95 8.09 13.93
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Table D15 – AARD% values for saturation properties of 26 molecules from different chemical
classes obtained using a predictive SAFT-VR Mie equation of state with parameters
derived from ab initio calculations performed in this study.

AARD% values
Chemical class Molecule psat ∆Hvap

light gases helium - -
neon - -
argon 15.31 1.75
krypton 14.37 18.09
hydrogen 64.17 70.11
nitrogen 95.81 100.31
oxygen 60.64 27.53
fluorine 821.72 36.66
carbon monoxide 36.44 23.00
carbon dioxide 31.90 16.41

linear hydrocarbons methane 28.39 4.23 -
ethane 26.47 11.85
propane 25.44 9.92
n-butane 35.12 12.12

branched hydrocarbons isobutane 57.95 20.56
unsatured hydrocarbons ethene 16.26 4.46

propene 74.59 36.71
propyne 66.99 59.39

cyclic hydrocarbons cyclopropane 53.05 40.24
aromatic hydrocarbons benzene 99.15 131.95
refrigerants tetrafluormethane 18.79 8.97 -

fluoromethane 150.23 20.07 -
chlorotrifluoromethane 33.24 9.19 -
dichlorodifluoromethane 80.48 39.17 -
chlorodifluoromethane 94.34 65.20 -
dichlorofluoromethane 1163.40 42.81 -
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APPENDIX E

Prediction of thermophysical properties for some

substituted-methane compounds

Description: This Appendix presents figures referring to the prediction of thermophysical prop-

erties that were not presented for some molecules throughout the dissertation. On the following

pages of this Appendix, predictions of thermophysical properties for fluoromethane, chlorotriflu-

oromethane, dichlorodifluoromethane, dichlorofluoromethane, and chlorodifluoromethane can

be found.
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Figure E1 – Predicted thermophysical properties for fluoromethane using approach A bottom-
up-based Mie potential parameters from MP2/aug-cc-pVTZ theory level energies in
the SAFT-VR Mie equation of state. Prediction of (a1) ρ , (b1) cv, (c1) cp, and (d1)
csound by SAFT-VR Mie equation of state. Prediction of (a2) ρ , (b2) cv, (c2) cp, and
(d2) csound by molecular dynamics simulations.
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Figure E2 – Predicted thermophysical properties for chlorotrifluoromethane using approach A
bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory level
energies in the SAFT-VR Mie equation of state. Prediction of (a1) ρ , (b1) cv, (c1)
cp, and (d1) csound by SAFT-VR Mie equation of state. Prediction of (a2) ρ , (b2) cv,
(c2) cp, and (d2) csound by molecular dynamics simulations.
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Figure E3 – Predicted thermophysical properties for dichlorodifluoromethane using approach
A bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory level
energies in the SAFT-VR Mie equation of state. Prediction of (a1) ρ , (b1) cv, (c1)
cp, and (d1) csound by SAFT-VR Mie equation of state. Prediction of (a2) ρ , (b2) cv,
(c2) cp, and (d2) csound by molecular dynamics simulations.



APPENDIX E. Prediction of thermophysical properties for some substituted-methane compounds 161

Figure E4 – Predicted thermophysical properties for dichlorofluoromethane using approach A
bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory level
energies in the SAFT-VR Mie equation of state. Prediction of (a1) ρ , (b1) cv, (c1)
cp, and (d1) csound by SAFT-VR Mie equation of state. Prediction of (a2) ρ , (b2) cv,
(c2) cp, and (d2) csound by molecular dynamics simulations.
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Figure E5 – Predicted thermophysical properties for chlorodifluoromethane using approach A
bottom-up-based Mie potential parameters from MP2/aug-cc-pVTZ theory level
energies in the SAFT-VR Mie equation of state. Prediction of (a1) ρ , (b1) cv, (c1)
cp, and (d1) csound by SAFT-VR Mie equation of state. Prediction of (a2) ρ , (b2) cv,
(c2) cp, and (d2) csound by molecular dynamics simulations.


