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Resumo

O estudo de modelos nos quais a variavel de resposta estd sujeita a limites de deteccao, tem
sido de interesse em muitas areas da estatistica. Este tipo de dados surgem frequentemente
em monitoramento ambiental, medicina, economia, agronomia e biologia. A maioria dos
modelos existentes na literatura para lidar com dados censurados assume uma distribuicao
normal para a variavel de resposta, e essa suposicao pode ser irrealista na presenca de
desvios da normalidade ou de outliers. Neste trabalho, propomos uma série de modelos que
consideram distribuig¢oes assimétricas e de caudas pesadas, como as distribui¢oes Student-¢

e skew-t, para lidar com observagoes censuradas e/ou faltantes na varidvel de resposta.

Os parametros dos modelos sao estimados utilizando o algoritmo Expectation-Maximization
(EM) (Dempster et al., 1977), um método amplamente utilizado para aproximar iterativa-
mente as estimativas de maxima verossimilhanga (ML). Este algoritmo exige o célculo
de algumas esperancas condicionais. Em nossos modelos, isso inclui os dois primeiros
momentos das distribui¢oes Student-t, skew-t e extended skew-t. Para calcular os mo-
mentos da distribuicao Student-t, desenvolvemos um método baseado na integracao de
Monte Carlo, complementado por resultados derivados da esperanga condicional (veja, por
exemplo, Galarza et al., 2021c). Além disso, quando as esperangas condicionais nao podem
ser derivadas de forma explicita, empregamos uma versao de aproximacao estocastica do
algoritmo EM, conhecido como algoritmo SAEM (Delyon et al., 1999), para a estimagcao
dos parametros. Para cada modelo, também fornecemos procedimentos para aproximar o
erro padrao das estimativas e expressoes para prever observagoes futuras. As propriedades
assintéticas e a robustez das estimativas sao demonstradas através de estudos de simulacgao,

e aplicagoes em conjuntos de dados reais sao apresentadas para esses modelos.

Palavras-chave: Observacoes censuradas. Familia de distribui¢oes elipticas. Algoritmo

EM. Distribuig¢oes de caudas pesadas. Distribui¢oes assimétricas. Distribui¢oes truncadas.



Abstract

The study of models where the variable of interest is subjected to threshold values below,
above, or both has been the scope of many areas of the statistic. Such data frequently arise
in environmental monitoring, medicine, economics, agronomy, and biology. While most of
the models to deal with censored data in the literature assume a normal distribution for
the response variable, this assumption can be unrealistic in the presence of deviations from
normality or outliers. In this work, we propose a series of models considering asymmetric
and heavy-tailed distributions, such as the Student-¢ and skew-t distributions, to handle

censored and missing observations in the response variable.

The parameters of the models are estimated using the Expectation-Maximization (EM)
algorithm (Dempster et al., 1977), a widely used method for iteratively approximating
the maximum likelihood (ML) estimates. This algorithm requires the computation of
certain conditional expectations, specifically for our models, the first two moments from
the Student-t, skew-t, and extended skew-t distributions. To compute these moments
from the Student-t distribution, we develop a method based on Monte Carlo integration
and results derived from the conditional distribution (see, for instance, Galarza et al.,
2021c). Additionally, when conditional expectations cannot be derived in a closed form,
we employ a variation of the EM algorithm, known as the Stochastic Approximation
EM (SAEM) algorithm (Delyon et al., 1999), for parameter estimation. For each model,
we also provide procedures to approximate the standard error of the estimates and
expressions for predicting future observations. The asymptotic properties and robustness
of the estimates are demonstrated through simulation studies, and applications to real

datasets are presented for these models.

Keywords: Censored observations. Elliptical family of distributions. EM algorithm. Heavy-

tailed distributions. Skewed distributions. Truncated distributions.
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Introduction

The study of models where the variable of interest is subjected to certain
threshold values, whether below, above, or both, has been the scope of many statistical
areas. This data type frequently appears in environmental monitoring, medicine, economics,
agronomy, and biology, among others. For instance, Lachos et al. (2017) investigated the
level of contamination by dioxin (2,3,7,8-tetrachlorodibenzo-p-dioxin or TCDD) in a
Missouri River, USA, using a spatially censored linear model. This dataset exhibited
various detection limits depending on the measurement instruments employed. Similarly,
Matos et al. (2016) proposed linear and nonlinear censored mixed-effects models to analyze
the human immunodeficiency virus (HIV) behavior from UTI data and clinical trial ACTG
315 data, respectively, focusing on the frequently left-censored quantification of HIV-1
RNA viral load.

Most models in the literature dealing with censored data assume a normal
distribution for the response variable. However, this assumption can be unrealistic when
deviations from normality or outliers exist. The Student-¢ model, with its robust approach,
offers a practical alternative. For instance, Matos et al. (2013b) and Lachos et al. (2019)
demonstrated that the Student-t linear mixed-effects censored model outperforms the
normal model in analyzing UTT data. This study pertains to the health of 72 perinatal
HIV-infected children.

Moreover, datasets often exhibit skewness alongside censoring. Some authors
have typically analyzed such data using a symmetric distribution, often after a transforma-
tion. Galarza et al. (2022b) proposed a multivariate regression model with a skew-normal
distribution for the error term to circumvent this. They showed that, without transforming
the response, a model with asymmetrical errors better fits the dissolved trace metals
data. Also, using the skew-normal distribution, Mattos et al. (2022b) developed a linear
mixed-effects model for censored responses, concluding that the aforementioned UTI data

exhibit skewness.

Additionally, one of the most popular algorithms for handling missing and
partially observed data is the Expectation-Maximization (EM) (Dempster et al., 1977)
algorithm, which is frequently employed because of its facility to treat censored data.
Typically, this algorithm requires the computation of conditional truncated moments,
usually the first two. Consequently, developing more efficient methods for calculating the
moments of truncated distributions has been an area of significant interest. For example,
recently, Kan & Robotti (2017) proposed a recursive approach for computing arbitrary-

order product moments of truncated multivariate normal (TMVN) distributions, which is
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implemented in the R library MomTrunc (Galarza et al., 2021a). In contrast, Galarza et al.
(2021c) developed a recurrence approach to compute arbitrary-order product moments
of folded and truncated multivariate t (TMVT) distributions. Meanwhile, Galarza et al.
(2022a) derived the moments for a doubly truncated selection elliptical class of distributions,

including some multivariate asymmetric versions of elliptical distributions.

Other algorithms employed to handle partially observed data include the
Stochastic Approximation EM (SAEM) (Delyon et al., 1999) and Monte Carlo EM (MCEM)
(Wei & Tanner, 1990), which replace conditional expectations with approximations requiring
random draws from a truncated distribution. Hence, various methods have been developed
to generate random samples from truncated distributions, with rejection sampling being
the most common technique. However, this method can be inefficient, especially when
the truncation interval is small. To address this, Kotecha & Djuric (1999) proposed an
approach based on the Gibbs sampling algorithm for generating vectors from TMVN
distributions, and Ho et al. (2012) suggested the slice sampling algorithm for generating

random observations from the TMVT distributions.

Therefore, firstly, we develop a general method to simulate from any truncated
multivariate elliptical distribution with a strictly decreasing density generating function
(dgf) as an extension of the algorithm proposed by Ho et al. (2012), improving the
computational time needed for sampling. Using conditional expectation properties, we also
propose an algorithm to approximate the moments of the most common distribution of this
class, such as the truncated multivariate normal, Student-¢, slash, contaminated normal,
and Pearson VII distributions. This method requires less CPU time when compared with
the existing ones since it deals with the truncated and non-truncated parts of the vector
separately. Both methods will be used in several applications related to a linear spatial
model with censored responses, censored regression models considering autoregressive
errors with Student-¢ innovations, multivariate censored regression models with errors
following skew-t distribution, and linear mixed-effect models with censored response using

skew-t distribution.

This thesis unfolds through chapters that apply various models and techniques

to handle censored data. The organization of the thesis is as follows:

Chapter 1: This chapter reviews the background material, including definitions

and methodologies. It also describes the datasets used throughout the thesis.

Chapter 2: We propose an algorithm to generate random numbers from any
member of the truncated multivariate elliptical family of distributions with a strictly
decreasing density generating function based on the slice sampling algorithm (Neal, 2003);
this extends the algorithm initially proposed by Ho et al. (2012). We also provide a
faster approach to approximate the first and the second moments for specific truncated

multivariate elliptical distributions using Monte Carlo (MC) integration for the truncated
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partition and explicit expressions for the non-truncated part (Galarza et al., 2022a).
Methods are accessible in the R library relliptical (Valeriano et al., 2022).

Chapter 3: We compare the EM, SAEM, and MCEM estimates for the
censored spatial linear model previously discussed by Lachos et al. (2017) and Ordonez
et al. (2018) with parameters estimated via the SAEM algorithm. Additionally, we provide
a methodology to approximate the standard error of the estimates using the squared
root of the inverse of the observed information matrix, following the method proposed by
Louis (1982). All methods are available in the R package RcppCensSpatial (Valeriano
et al., 2021a), which utilizes algorithms from Chapter 2 to generate random numbers and

approximate moments from the TMVN distribution.

Chapter 4: We develop an SAEM algorithm to estimate the parameters of
a censored linear regression model where regression errors are autocorrelated, and the
innovations follow a Student-¢ distribution. Several simulation studies are conducted to
examine the asymptotic properties and robustness of the estimates. The methods are
illustrated using two datasets with left-censored and missing observations. The codes are

available in the package ARCensReg (Schumacher et al., 2016).

Chapter 5: We propose a multivariate linear model with censored responses
considering the multivariate skew-t distribution for the error term. This work addresses the
need for asymmetric and heavy-tailed distributions in regression error. The proposed EM
algorithm for maximum likelihood estimation employs closed-form expressions at the E-step
based on formulas for the mean and variance of truncated multivariate extended skew-t
(EST), skew-t (ST), and Student-t distributions. Moments from the latter distribution are
computed using the method from Chapter 2.

Chapter 6: This chapter extends the work of Mattos et al. (2022b) by simul-
taneously considering asymmetric and heavy tails in the random effect distribution. We
develop a linear mixed-effects model for censored responses using the skew-t distribution.
Several simulation studies are conducted to evaluate the asymptotic properties and ro-
bustness of the parameter estimates obtained via the EM-type algorithm. The method is
also applied to analyze the RNA viral load in HIV-1 infected patients, with the dataset
being left-censored at the threshold log,,(50). The codes will be available in the package
skewlmm (Schumacher et al., 2023).

Chapter 7: We present final remarks and further research related to this

thesis.
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The majority of the material in this thesis is based on original publications.

Below is a list of the chapters primarily based on those publications:

Chapter 2 and 3.

Valeriano, K. A., Galarza, C. E., and Matos, L. A. (2023). Moments and random number
generation for the truncated elliptical family of distributions. Statistics and Computing,
DOI: 10.1007/s11222-022-10200-4. Reproduced with permission from Springer Nature.

Chapter 4.
Valeriano, K. A., Schumacher, F. L., Galarza, C. E., and Matos, L. A. (2024). Censored

autoregressive regression models with Student-¢ innovations. Canadian Journal of Statis-
tics, DOL: 10.1002/cjs.11804.
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1 Preliminaries

This chapter provides an overview of the algorithms employed throughout this
thesis to derive the maximum likelihood (ML) estimates for problems involving partially
observed data. Additionally, we introduce essential notations and basic definitions used in

our analyses.

A random variable with a Gamma distribution is denoted by Gamma(c, 3),
where o > 0 is the shape parameter and § > 0 is the rate parameter. A random variable X
uniformly distributed over the interval (a,b) is represented as X ~ U(a,b). The notation
N,(p,X) specifies a p-variate normal distribution with mean vector p and variance-
covariance matrix 3. Similarly, ¢,(p, X, v) denotes the p-variate Student-t¢ distribution
with location parameter vector u € R? | a positive definite scale matrix X € RP*? and v > 0
degrees of freedom. The probability density function (pdf) and cumulative distribution
function (cdf) for this distribution are represented by t,(.; p, 3, v) and T,(.; pu, 3, v),
respectively. When p = 1, the index p is omitted. If z = 0 and o = 1 (the standard case),
the notations ¢(.;v) and T'(.;v) are used for the pdf and cdf, respectively.

Additionally, the term ind means independent, and 7id stands for independent
and identically distributed. The symbol I, denotes a p x p identity matrix, AT represents

the transpose of matrix A, |A| denotes the determinant of a square matrix A, and

o0
['(a) = J 2% 'e *dz is the gamma function evaluated at a > 0.
0

1.1 The EM, MCEM, and SAEM algorithms

1.1.1 The EM algorithm

The expectation-maximization (EM) algorithm was first introduced by Demp-
ster et al. (1977) and provides a general approach for iteratively computing maximum
likelihood (ML) estimates in the presence of incomplete data. Its name comes from the fact
that each algorithm iteration consists of an expectation step followed by a maximization
step. The main features of the EM algorithm are the ease of implementation and the

stability of monotone convergence.

Let 0 be the parameter vector and y, = (yI, y;)T denote the complete data,
where y, and y,, are the observed and missing/censored (incomplete) data, respectively.
The EM algorithm maximizes the complete-data log-likelihood function £.(8;y,) at each

iteration until convergence. The algorithm proceeds as follows:

« E-step: Compute the conditional expectation of the complete log-likelihood function
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A(k ~(k
Qr(0) =E [66(0; V) | Yo, 0! )], where 8" is the estimate of 8 at the kth iteration.

k+1
o M-step: Maximize Q;(0) with respect to 6 to update the estimate to 0 )

This process is iterated until some distance between two successive evaluations of the

actual log-likelihood function becomes small enough.

Although the EM algorithm is a powerful tool when the analytical expressions
required by the E-steps have a closed form, it becomes a problem when the analytical
expressions cannot be evaluated. The required expectations may be approximated using

Monte Carlo (MC) integration techniques in such cases.

1.1.2 The MCEM algorithm

The Monte Carlo EM (MCEM) algorithm is a variation of the standard EM
algorithm that incorporates Monte Carlo methods to approximate the expectation in
the computation of Q(0). This approach is based on a large number of independent
simulations of the missing data (Wei & Tanner, 1990). In the MCEM algorithm, the E-step
is replaced by the following two steps:

1. Simulation: Generate L samples of the missing data y(l) [ =1,...,L from the

conditional distribution f(y,, | " ,yo).

2. Approximation: Update Q(€) by

Mh

(e(0;¥4),,). (1.1)
=1

If L =1, the algorithm reduces to the stochastic EM algorithm (Celeux, 1985).
On the other hand, using large values of L leads to more accurate estimates, but the
algorithm becomes slow (Booth & Hobert, 1999). Hence, Wei & Tanner (1990) suggested
using smaller values of L in the initial iterations when the parameter estimates are
relatively far from their true values, and gradually increasing L as the iterations increase.
However, the MCEM algorithm may not converge in the same manner as the conventional
EM algorithm. Typically, the estimates 0 keep varying around the maximum, and the
variability depends on L. One strategy to mitigate this issue is to average the parameter

estimates over the final iterations of the algorithm.

1.1.3 The SAEM algorithm

As an alternative to the computationally intensive MCEM algorithm, Delyon
et al. (1999) proposed the Stochastic Approximation EM (SAEM) algorithm, which modifies

the E-step to include both a simulation step and an integration step through stochastic
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approximation while leaving the maximization step of the EM algorithm unchanged.
This adaptation, noted for its robust theoretical properties, accurately estimates the true
parameters and converges to the global maximum under general conditions. The E-step of
the SAEM algorithm is structured as follows:

1. Simulation: Draw M samples of the missing data, yU* [ = 1,..., M, from the

m

A (k
conditional distribution f(y,, | 0( ), Y,)-

2. Stochastic approximation: Update Qx(0) according to

M
Qu(0) = Qu1(8) + 0 <]\1/[Z€c(0;y,(fj’l),yo) - @k—1(9)> , (1.2)
=1

where d; is a smoothing parameter defined as a decreasing sequence of positive

0 0
numbers satisfying 2 dr = o0 and Z 62 < oo (Kuhn & Lavielle, 2005).
k=1 k=1

Following Galarza et al. (2017), we adopt the variable d; as

1, if 1 <k<cW,
% = L fewai<kew (1.3)
F—av € sEsT

where W is the maximum number of iterations, and ¢ is a cutoff point (0 < ¢ < 1) that

determines the percentage of initial iterations with no memory. If ¢ = 0, the algorithm will
have a memory for all iterations and hence will converge slowly to the ML estimates, and
W needs to be large. If ¢ = 1, the algorithm will be memory-free, it will converge quickly
to a solution neighborhood, and the algorithm will initiate a Markov chain leading to a
reasonably well-estimated mean after applying the necessary burn-in and thinning steps.
A number between 0 and 1 (0 < ¢ < 1) will assure an initial convergence in distribution to
a solution neighborhood for the first ¢cWW iterations and an almost sure convergence for the

rest of the iterations.

The choice of ¢ and W could impact the convergence speed; therefore, it is
recommended to choose ¢ and W such that 50 < ¢V < 100 (Kuhn & Lavielle, 2005). A
graphical approach can monitor the convergence of the estimates for all parameters and
determine the values for these constants, as Lavielle (2014) suggested. An advantage of
the SAEM algorithm is that, even though it performs an MCMC E-step, it only requires a
small and fixed sample size M (suggested to be M < 20), making it much faster than the
MCEM algorithm.

1.2 Standard error approximation

The EM algorithm does not provide the variance-covariance matrix of the

ML estimates. As an alternative, we can approximate it by the inverse of the observed
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information matrix, which can be derived from the negative of the second derivatives
(hessian matrix) of the observed log-likelihood function:

I,(6) - _UB:y,)

14
0000" (L4)

Calculating the Hessian matrix of the observed log-likelihood can be challenging.
To address this, Louis (1982) introduced a method for extracting the observed information
matrix when utilizing the EM algorithm for ML estimation. Define S.(y.; @) and B.(y,; 0)
as the first derivative and the negative of the second derivative of the complete-data
log-likelihood function with respect to the parameter vector 6, respectively. Similarly, let
So(y,;0) and B,(y,; @) be the derivatives of the log-likelihood function of the observed

data. The observed information matrix is given by
Io(0> = Bo(y(); 0)
= E[Bu(y:0) |y, —E[Sc(y.:0)S. (v::0) | ¥o] + So(¥,:0)S, (y,:0).  (1.5)

The first term in (1.5) represents the conditional expected observed information
matrix of the full data, and the remaining terms denote the observed information matrix
associated with the missing or censored data. The proof of this result can be found in
Louis (1982) or Walsh (2006). The authors also demonstrated that the third term in (1.5)
is equal to E[S.(y.; 0)|y,], and by definition of the EM algorithm, this term is equal to
zero at the ML estimates 8, i.e., So(y,;0) = E[S.(y.;0)|y,] = 0. Then, the observed

information matrix at the ML estimate can be expressed as follows
L,(0) = E|B.(y.:0) | v,| ~E[S.(v.:0)S! (v.:0) | v, . (1.6)

The computational complexity increases when these expectations are difficult

to calculate analytically, but they can be estimated via the Monte Carlo method as

_Za% (6;y") 12 0.(0;yY) (00.(8;y0)\ " (1.7)
000" L&~ 06 00 ’ '

where y = (y/,yU™)T for e {1,..., L}, represents the complete data composed of the

observed data and simulated missing data from the conditional distribution f(y,,|€,y,)-

Furthermore, when the SAEM algorithm is used to estimate the parameters,
Delyon et al. (1999) adapted Louis” method to compute the observed information matrix.

This adaptation involves calculating additional terms as outlined:

H, = G + ALA], (1.8)

020.(0: (k,l) agc 0: (k1) (%c 0: (kD) T
Gk_Gk1+5k<MZ( ( 'Y )+ (>y ) (?y ) _Gk—l : and

i\ 06007 0 26

0Le(0;y*) )
Ak—Ak1+5k< _Ak—l ,
M; 00
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with y®9 = (yI, y®UT heing the complete data at iteration (k,1) for k € {1,..., W}
and [ € {1,..., M}. The inverse of the limiting value of Hy, can be used to assess the

dispersion of the estimators (Delyon et al., 1999).

On the other hand, for independent observations, a consistent estimator for
the Fisher information matrix is the empirical information matrix (Meilijson, 1989), which

is given by

n

1
=D s(y:0)s(y;:0)" — ~S(y:0)S(y;0)", (1.9)
i=1

where S(y;0) = Z s(y;;0) and s(y;; 0) = s;(0) is the empirical score function for the ith
i—1

sample unit (see Meilijson, 1989; Lin, 2010). According to Louis (1982), the individual
score can be determined as
0f(y; 0) i (03 y;)
Yo V) g | L\ Vi) o g
6 00 PYoUl

with £;.(0;y,;) and y; denoting the complete-data log-likelihood function and the observed

si(0) =

data for the 7th observation, respectively. Substituting the ML estimates 6 into 0, we get
S(y; 5) = 0, then (1.9) is reduced to

- isi(é) s:(0)7. (1.10)

1.3 Case studies

This section presents the datasets that will be analyzed in this thesis.

1.3.1 Missouri dioxin contamination data

The Missouri dioxin contamination dataset pertains to a study of contamination
level by dioxin (2,3,7,8-tetrachlorodibenzo-p-dioxin or TCDD) at sampled points along
the road in Missouri, USA (Zirschky & Harris, 1986). This study aimed to determine
contamination levels and identify areas requiring cleanup. The dataset contains 127
observations distributed in an area of 3600 x 65 m? on the shoulders of a country road,
with 43% of the observations (55 sites) being left-censored, i.e., falling below the detection
limit, which ranges from 0.10 to 0.79 mg/kg. For illustration purposes, the reported data is
treated as coming from a single sampled location. The spatial directions are the z-direction
(measured in 1/100 ft) taken parallel to the road, and the y-direction (in ft) represents
the direction perpendicular to the road. Refer to Zirschky & Harris (1986) and Fridley
& Dixon (2007) for more details. This data is available in the R package CensSpatial
(Ordonez et al., 2020).

Figure 1 illustrates the sampled locations, where each bold point represents

a censored observation and each white point an observed value. The size of each point
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reflects the magnitude of the observed value, which varies between 0.10 and 48.05 mg/kg.
It is worth mentioning that this data was first analyzed by Zirschky & Harris (1986), who
concluded that the data appeared to be log-normally distributed. Hence, the logarithms
of the observed responses were used in the analysis. The dataset was further examined
by Lachos et al. (2017) and Ordonez et al. (2018), who employed an SAEM algorithm
to estimate model parameters. Using information criteria (AIC and BIC), both studies
determined that an exponential correlation function best assessed the data’s correlation.
Lachos et al. (2017) also identified four observations as potentially influential in the

estimation of parameters.

Figure 1 — Missouri data. Level of TCDD observed on each location, where o represents
an observed value and e represents a left-censored value.
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1.3.2  Ammonia-nitrogen concentration data

The ammonia-nitrogen (NH3-N) measurements were taken in the Samish River
in Washington State, USA. The data were collected monthly by the Washington State
Department of Ecology, and it is available for free download on the official website

(https://ecology.wa.gov).

In this work, we consider a subset of the data that consists of n = 248
observations of the NH3-N concentration in mg/L monthly measured from May 1999 to
December 2019. Measurements less than 0.01mg/L were labeled as undetected, and such
concentrations were listed as censored. Another feature to be considered in this data is
that it is not evenly spaced; when this happens, a blank observation is added and treated
as missing. Therefore, the dataset contains 102 (41.13%) censored observations and 3
(1.21%) missing observations. Figure 2 shows the ammonia-nitrogen concentration time

series, where the red dotted line represents the detection limit.

Following De Abreu et al. (2022), the predictors dissolved oxygen (DO) in mg/L,
pH, and temperature (T) in °C' could have a statistical effect on the ammonia-nitrogen. An

analysis of the temporal behavior of these covariates is therefore conducted. The boxplot
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Figure 2 — Ammonia-concentration data. Time series plot of the NHz — N (black line)
and the detection limit (red dotted line).
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of the covariates by month is shown in Figure 3, where we can see that the DO varies from
9.0 to 13.9 mg/L, decreasing from January to July, remaining constant (in median) from
July to September and then increasing. Besides, the pH varies from 6.6 to 8.4, slightly
increasing from January to July, and then decreasing. On the other hand, the temperature
varies from 0.8°C' to 18.1°C', with the highest temperatures happening in July. It is worth
mentioning that the summer in Washington goes from June to August, while the lowest

temperatures were observed from December to February during the winter.

Figure 3 — Ammonia-nitrogen concentration data. Boxplot for the dissolved oxygen (mg/L),
14 ° °
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1.3.3 Phosphorus concentration data

The phosphorus concentration levels indicate the river water quality since, for
instance, excessive phosphorus in surface water may result in eutrophication. Phosphorus
concentration data of West Fork Cedar River at Finchford, Iowa, USA, was collected
under the ambient water quality program conducted by the Iowa Department of Natural

Resources (Iowa DNR). This data is available in the package ARCensReg (Schumacher
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et al., 2016). The data consists of n = 181 observations of phosphorus concentration
(P) in mg/L monthly measured from October 1998 to October 2013. The phosphorus
concentration measurement was subject to a detection limit (DL) of 0.02, 0.05, or 0.10
mg/L, depending on the time, and therefore 28 (15.47%) observations are left-censored.
Moreover, there are 7 (3.87%) missing observations from September 2008 to March 2009
due to a program suspension caused by a temporary lack of funding. Figure 4 displays the

phosphorus concentration (P) time series; the red dotted line represents the DLs.

Figure 4 — Phophorus concentration data. Time series plots of P (black line) and the limit
of detection (red dotted line). Censored observations are marked by circles.
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This dataset was previously analyzed by Schumacher et al. (2017), considering
a censored regression model with independent errors under the normal distribution. The
analysis indicated that the assumption of independent errors is not valid, and hence, a
model with autocorrelated errors was evaluated. Based on information criteria and the
mean squared prediction error (MSPE), this last study concluded that the error modeled
as an autoregressive (AR) process of order one best fits this data. The authors also found
some influential observations. A similar dataset was studied by Wang & Chan (2018), who
proposed a quasi-likelihood estimation method for censored autoregressive models with

exogenous variables.

1.3.4 Trace metals in freshwater streams data

This dataset includes data on the concentration levels of five dissolved trace
metals —copper (Cu), lead (Pb), zinc (Zn), calcium (Ca), and magnesium (Mg)— measured
at 184 randomly selected freshwater sites across Virginia. The concentrations for Cu, Pb,
and Zn are expressed in micrograms per liter (ug/L) of water, while the concentrations for
Ca and Mg are in milligrams per liter (mg/L). The detection limits are set at 0.1 ug/L
for Cu and Pb, 1.0 ug/L for Zn, and vary between 0.5 mg/L and 1.0 mg/L for Ca and

Mg, depending on the timing of measurements. The dataset also indicates the proportion
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of measurements below the detection limits, known as left-censored values: 2.7% for Ca,
4.9% for Cu, 9.8% for Mg, 38.6% for Zn, and 78.3% for Pb.

Figure 5 shows the histogram for each original metal concentration level with
the detection limits and censoring proportion. Here, all the distributions are right-skewed

and heavy-tailed.

Figure 5 — VDEQ data. Histograms of the original five trace metal concentrations: Cu,
Pb, Zn (in pg/L of water), Ca, and Mg (in mg/L of water). The red dashed
lines represent the detection limits.

Cu Pb Zn

209 . I 0.54 . .

i Detection limit = 0.1 204 Detection limit = 0.1 ' : Detection limit = 1.0
'R 0.4+ |i
15 ! 154 :
1.0 10- 037 1
0.29 |i
J \
0.5 54 0.14 |v
.

0.04, ; ; ! o= ; ; =1 0015 ; ; ;
%‘ 2 3 4 0.25 0.50 0.75 1.00 10 20 30
c
] Ca Mg

" Detection limit = 0.5 or 1.0 0.3 Detection limit = 0.5 or 1.0
0.097 :
0.06 0.2
0034 0.1
000 L IE‘ T T — T = OO- ™ T T T
0 20 40 60 0 10 20 30

Concentration level

Galarza et al. (2022b) recently analyzed this dataset, concluding through a
likelihood ratio test (LRT) that the skewness parameter is different from zero for the model
that considers the original variables. On the other hand, when a logarithmic transformation
is applied, the LRT does not reject the null hypothesis, i.e., A = 0.

1.3.5 Stellar abundances data

The Stellar abundances dataset consists of 3 measured variables for n = 68
solar-type stars, 39 stars known to host planets, and 29 in a control sample of stars without
planets. The proportion of left-censored and missing values is 17.6% and 47.1% for Be
and Li, respectively. Moreover, 51.5% of the stars had all measures fully observed, 32.3%
had one metal partially detected, and the other 16.2% had both partially detected. This
dataset has been analyzed by Santos et al. (2002) using a nonparametric approach, and it

is available in the R package astrodatR (Feigelson, 2014).

Figure 6 shows the scatter plot of the logarithm of beryllium (top) and lithium
(bottom) against the temperature in Kelvin degrees/1000 for stars known to host planets
(right) and the control sample stars (left). Here, black points represent completely observed
values, blue points denote left-censored observations, which are also depicted by the

direction of the arrow, and red symbols are representing missing data.
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Figure 6 — Stellar data. Scatter plot for the logarithm of beryllium (top) and lithium
(bottom) abundances against temperature.
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1.3.6 A5055 data

The A5055 dataset comes from the AIDS clinical trial study A5055 (Wang,
2013), which involves 44 infected patients with the human immunodeficiency virus type
1 (HIV-1). These patients were treated with one of the two potent antiretroviral (ARV)
therapies: IDV 800myg twice daily (q12h) plus RTV 200mg q12h (treatment 1), or IDV
400mg q12h plus RTV 400mg q12h (treatment 2). In AIDS research, plasma viral load
(number of RNA copies) and its trajectories are crucial for diagnosing HIV-1 disease
progression post-ARV treatment (Paxton et al., 1997). Another important immunologic

marker for monitoring disease progression in AIDS studies is the cluster of differentiation

4 (CDA4).

The dataset includes plasma viral load measurements (in copies per milliliter)
and CD4 cell counts, collected at approximately days 0, 7, 14, 28, 56, 84, 112, 140, and
168 of follow-up for each patient. This study focuses on the longitudinal trajectories of
RNA viral load, converted to a log-base-10 scale and denoted by log;(RNA). The lower
detection limit for RNA viral load is 50 copies/milliliter, corresponding to 1.698 on the
log-base-10 scale, with 33.5% (106 out of 316) of measurements below this quantification
limit (left-censored). Figure 7 shows the trajectories of immunologic responses over time.
The red dashed line denotes the detection limit, log;,(50), and the blue points represent

the mean of the viral load per week.
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Figure 7 — A5055 data. Trajectories of log;,RNA for 44 HIV-1 infected patients who were
randomized in two IDV-RTV regimens. The blue line denotes the mean of the
viral load per week, and the red dashed line indicates the detection limit.

6 1

log1o HIV-1 RNA

Time (week)



34

2 Moments and random number generation
for the Truncated Elliptical family of distri-

butions

2.1 Introduction

The use of truncated distributions arises in a wide variety of statistical mod-
els, such as survival analysis, censored data models, Bayesian models with truncated
parameter space, and abound in agronomy, biology, environmental monitoring, medicine,
and economics. Algorithms like Expectation-Maximization (EM) (Dempster et al., 1977)
are employed frequently in multivariate censored data analysis under a likelihood-based
perspective for its facility to deal with missing and partially observed data. This algorithm
requires the computation of conditional truncated moments, commonly the first two mo-
ments. For example, Matos et al. (2016) and Matos et al. (2013b) estimated the parameters
of a censored mixed-effects model for irregularly repeated measures via the EM algorithm,
which needed to compute the first two moments of a truncated multivariate ¢ (TMVT)
and a truncated multivariate normal (TMVN) distributions, respectively. Variations of the
EM algorithm, such as Stochastic Approximation EM (SAEM) (Delyon et al., 1999) and
Monte Carlo EM (MCEM) (Wei & Tanner, 1990), replace the conditional expectations
with an approximation that requires drawing independent random observations from a
truncated distribution. For instance, Lachos et al. (2017) estimated the parameters of
a linear spatial model for censored data using the SAEM algorithm, which needed to
generate random samples from the TMVN distribution to perform the stochastic approxi-
mation step. More recently, using the SAEM algorithm, Lachos et al. (2019) proposed a
robust multivariate linear mixed model for multiple censored responses based on the scale
mixtures of normal (SMN) distributions. Moreover, Gelfand et al. (1992) showed how to
perform Bayesian analysis for constrained parameters or truncated data problems using
Gibbs sampling. Therefore, sampling random observations and computing moments from

truncated distributions is a task of considerable interest.

There are several methods to generate random samples from a truncated
distribution in the literature, making the rejection sampling (RS) technique the most
common. For instance, in the simplest case, when the non-truncated distribution is
considered as the “proposal” probability density function (pdf), the RS method draws
samples from the latter and retains only the samples inside the support region. However,

the procedure may be inefficient for truncated distributions, especially when the truncation
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interval is too small or located at a less probable area of the pdf. As an alternative,
Robert (1995) proposed an accept-reject algorithm, which dramatically improves the RS
method’s efficiency for simulating one-dimensional truncated normal distributions. This
method is available through the R (R Core Team, 2021) function rtnorm (Hadfield,
2022). Besides, the Gibbs sampler algorithm is the most commonly used Markov Chain
Monte Carlo (MCMC) method, which generates random observations from a multivariate
density by sampling in succession from the full conditional distributions. Nevertheless, its
implementation may need methods for sampling from nonstandard univariate distributions.
See that an extension to the multivariate framework of the accept-reject algorithm was
implemented through a Gibbs sampler (Geman & Geman, 1984; Gelfand & Smith, 1990).

Later, some automatic and self-tuning samplers for univariate distributions
emerged, such as the adaptive rejection sampling (ARS) (Gilks & Wild, 1992), the
adaptive rejection Metropolis sampling (ARMS) (Gilks et al., 1995), the adaptive rejection
Metropolis sampling using Lagrange interpolation polynomials of degree 2 (ARMS2)
(Meyer et al., 2008), the independent doubly adaptive rejection Metropolis sampling
(TA*RMS) (Martino et al., 2015a), among others. ARS is an efficient random generator
for log-concave distributions, which leads to independent samples and ensures that the
sequence of proposals converges to the target pdf. This method reduces the number of
evaluations of the target in RS by improving the proposal after each rejection, which is
piecewise exponential. To deal with non-log-concave distributions, ARMS generalizes the
ARS method by incorporating a Metropolis-Hastings step. This algorithm may return
correlated samples, and it cannot guarantee the convergence of the sequence of proposals
to the target; even so, it has often been preferred over other MCMC techniques due to its
good performance. This method is available in the R library armspp (Bertolacci, 2019). In
contrast, ARMS2 is an extension of ARS and ARMS, whose proposal function is a sequence
of two piecewise exponential and n — 2 truncated normal densities, with n representing
the number of elements in the set of support points. On the other hand, IA2RMS is a
variation of ARMS, which ensures that the sequence of proposals converges to the target
leading to a reduction of the correlation. This algorithm, unlike ARMS, decouples the
adaptation mechanism from the proposed construction, allowing one to consider simpler

alternatives for the candidate density.

Another alternative to sampling from truncated multivariate distributions is
the slice sampler algorithm (Neal, 2003), which turns sampling from a truncated density
into sampling repeatedly from uniform distributions instead by introducing an auxiliary
variable. This approach is often easier to implement than Gibbs sampling. In general, it is
easy to code, fast and does not generate samples out of the truncation region, making it
more efficient than the conventional rejection method. The auxiliary variables were also
employed by Damien & Walker (2001) to sample from the TMVN distribution. In the
same way, Ho et al. (2012) used slice sampling to draw random points from the TMVT
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distribution.

Regarding calculating moments from truncated distributions, there are a few
libraries in R that provide truncated multivariate moments. For instance, the package
tmvtnorm (Wilhelm, 2015) computes the mean and the variance of the TMVN distribution
by deriving its moment generating function, which is an extension of the method described
by Tallis (1961). In contrast, the MomTrunc library (Galarza et al., 2021a) uses a recursive
approach method proposed by Kan & Robotti (2017) to compute arbitrary higher-order
moments (Galarza et al., 2022b). For the TMVT distribution, the packages TTmoment
and MomTrunc compute its two first moments. The first library only handles integer
degrees of freedom greater than 4, while the latter can compute even high-order moments

for any degrees of freedom (Galarza et al., 2021c).

To the best of our knowledge, there are no proposals in the literature to generate
samples from other multivariate truncated distributions in the elliptical class other than the
TMVN and TMVT distributions (available in the tmvtnorm and TTmoment packages).
Hence, motivated by the slice sampling algorithm, we propose a general method to
obtain samples from any truncated multivariate elliptical distribution with a strictly
decreasing density generating function (dgf). Using conditional expectation properties, we
also construct an efficient algorithm to approximate the moments of the most common
distribution of this class: the truncated multivariate normal, Student-t, slash, contaminated
normal, and Pearson VII distributions. This method requires less running time than the
existing ones since it deals separately with the truncated and non-truncated parts of the

vector. Our proposal can be reached through the R package relliptical.

Finally, it is worth mentioning that moments of truncated elliptical distributions
can be used to compute truncated moments for the selection elliptical family of distributions.
This wide family includes complex multivariate asymmetric versions of the elliptical
distributions as the extended skew-normal and the unified skew-t distributions, among
others. Therefore, our proposal opens the doors for the calculation of truncated moments
of complex elliptical asymmetric distributions, which are of particular interest for the
development of robust censored models with asymmetry, heavy tails, and missingness (see,
for instance, De Alencar et al., 2021; Galarza et al., 2021b).

This chapter is organized as follows. Section 2.2 shows some results related
to the elliptical and truncated elliptical family of distributions and a brief description of
the slice sampling algorithm. Section 2.3 is devoted to the formulation of the sampling
algorithm for the truncated elliptical distributions, whereas Section 2.4 focuses on our
proposed method to approximate the first and the second moment. For the last two
sections, we present a brief introduction to its respective R function. A simulation study
that compares the mean and covariance matrix for the TMV'T distribution estimated

through different methods in R is presented as well.
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2.2 Preliminaries

2.2.1 Elliptical family of distributions

As defined in Muirhead (2009) and Fang (2018), a p-variate random vector X
is said to follow an elliptical distribution with location parameter g € R, positive-definite

scale matrix 3 € RP*? and density generating function g, if its pdf is given by

fx(x) = ¢ |2 2g (x — p) = x — ), (2.1)

for x € R?, where ¢(t) is a non-negative Lebesgue measurable function on [0, o) such that
o0

f P27 g(t) dt < oo.Moreover,
0

o= 22 ([ e anar) :

is the normalizing constant, with I'(-) representing the complete gamma function. We will
use the notation X ~ El,(pn,3;g).

Members of the elliptical family of distributions are characterized by their

density-generating function g. Some examples of the elliptical family of distributions are:

« The multivariate normal distribution, X ~ N,(u,X), with mean p and variance-

covariance matrix X, arises when the dgf takes the form g¢(t) = exp(—t/2), t = 0.

» The multivariate Student-t distribution, X ~ ¢,(u, X, v), with location parameter
p, scale matrix 3, and degrees of freedom v > 0, is obtained when g(¢) = (1 +
1§/V>—(1"i'17)/27 t>0.

o The multivariate power exponential, X ~ PE,(p, 3, ), is characterized by a kurtosis
parameter 8 > 0 and the dgf g(t) = exp(—t°/2),t = 0. A particular case of the
power exponential distribution is the normal distribution, which arises when g = 1.

o The multivariate slash, X ~ SL,(p, 3, v), is defined for a random variable X with
1

def g(t) = f u’ P exp(—ut/2) du, t = 0, v > 0.
0

o The multivariate contaminated normal, X ~ CN,(p, 3, v,p), 0 <v <1,0 < p <1,
is characterized by the dgf g(t) = (1 — v)exp(—t/2) + vexp(—t/(2p)),t = 0. Here,
v represents the proportion of contamination, and p scales the variance of the

contaminating component relative to the primary distribution.

« The multivariate Pearson VII distribution, X ~ PVIL,(p, 3, m,v), with parameters
peRP 3 eRPP m>p/2, and v > 0 is obtained when ¢(t) = (1 +t/v)™™, t = 0.

For more distributions belonging to this family, please see Fang (2018).
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2.2.2 Truncated elliptical family of distributions

Let A < R? be a measurable set. We say that a p-variate random vector Y
has a truncated elliptical distribution with support A, location parameter pu € R”, scale

parameter 3 € RP*P and dgf g, if its pdf is given by

_ 9(-w'E v -w) () .
)= Lo(y-m=(y-—m)dy P(Xeca) ~ 4 (22)

where X ~ E/l,(p, 3; g). We use the notation Y ~ TE((u, X; g, A). Notice that the pdf of
Y is written as the ratio between the pdf of X ~ Ef,(p, 3; g) and Pr(X € A), so the pdf
of Y exists if the pdf of X does, which occurs if 3 is positive-definite (see, Mordn-Vésquez

& Ferrari, 2021). The variable Y is also said to be an elliptical distribution truncated on

A, being represented by Y 4x | (X € A), where < means “has the same distribution as”.

As in the elliptical family of distributions, the dgf ¢ determines any distribution
within the truncated elliptical class. For example, if g(t) = (1 +t/v)" P2 ¢t >0, v > 0,
then Y has TMVT distribution. We will denote the different members of the truncated
elliptical family defined in the subsection before as Y ~ TN,(u,3; A) for the TMVN
distribution, Y ~ Tt,(pu, X, v; A) for the TMVT distribution, Y ~ TPE,(u, 3, 8; A) for
the truncated multivariate power exponential, Y ~ TSL, (i, 3, v; A) for the truncated mul-
tivariate slash distribution, and Y ~ TPVIL,(u, ¥, m, v; A) for the truncated multivariate

Pearson VII distribution.

2.2.3 Slice sampling algorithm

A slice sampler is a form of auxiliary variable technique in which one or more
variables are introduced to facilitate the construction of an MCMC method. The idea
of using auxiliary variables in MCMC methods was established for the Ising model by
Swendsen & Wang (1987), and it was brought into the statistical literature by Besag &
Green (1993). Following Neal (2003), an MCMC method can be constructed using the
principle that it can sample from a given distribution by simulating uniformly from the

region under the plot of its density function.

Suppose we are interested in sampling from the distribution of a random
variable X € RP, whose pdf is proportional to the function f(x). The slice sampler
algorithm simulates uniformly from the (p + 1)-dimensional region under the plot of f(x)
by introducing a real auxiliary variable, Y, such that the joint pdf of X and Y is uniform
over the region V' = {(x,y) : 0 <y < f(x)}, i.e., fxy(x,y)cl(0 <y < f(x)), with I(-)
being an indicator function. Therefore, we can obtain samples from the distribution of X

by sampling jointly (x,y) and then ignoring y.

Note that generating independent random points uniformly distributed on V'

may not be easy. To overcome this problem, Neal (2003) defined a Markov Chain that
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converges to this uniform distribution similar to Gibbs sampler or Metropolis-Hastings
algorithms. Then, considering Gibbs sampler steps, the slice sampling at iteration k& works

as follows:

1. Given the current value of xj_1, sample y; from Y | (X = x_1) ~ U (0, f(x5-1)).

2. Draw x;, from the conditional distribution of X given 1, which is uniform over the

region Sy = {x:yp < f(x)}, e, X | (V =) ~U({x:yr < f(X)}).

For all £ = 1,2,...,n, where n is the desired sample size. We can notice that the slice
sampling method is easily implemented for univariate random variables. In contrast, for
the multivariate case (p > 1), sampling uniformly from the region S may be complex, in
which case we can employ some update for x that leaves the uniform distribution invariant

over this slice.

Figure 8 shows the steps of the slice sampling algorithm for a univariate random

variable X. Given an initial value X = x,

1. Simulate y; from Y | (X = z) ~ U (0, f(x0)).

2. Simulate z1 from X | (Y =y1) ~ U(S1), with S1 = {z: y; < f(z)}.

These two steps are repeated n times by making xy = x; in the next iteration.

Figure 8 — Slice sampling algorithm for univariate random variables.
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2.3 Sampling from the truncated elliptical family of distributions

This section is devoted to describing our slice sampling algorithm with Gibbs
steps to generate random observations from a multivariate elliptical distribution with

strictly decreasing dgf.

We first consider a p-variate truncated elliptical distribution with zero location
parameter, positive-definite scale matrix R € RP*?| dgf ¢, and truncation region A =

{(z1,...,2p)" tay <xy <by,...,a, <7, <b,} ={x:a<x<b},a,be R’ in other
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words, we will consider X ~ TE/,(0,R; g, A). Here R is a correlation matrix, such that
the scale matrix can be written as ¥ = ARA, where A = diag(\/011,1/022, - -, \/Opp)-
The pdf of X is given by

fx(x)ocg(x'R7'x)I(x e A). (2.3)

Now, in order to sample uniformly from the (p + 1)-dimensional region under
the plot of fx(x), we introduce an auxiliary variable Y, such that the joint pdf of X and
Y is

fxy(x,y)ocl (0 <y<g (XTR_IX)) I(a<x<b). (2.4)

It is enough to calculate the conditional distributions of Y | X and X | Y to
establish our slice sampling algorithm with Gibbs steps to generate random observations
from the pdf in (2.4). These are given by:

frx(]x)ocl(0 <y <g(x'R7'x)) and
fxy(x|y) OC]I({X ty < g(xTR_lx) ra<x< b})

Note that sampling y from the distribution of Y | (X = x) is straightforward, but sampling
from X | (Y = y) is not trivial. Thus, we use the idea of Damien & Walker (2001), and
Ho et al. (2012), which consists in sampling each element of X in succession from the full
conditional distributions; in other words, we will apply the Gibbs sampler algorithm within

the slice sampling mechanism. Therefore, note that the full conditional distributions are
fXj|x_j,Y(Ij|X—j> y) ocl(z; € Ay),

where X_; = (X1,..., X; 1, Xj41,..., X)) and A; = {z; 1y < g(XTR_lx) Aaj<xj <
b;}, forall j =1,...,p. To find the elements of the real set A;, let y be the value sampled

at the current iteration of the algorithm and s, = g~'(y). Then, we have that

1. Since g is a strictly decreasing function, it follows that y < g(x' R™'x) is equivalent
to Ky > x R7'x.
2. Write x R 'x = p/ (z; — )\j)2 — pjj)\§ + n;, vlvhere 0" is the (i, 7)th element of the
inverse of R, n; = Z Z zxp” and N\ = - Z T, 00"
t£jr#] P S

3. Combining items 1 and 2, we obtain that A\; — 7; < x; < A\; + 75, where 7; =
1 1/2
(45505 -m)

4. Because z; € (aj, b;), thereby a} = max(a;, \; — 7;) < z; < min(b;, A; + 75) = bj.
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It follows that A; = (aj,b5). The steps to draw n samples from a p-variate
truncated elliptical distribution X ~ TE/,(0,R; g, A) are summarized in Algorithm 1. As
seen, only univariate uniform simulations are involved in the algorithm, which is fast to
compute. Note also that the assumption that the dgf ¢ is strictly decreasing has been used
in step 1. However, when it is not possible to find an analytical expression for x, = g y),

a numerical method is used, leading us to a more computationally expensive algorithm.

Algorithm 1 Slice sampling algorithm

Require: Sample size n > 1, initial value x, = (a:ﬁo),...,x;O))T € R?, scale matrix
R € RP*P  lower bound a € RP, upper bound b € RP, and strictly decreasing dgf
g(t),t = 0.

1: for i <— 1 ton do

2: Simulate y; from Y | (X = x;_1) ~ U(0, g(x; ;R™'x; 1))
3 Ky g (u)

4: for j — 1 to p do

5: nj < Z Z T

t#j Tﬁj
r#]
1 1/2
£ Ty — (Af T (ry — 773‘))
8: Sample xy) from X, | (X_; = X@,Y =y) ~ U(max(a;, \; — 7;), min(b;, \; +
i i i i—1 i
7;)), where X(,g = (ch), o ,xgll, xgﬂ ), . ,1:1(0 T

9: x;[j] < ZE§-Z) |

10: X[i, j] < :c§‘)

11: end for

12: end for
Ensure: X

Additionally, the slice sampler method generates random observations condi-
tioned on previous values, resulting in a sequence of correlated samples. Thus, it is essential
to analyze the dependence effect. See, for instance, Robert & Casella (2010), and Section
A.3 from Appendix, where samples generated from specific bivariate distributions were
observed, and the autocorrelation drops quickly, being negligibly small when lags become
large, evidencing well mixing and quickly converging. The sampling method described here
can be extended for a general dgf g by constructing an adequate “slice” at each iteration.
Please refer to Section 4.1 in Neal (2003).

Moreover, members of the truncated elliptical family of distributions are
closed under affine transformations (Fang, 2018). Hence drawing samples from Y ~
TE(,(, 39, (a,b)) may be readily done by sampling first from X ~ TE{,(0,R;g,
(a*,b*)) and then recovering Y by the following transformation Y = p + AX, such that
Y =ARA,a*=A""(a—p),and b* = A" (b — p).
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2.4 Moments of truncated multivariate elliptical distributions

Here we describe an adaptation of the method proposed by Galarza et al.
(2022a) to compute the first moment and the variance-covariance matrix of a random
vector whose distribution belongs to the truncated elliptical family. Furthermore, this

method will be applied to some well-known distributions.

Let Y be a p-variate random vector that follows a truncated multivariate
elliptical distribution with location parameter pu € RP, positive-definite scale matrix
3 e RP*P dgf g, and support A < R ie., Y ~ TE(,(u, X; g, A). The more straightforward
approach for computing the first two moments of Y is to use Monte Carlo integration.
Following this method, the moments E(Y),E(YY"), and Cov(Y) can be approximated
by

EY) = Dy E(YY) =Yyl and Cod(¥) = E(YYT) - EVIE(Y) |
i=1 i=1

where y, is the ith sample draws independently from TE(,(u, X; g, A). However, it is
well-known that the execution time needed to perform Monte Carlo integration depends
on the algorithm employed to draw samples, the number of random points (n) used in
the approximation, and the length of the random vector (p). Then, it depends on some
variables that might represent a considerable computational effort. Nevertheless, we can
save time when the random vector Y has non-truncated components, following the idea
of Galarza et al. (2022a). They proposed to decompose Y into two vectors, Y; and Yy,
in such a way that Y; is the random vector of truncated components and Y, is the
non-truncated part. Then, the first two moments for the truncated variables are computed
using any method, and the remaining moments are computed using properties of the
conditional expectation. Before showing our algorithm, we state an extremely important

result.

Proposition 1 (Marginal and conditional distribution of the Elliptical family). Let X be
partitioned into two vectors, X, and Xy of dimensions p1 and ps, such that p = py + po,

and X = (XlT, XQT)T has joint multivariate elliptical distribution as follows

X
X = < Xl > ~ E£P1+p2 (M72;9(P1+P2)>’

2

i X
§= Hy C n-= 11 12 7
o ISP ILY
partitioned such that p, € RP', p, € RP? are location vectors, 313 € RPVPL 35y €

RP2XP2 331, € RPY*P2 3, € RP2*PL gre dispersion matrices, and g7 is the dgf. The

distributions of Xy and Xy | (X1 = @) belong to the elliptical family of distributions, as

with
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follows

Xl ~ Egpl (l’l’17 211; g(Pl))
Xz | (X1 = @) ~ By, (“2 + B B (T — ), Do — 22121_11212;9§cp2)>~

For additional information, refer to Chapter 2 in Fang (2018).

Building on Proposition 1, if Y; denotes the vector of variables truncated
within region A; = {y; : a1 < y; < by} and Y, represents the vector of non-truncated
variables, with the combined truncation region specified as A = A; x RP?, then it follows
that

Y~ TE€p1(H1a 211;9(1)1),141)

y

Now let &, = E(Y;) and ©Q; = Cov(Y;). Then, using the results exposed by
Galarza et al. (2022a), the first moment of Y can be computed by

Yl Y1
E(Y) = E(E(Y|Yy)=E =E _
( E(Y2[Y1) > ( o + o E1 (Y1 — ) )

= < 5_11 ) . (2.5)
By + o137 (&) — py)

On the other hand, the variance-covariance matrix of Y is given by

Qq Q1121_11212 >

Cov(Y) =
) <2212111911 Wy

where Wo = wy 3oy — Ty By (C<12.1Ip1 —91121_11) 319, wor = E(M(Y1)), h(Y1) =
tr (COV(Y2|Y1) E;%) /pg, and 22.1 = 222 - 22121_11212. Note that h(Yl) depends on
the conditional distribution of Y5 | Y], taking a different expression for each member of

the elliptical family.

Thereby, this work proposes to use Monte Carlo integration to approximate
the truncated moments &, €11, and ws; (when necessary) instead of computing them
using recursion-based methods (e.g., Galarza et al., 2021¢) which can be computationally
more expensive for high dimensions or complex elliptical distributions. For instance, to
the best of our knowledge, closed-form expressions to compute the first two moments
of truncated elliptical distributions only exist for the TMVN and TMVT distributions.
These expressions are not very efficient (as demonstrated in a simulation study in Section
2.4.2) in practice because, due to their recursive nature, they suffer from error propagation
and require an intensive calculation of probabilities, which in turn depend on numerical
approximation methods. A summary of how our method works is given in Algorithm 2.

The first moment and the variance-covariance matrix are approximated by (2.5)-(2.6).



Chapter 2. Moments and random number generation for the TE family of distributions 44

Algorithm 2 Mean and variance approximation

Require: Sample size n > 1, location parameter p € R?, scale matrix X € RP*? lower

8:

bound a € R”, upper bound b € R and strictly decreasing dgf g(t),¢ = 0.
Identify: gy, pry, X11, X, 12, A1 = {y, a1 <y; < by}
for : — 1 ton do

Draw y,; from Y; ~ TE(,, (1, 211; g Ay) using Algorithm 1

end for .

~ AT

~ 1 A 1< T B LS
Geon e Sy -G G k)

T 21
E(Y) «— ~
) < Ko + %2121_11(51 — ) >

COV(Y) <«

( Qy R ﬁ11%1_11212 )
22121_11911 W

L —
—

E(YY') — Cov(Y) + EYV)E(Y)

—
— L —

Ensure: E(Y),E(YY"), Cov(Y)

2.4.1 Mean and variance for the truncated elliptical distributions

This subsection is devoted to analyzing how Algorithm 2 works for some specific

distributions considering all the conditions used previously. Let pty;(X) = pty + 301 377 (x —
pl,1>, 22_1 = 222 — 22121_11212, (51(X) = (X — [.,l,l)TEil(X — [1,1), and A = A1 x RP?, Here,
it is considered that Y £ X|(X € A).

e Normal: If X ~ N,(p, ¥), the marginal distribution is X; ~ N, (¢, X11) and

the conditional distribution is Xo|(X; = x) ~ Np, (f91(x), 221). Then, to compute
the moments for Y ~ TN, (u, 3; A) with the conditions above, Algorithm 2 firstly
samples Y, from the TMVN distribution with location parameter p,, scale matrix

311, truncation region A, and wy; = 1.

Student-t: If X ~ ¢,(u, 3, v), v > 0, the marginal and conditional distributions are
Xy~ tp, (g, 211, v) and Xo| (X = x) ~ tp, (H91(X), A(x)X21, v+ p1), respectively,
such that A\(x) = (v + 61(x))/(v + p1). For this distribution E(X) exists, if v > 1
and Cov(X) exists, if v > 2. Therefore, the moments for Y ~ Tt,(u, X, v; A) are
computed by sampling Y; from the TMVT distribution with location parameter i,

scale matrix 31, v degrees of freedom, truncation region A;, and wy; given by

v+ E((Sl(Yl))
v+p—2

W21 =

with E(6,(Y1)) = tr(QuE) + (&, — ) "2 (€, — py). It is worth mentioning
that for doubly truncated variables, variables which are constrained both below and
above, the mean and the variance exist for all v > 0. Then, if Y has at least two

doubly truncated components, the mean and the variance-covariance matrix exist
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for all ¥ > 0. For more details about the existence of these moments, please refer to
Galarza et al. (2022a).

« Pearson VII: If X ~ PVIL, (i, £, m, v), m > p/2, v > 0, then E(X) = p and
Cov(X) = 5 _Vp — 2. In this case, E(X) exists, if m > (p +1)/2 and Cov(X)
exists, if m > (p 4+ 2)/2. The marginal and the conditional distributions are X; ~
PVIL, (1, 211, m—po/2, v) and Xy | (Xy = x) ~ PVIL,, (t91(x), Xa1, m, 01(x) +
v), respectively. So, the proposed algorithm for Y ~ TPVIL,(u, X, m, v; A) was im-
plemented by sampling Y; from the truncated multivariate Pearson VII distribution
with location parameter p,, scale matrix 31, additional parameters m—py/2 > p1/2,

v > 0, and truncation region A;. The constant ws; is

14 +E<61(Y1))
2m —py — 2

W21 =

where E(d1(Y)) is given as in the Student-t¢ distribution. For this distribution, first
and second moments for doubly truncated variables exist for all m > p/2. Then, if X
has at least two doubly truncated variables, the mean and the variance exist for all
m > p/2. For more details about the existence of the moments, refer to Subsection

A.1.1 in the Appendix section.

« Slash: If X ~ SL,(p, X, v), v > 0, then E(X) = p and Cov(X) = le' In this
I/ J—
case, Cov(X) exists, if v > 1. The marginal distribution is X; ~ SL,, (g1, %11, V)

and the conditional distribution is Xy | (X; = x) ~ El,, (15, (x), Ea.1;¢g%?), such
1

that ¢{P?)(t) = J u’ PP exp{—u(t + 0,(x))/2} du. Note that X, |X; does not
follow a slash digtribution, but its distribution belongs to the elliptical family
(see Appendix, Subsection A.1.2). So, the moments for Y ~ TSL,(p, 3, v; A) are
calculated by sampling Y, from the truncated multivariate slash distribution with
location parameter p,, scale matrix 3, v degrees of freedom, and truncation region

A;. The constant wy; is

Wa1 =

v E (SLpl(Yl;IJ’DEll?V - 1))
v—1 SLp (Y15 1,241, v) ’

where SL,(y; p, X, v) denotes the pdf of a p-variate slash distribution with parame-
ters p, 32, and v. As usual, this constant can also be approximated via Monte Carlo

integration.

« Contaminated Normal: If X ~ CN,(u, %, v, p), 0 <v <1,0 < p <1, then the
marginal is X; ~ CN,, (¢4, 311, v, p) and the conditional distribution is Xs|(X; =
x) ~ CNp, (21 (%), Ba1, v21(x), p), With va.1(x) = vy, (x; g, p~ 1) /K(x), w(x) =
vy, (X5 0y, p7 800) + (1= )y, (x5 py, 211), and ¢, (x; , ) denoting the pdf of a

p-variate normal distribution with mean g and variance X evaluated at point x € R”.
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Thus, our algorithm for Y ~ TCN,(u, X, v, p; A) samples Y; from the truncated
contaminated normal distribution with parameters p,, 311, v, and p. The constant
is woy = vy,/p+1—v5,, where v, = E(r21(Y1)). This value is also approximated

via Monte Carlo integration.

« Power exponential: If X ~ PE,(u, X, 3), 8 > 0, then E(X) = p and Cov(X) =

2
w3, with w = 2Y°T <n2—;) / (nT (;ﬁ)) The marginal distribution of X; be-

longs to the elliptical family of distributions with dgf

1 B
- - - t
(p1) t) = tp ;1 f p12p 1 — %—1 ——~ Y4
g"(t) w1 =) (g S dw,

ie., X; ~ El, (py,11;9%). The conditional distribution is X, | (X; = x) ~
El,, (19 1(X), Ba.1; g%2)) where g (t) = exp {- ;(t—i— 51(x))’} (Goémez et al., 1998).
Therefore to approximate the moments for Y ~ TPE,(u, X, 5; A), we will use a
different approach that consists of drawing points from the whole random vector of
length p and then approximate the moments using Monte Carlo integration, since
sampling directly from the marginal distribution of Yy could be really complicated,

as well as to compute wo 1.

2.4.2 Numerical examples

2.4.2.1 Simulation study |

We illustrate the application of the method by considering a random vector X =
(X1, Xo, X5, X4)" of length 4 with truncated Student-¢ distribution, X ~ Tt4(u, Z; (a , b)),
characterized by the following parameters:

0.125 6.321 —1.780 —4.596 —2.630 —1.297 4.449

0.25 —-1.780 4.149 1175  0.568 —0 o0
p= X = ,a = , and b =

0.375 —-4.596 1.175 3494  1.691 —0.747 4.976

0.50 —2.630 0.568  1.691  5.738 —1.269 3.870

In this example, X5 is not truncated, and the other components are doubly
truncated. The objective is to study the performance of the estimates for the mean and the
variance-covariance elements obtained through Algorithm 2, considering a different number
of samples for approximation (n) and thinning, where thinning is a factor for reducing
autocorrelation between observations. After that, we compare those results with the
ones obtained from the R functions meanvarTMD and TT.moment available in packages

MomTrunc and TTmoment, respectively.

Figure 9 displays the boxplot for each element of the mean vector based on
100 estimates obtained through our proposal considering n = 10* with thinning = 1 and
3, n = 10° with thinning = 3, n = 3 x 10°, and n = 10° with no thinning (thinning = 1).

It also shows the results came from functions meanvarTMD and TT.moment. It is worth
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noting that even though these two latter functions compute the first two moments using
closed-form expressions, there is a notable variability due to the approximation methods
used during the calculations. Hence, we will refer to the values obtained through these
functions as “estimates” rather than “true values”. On the other hand, the red dashed line

represents the median of the estimates achieved from function TT.moment.

Figure 9 — Boxplot based on 100 estimates of the truncated mean. The red line denotes
the median of TT.moment estimates.
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For the case of n = 10*, the estimates obtained with no thinning have more
variability than those with thinning = 3 (observations with lower autocorrelation). The
median of TT.moment estimates is closer to the median of our method in most cases,
except for n = 10* with thinning = 1. As expected, the variability in the estimates was
reduced when the number of observations was increased. The estimates from our algorithm
with 10° samples and thinning = 3 were similar to those considering n = 3 x 10° and no

thinning. Recall that both methods need to generate the same number of samples; the

only difference here is that the first one (thinning = 3) will need less memory space than
the other one. The best results were obtained throughout TT.moment and meanvarTMD
functions, and those are comparable with the estimates achieved from our proposal with
n = 10° and no thinning.

Figure 10 shows the boxplot for the variance-covariance elements of the trun-
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Figure 10 — Boxplot based on 100 estimates of the variance-covariance elements. The

red line represents the median of the estimates obtained from function

TT .moment.
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cated random vector considering each method described above. We noticed a slight
reduction in the variability of the estimates when considering a thinning equal to 3.
Another interesting fact is observed when we set n = 10° and thinning = 3; in this case,
it returned similar results to estimating the covariances with 3 x 10° samples and no
thinning. The estimates achieved through our proposal considering n = 10° are comparable
with those from TT.moment. In contrast, the estimates obtained from meanvarTMD are
similar to those from MC with n = 10° and thinning = 3 in most cases, except for o171, 033,

and o13. For these parameters, our method showed better performance.

2.4.2.2 Simulation study Il

In the previous example, it was observed that the estimates obtained from

Algorithm 2 with n = 10° and thinning = 3 are good enough to estimate the mean and
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variance matrix of a multivariate (p = 4) variable with TMVT distribution, even though the
best results were obtained through the TT .moment function. In this example, our goal is to
analyze the computational time required for our method and the functions meanvarTMD
and TT.moment to estimate the first two moments and the variance-covariance matrix
of a p-variate random vector with TMVT distribution considering p = 50, 100, and 150.
In each case, we set 10%, 20%, and 40% of the variables doubly truncated. The methods
were run on a Windows 10 machine using R 4.0.3 on an Intel Core i7-7700 Processor with
3.60 GHz and 32 GB of RAM.

Table 1 displays the median of the CPU time (in seconds) required for our
algorithm and functions meanvarTMD and TT .moment. For our proposal, three scenarios
were considered n = 10* with no thinning, n = 10*, and n = 10° with thinning = 3. The
results are based on 100 simulations, and they were computed through the R function
microbenchmark. This table also shows the relative time (R.Time) computed, taking
the time used by our method with n = 10° and thinning = 3 as reference. We will refer
to this configuration as the “reference method.”

Table 1 — Median of the CPU time (in seconds) and relative time (R. Time) considering
n = 10° with thinning = 3 as the reference method, based on 100 simulations.

Method Measure p =50 p = 100 p =150
10%  20%  40%  10%  20% 40% 10% 20% 40%
n = 10* Median 0.011  0.030 0.139 0.030 0.140 0.952 0.071 0.382 2.842
thinning =1 R.Time 0.035 0.035 0.034 0.036 0.035 0.034 0.036 0.034 0.034
n=10* Median 0.031 0.084 0.404 0.085 0.405 2.820 0.199 1.118 8.461
thinning = 3 R.Time 0.100 0.100 0.100 0.100 0.100 0.100 0.101 0.100 0.100
n=10° Median 0.314 0.844 4.042 0.846 4.044 28.217 1974 11.182 84.619
thinning = 3 R.Time - - - - - - - - -
meanvarTMD Median 0.118 4.102 49.189 3.781 48.681 367.243 21.209 157.179 1215.630
v R.Time 0.375 4.861 12.170 4.467 12.037 13.015 10.746 14.056 14.366
TT moment Median 7.452 24.027 94.408 62.026 202.704 789.641 242.701 800.360 3081.367
) R.Time 23.767 28.0473 23.358 73.279 50.122 27.984 122974 71.574 36.414

For our algorithm, we observe that the time required to estimate the moments
depends on the number of random observations sampled and the number of truncated
variables. Note that estimating the moments with n = 10% took 3.50% of the time required
for the reference method, and it is worth mentioning that the number of samples needed
for the first method is 3.33% of the number of samples used for the reference one. Our
proposal with n = 10? and thinning = 3 already needed 10% of the execution time used by
the reference method. Observe that meanvarTMD was faster than the reference procedure
for vectors with 5 doubly truncated variables. It also seems that the time needed by
meanvarTMD depends only on the number of truncated variables. In comparison, the
TT.moment function is much more time-consuming in all scenarios if compared with our

proposal and function meanvarTMD, e.g., for a random vector of length p = 100 and
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40 doubly truncated variables, it needed 28 times longer than the reference method. An
additional example regarding the computational time required to compute the truncated

moments for other elliptical distributions can be found in Appendix A.2.

2.5 Remarks

This chapter described an algorithm to generate random numbers from mem-
bers of the truncated elliptical family of distributions with a strictly decreasing density
generating function through a slice sampling algorithm with Gibbs sampler steps. In
addition, we presented an efficient approach to approximate the first and the second
moment for these distributions. We briefly introduced the functions available in our R
package relliptical in order to perform sample generation and estimation of the first
two moments. Simulation studies were performed to investigate the properties of estimates
and the robustness of our algorithm. Moreover, we compared our approach with others
available in the R software (only for the normal and Student-t cases), showing that our
approach outperformed others in terms of precision and computational time. In the next
chapters, we will illustrate the usefulness of truncated moments in analysing some datasets
related to spatial censored data, censored time series, multivariate censored data, and
longitudinal censored data. The results presented in this work can be reproduced through
the R package relliptical, available at CRAN for download.

Future extensions of the work include considering a more general class of
density generating functions (not only strictly decreasing) in the sampling method. Other
methods could also be explored to sample from the truncated elliptical family, such as
IA’RMS (Martino et al., 2015a) or the fast universal self-tuned sampler (FUSS) (Martino
et al., 2015b) within Gibbs. The first one is interesting because it returns asymptotically
independent samples and tries to maintain the computational cost bounded (as in ARS
and ARMS). About the latter one, it was demonstrated through simulation studies to be
faster than some well-known MCMC methods for sampling from some specific bivariate
distributions, besides the accuracy and generation of virtually independent samples. On the
other hand, the method used to approximate moments for the truncated elliptical family
can be extended to the context of asymmetric multivariate elliptical distributions, so the
fast computation of their truncated moments may lead the way to propose more flexible
and robust models relating to censored models for mixed-effects models, longitudinal data,

and spatial models, among others.
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3 Spatial censored linear model

3.1 Introduction

The algorithms previously proposed for simulating random observations and
computing moments from the truncated elliptical family of distributions are applied in
various statistical models, including censored data models, survival analysis, and Bayesian
models with truncated parameter space, among others. For example, our relliptical
package has been integrated into the ARpLMEC package (Olivari et al., 2022), which
estimates parameters for censored mixed-effects models using a symmetric elliptical error
distribution. Mattos et al. (2022a) have also employed our methods in semiparametric
mixed models for longitudinal data with censored responses and heavy tails. This chapter
evaluates the performance of our methods and demonstrates their broad applicability. We
focus on the Gaussian spatial censored linear (SCL) model as defined by Lachos et al.
(2017) and Ordonez et al. (2018).

Spatial data are common in fields such as ecology, environmental health,
hydrology, and epidemiology. The main challenge in analyzing such data is selecting
the correlation model that best fits the observations, such as the Matérn or exponential
correlation structures. An added complexity occurs when data are subject to upper or
lower detection limits. For instance, environmental (spatial) monitoring often deals with
left-censored observations, where values fall below the minimum detectable limits of the
instruments. As discussed by Lachos et al. (2017) and Ordonez et al. (2018), the SCL model
uses the SAEM algorithm for parameter estimation. This implementation is available
in the R package CensSpatial Ordonez et al. (2020), which utilizes the rtmvnorm
function (available in the tmvtnorm package) to draw random observations from the

truncated multivariate normal (TMVN) distribution and optimx for optimization.

The main objective of this chapter is to compare the estimates obtained using
the Expectation-Maximization (EM, Dempster et al., 1977), Stochastic Approximation
EM (SAEM, Delyon et al., 1999), and Monte Carlo EM (MCEM, Wei & Tanner, 1990)
algorithms for the SCL model, particularly when random observations and moments are
computed using our proposal (detailed in Chapter 2). We also aim to benchmark our
methods against others available in R, such as CensSpatial and MomTrunc, through
the analysis of real-world data concerning dioxin contamination (2,3,7,8-tetrachlorodibenzo-
p-dioxin or TCDD). All methods discussed in this chapter are accessible via the R library
RcppCensSpatial (Valeriano et al., 2021a).

The chapter is organized as follows. Section 3.2 briefly introduces the linear
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spatial model, and Section 3.3 describes the SCL model and the estimation procedures
involving the EM, SAEM, and MCEM algorithms. Section 3.4 examines the asymptotic
properties of the MCEM and SAEM estimates through simulation studies. Section 3.5
compares the performance of our method with that of CensSpatial by analyzing the

Missouri dioxin contamination data.

3.2 Linear spatial model

Consider the real-valued Gaussian stochastic process {Y(s),s € D = R}, as
defined in Gaectan & Guyon (2010), where R? is the d-dimensional Euclidean space. For any
integer n > 1, it supposes that a realization of this process Y (s1),...,Y(s,) is observed at
known sites (locations) s;, for i € {1,...,n}, where s; is a d-dimensional vector of spatial

coordinates, and the data is generated from the model

Y (si) = p(si) +&(si), (3.1)

where both the deterministic term pu(s;) and the stochastic term £(s;) may depend on
the spatial location at which Y'(s;) is observed. We assume that the stochastic errors are
normally distributed with zero mean, E[¢(s;)] = 0, and the variation between spatial
points is determined by a stationary covariance function Cov(£(s;),£(s;)) = Cov(||hl|),
where h = s; —s; € R and || - || denotes the Euclidean distance. Suppose that for some

known functions of s;, say x1(s;), z2(s;), ..., x4(s;), the mean of the stochastic process is

p(si) = ) wi(si)Br-

k=1
Equivalently, in matrix notation, we have the linear spatial model is given by
Y =XB +E€, (3.2)

where X is the n x ¢ matrix with x; = (21(s;), ..., 24(s;)) in the ith row, 8 = (B1,...,5,)"
is the ¢ x 1 vector of regression parameters, & = (£(sy),...&(s,))" is the n x 1 vector of
errors, which has multivariate normal distribution with zero-mean and variance-covariance
matrix ¥ = [Cov(s;,s;)] = 0°R(¢) + 7°I,,. In geostatistical analysis, the parameter 7° > (
is referred to as the nugget effect, while o > 0 represents the partial sill. Additionally,
R = R(¢) = [ri;] is defined as the n x n symmetric matrix, where the diagonal elements
ri; = 1 foralli € {1,...,n}, and the off-diagonal elements are calculated using an isotropic
spatial correlation function. Various spatial correlation functions were considered, including
exponential, Matérn, Gaussian, and power exponential functions. For further reference, see
works such as Diggle & Ribeiro (2007), Lachos et al. (2017), and Valeriano et al. (2021b).

It is also assumed that ¥ is non-singular and that X has full rank.
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3.3 Model formulation and parameter estimation

This section presents the linear spatial model with censored responses previously
formulated by Lachos et al. (2017) and Ordonez et al. (2018). We explore using the EM,
MCEM, and SAEM algorithms to obtain the maximum likelihood (ML) estimates of the
model parameters and propose a methodology to approximate the standard error estimates

for each method.

3.3.1 Spatial censored linear model

Now, suppose that the linear spatial model defined in (3.2), where & ~ N,,(0,3),
has the particularity that the response variable Y; is not fully observed for all 7. Let R; € R
denote the censoring region, such that Y; is not observed if Y; € R;. Further, let (V;, C;) be

the observed data at site s;, where C; is the censoring indicator, and V; is given by

V= { ri, if Y; € R;, (censored) (3.3)

Y;, otherwise, (observed)

where R; is an interval of the form (—co,r;), (r;, ), or (r;1,r:2) for left, right, or interval
censoring, respectively. The constant r; € R is equal to the detection limit for left and right
censoring, and r; = (r;1 + r;2)/2 for interval censoring. Moreover, missing observations can
be handled by setting R; = (—o0, ) and r; = NA. Thus, the spatial censored linear (SCL)
model is defined by (3.2) and (3.3).

Remark: In cases of missing data, the value r; = NA is used as a reference
and is excluded from the initial parameter estimation calculations. Instead, the associated
observation Y; is imputed in each iteration of the algorithm, as will be described in
Subsection 3.3.3. This imputation method is valid under the assumption that the data are

missing at random (MAR).

3.3.2 The likelihood function

Let 6 = (,BT, o, 12, qb)T be the vector with all parameters in the SCL model.
To obtain the likelihood function, given the observed sample y = (y1, 4o, - . - ,yn)T, we treat
the observed and censored components of y separately. Let y, € R" and y,, € R"™ be the
vector of observed and censored variables, respectively, with n = n, + n,,. After reordering

the elements of y, V, X, and ¥, they can be partitioned as

VO XO EOO Zom
y = Yo , V= , X = , and X = ,
Y Vm Xm Emo me

where X; € R"*7 and X;, € R"%*" for j,k € {o,m}. Then, we have that Y, ~
Ny, (X,8,30) and Y, [Y, ~ N, (i,S), with g = X,,8 + X,,.2..(Y, — X,8) and
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S =%m— T2 Bom. Let V.=(Vi,.... V)T and C = (Cy,...,C,)" be the observed
data, therefore, the likelihood function (using conditional probability arguments, see Vaida
& Liu, 2009) is given by

L(O)=LO|V,C) = fly,|0)Pr(r]" <Y, <1y |y, 0)
= On, (yOS X0, 200) Pr(Y,, € B‘yo)a

m

where B = {y,, = (", .,y ) I} < o' < oo mt oy <y < 1o} 0(%5 g, 2)
denotes the probability density function of N(u,3) computed at vector x, and Pr(Y,, €
B | y,) is the conditional probability of Y,, being in the set B given the observed responses.

3.3.3 Parameter estimation

Due to challenges in handling the observed log-likelihood function directly,
Lachos et al. (2017) suggested utilizing an EM-type algorithm to derive the ML estimates
for the parameter vector @ = (,BT, o, 72, qb)T. This estimation approach involves a specific
parameterization for ¥ = o?W, where ¥ = R+v°I, and v* = 72/0. Such parameterization
aids in improving the identifiability of the parameters. Additional insights into this
methodology can be found in Diggle & Ribeiro (2007).

Excluding constants that do not depend on 6, the complete log-likelihood

function for the complete data y, = (V,C,y) is expressed as follows

1 1
(i3 = g {nino® 4 |+ (- X8 Wy - XB)
Hence, the EM algorithm works as follows:

~(k
o E-step: Let 0( ) be the current estimate of @, then the conditional expectation of the

complete-data log-likelihood without the constant is

~ 1 1 -~
0.(0) =E [gc(o;yc)w, C, 9(’“)] -5 {m W[ +nlno? + U2A<k>} ,

~ —(k
where A® = tr(ny( )lIl’l) — 2§f(k)T\Il’1XB + B"XTWXB. Therefore, the E-step

reduces only to the computation of

— (k ~ ~
v =E[yy'v.c.8"] and 39 -E[yv.c8"] (3.4)

~ —= (k)
Note that when y is not fully observed, the elements of y(k) and yy' = related to
the censored (C; = 1) variables are the first two moments of the TMVN distribution,
TN, (i, S; B), respectively, with p, S, and B as defined in the likelihood function. For

C; = 0, these components are obtained directly from the observed values.
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~(k
e M-step: The conditional maximization step is carried out, and 0( )

is updated by

~ A (k+1
maximizing Q(0) over 8 to obtain a new estimate 0! ), which leads to the expressions:

~ ~ -1
/B(k+1) _ <XT‘II l(k)X) XT\IJ 1(16)5\’(]'43)7
(k) ~ — (k) A —
S2(kt1)  _ 1 {tr (ny( )\1; 1(k:)> B 2yT( )‘I’ 1(k)XIB(k+1) LB Tl+D 5
n

a(k+1)

acRt xR+

+BT(kH)XT 1Xﬁ (k+1) }) 7

with o = (¢, v?)". Note that 72 can be recovered by 72+

=V

Xﬂ k+1)}

1 —(k ~(k
= argmax <—ln\Il| 25301 {tr <ny( )\Ill> P =( ) IXB (k+1)

2(k+1)52(k+1) A n officient

M-step could be easily accomplished by using, for instance, the roptim package (Pan

& Pan, 2020).

The algorithm is iterated until some distance between two successive parameter

~(k+1)

estimations, such as \/ (6

(k+1)

—0"7(0

~ (k) .
— 0 ), becomes small enough. For comparison

purposes, we consider the EM, MCEM, and SAEM algorithms to estimate the parameters

of the SCL model; hence, the E-step for each algorithm performs as follows:

o In the EM algorithm, the expectations defined in (3.4) are calculated using the R

package MomTrunc. The ML estimates are determined based on the results from the
final iteration of the algorithm. It is important to note that this procedure can be
computationally intensive, particularly when there is a significant proportion of censored

observations.

In the MCEM algorithm, the expectations are approximated via Monte Carlo integration
as outlined in Section 2.4 (refer to Chapter 2). This approach distinctly handles the
censored and missing observations by exclusively sampling the censored variables using
the proposed slice sampling algorithm, while missing values are imputed based on the
properties of the conditional distribution. Given the inherent variability of Monte Carlo
(MC) methods, the estimates for @ might exhibit slight fluctuations around the true
solution. Consequently, to stabilize these estimates, the final estimates produced by the
MCEM are determined by averaging the estimates from each iteration. This procedure
is done after discarding the first half of the iterations, a process known as burn-in, and

applying a thinning factor of 3.

o In the SAEM algorithm, the E-step is approximated as follows

1
Sk _ Sk=1) E (k1) _ Gk=1)
y y + O, (L y y ) ) (3.5)

(k) = (k1) 1 & — (k1)
yy' o=yy 46 ( Dy EDyEOT — gy T ) : (3.6)
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where ;. is the smoothness parameter selected as described in Subsection 1.1.3, L is the
(k)T

mDTYT s the vector of

number of samples used in the approximation, and y*" = (yI, y
complete data consisting of the observed data y, and ygf’l) simulated from the TMVN
distribution Y,,|Y,, V,C ~ TN(u, S; B), with the same p, S, and B settings considered
in the likelihood function. For this algorithm, the samples are obtained through the

method proposed in Section 2.3, which is available in the R package relliptical.

3.3.4 Standard error approximation

Following the methodology described in Section 1.2, we compute the asymptotic
covariance of the ML estimates through the observed information matrix using the Louis
method. So, we have that

I,(8) = E[B.(y.;0) | y,] —E[Sc(y.:0)S. (v.:0) | ¥,] + So(y,:0)S, (v,;0),  (3.7)

where

R2ACHS)
000" '

~ 00.(0;y.)

B.(y;0) = Se(yei0) = =5~ and So(v,;0) = E[Sc(y.; 0)]y,] -

The explicit expressions for the elements of E [B.(y.;80) | y,] and S,(y,; 0) can
be found in Appendix B.1, while for the second term G(6) = E [Sc(yc; 0)S, (y.; O)Iyo],
we use an approximation for each proposed method because of the complexity of the

expressions, as follows:

o For the EM and MCEM algorithms

1 & 06,(8;yD) [ 00,(8;yO)\ "
G(0) ~ L; 00 ( 00 ) ’ 38)

where y = (y,,yW)T 1€ {1,..., L} is the vector of complete data consisting of the
observed values and the data simulated from the TMVN distribution as described

previously.

o For the SAEM algorithm

) (k1) 1 & ot (0;y8Y) (00.(0;y5) ! (k—1)
GO ~ GO + o | £ =27 p —G(9) (3.9
=1

with the same 0, and y*! = (y[, y®UTT gettings as in the estimation procedure,

for ke {l,...,W}and le{l,...,L}, where W is the maximum number of SAEM

iterations and L denotes the number of samples used in the approximation.



Chapter 3. Spatial censored linear model 57

3.4 Simulation study

In order to evaluate the performance of the proposed methods, we present
two simulation studies focusing on a) the influence of the number of samples used in the
MC approximation within the MCEM algorithm and b) the asymptotic behavior of the
estimates produced by the MCEM and SAEM algorithms, considering varying sample
sizes and levels of censoring. For simplicity, we generated 300 MC datasets from the
Gaussian spatial model Y = X8 + £, where the design matrix X = (1, X, Xy) includes
a first column of ones, and the elements of the second and third columns independently
simulated from a normal distribution N(0, 1). The vector of regression parameters was
set as B = (1,3,—2)". The error vector € was simulated from the multivariate normal
distribution with zero mean and variance-covariance matrix ¥ = o*R + 7%I,,, which was

calculated using

Covle(o.€fs)) = o*exp |~ (1) |+ 2165, ),
with the partial sill and nugget effect set at 0> = 3.50 and 72 = 1, respectively. This
configuration suggests that the spatial process accounts for 77.78% of the variability
observed in the data. The elements of the matrix R were computed using the power
exponential correlation function, characterized by parameters x = 1.50 and ¢ = 4; these
parameters indicate that the correlation drops to less than 0.05 for distances greater than
8.31 (spatial) units. Lastly, the spatial coordinates were randomly selected from within a

20 x 20 square.

3.4.1 Simulation study I: MCEM estimates

In the first study, we aimed to assess the accuracy of the MCEM estimates with
varying numbers of samples (L) used in the MC approximation. It was considered 300 MC
samples of size n = 200. We examined several scenarios: three with 5% missing and 10%,
20%, and 30% left-censored responses, respectively, and another scenario with 30% censored
observations and 10% missing. The censoring procedure followed the method outlined by
Schelin & Sjostedt-de Luna (2014), where a% of responses were left-censored, and then
B% of the non-censored observations were randomly selected and treated as missing values.
Additionally, the case without censoring (original data) was included for comparative
purposes. The estimation procedure was conducted using the function MCEM. sclm from
RcppCensSpatial package. For each sample, the E-step was approximated through
MC integration under three configurations: i) L = 20 random samples, ii) L increasing

linearly from 20 to 5000, and iii) L = 5000 random samples.
The findings are summarized in Table 2, where MC-AV and MC-SD represent

the mean and the standard deviation of the 300 MC estimates, respectively. The results
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indicate that the mean estimates for 3y, 51, and (5 are close to their true values across all
scenarios. It is worth mentioning that the standard deviation for 3, and S5 increases slightly
with the level of censoring, while the variation for f, remains negligible. It was observed
that the mean of the estimates obtained with L = 5000 random points is comparable
to that obtained when L increased linearly from 20 to 5000; the standard deviations
in these two scenarios also align closely. The mean estimates were lower than the true
parameter values for the variance structure parameters o2, ¢, and 7. Nonetheless, the
ratio 02/(c? + 7%) consistently approximated 0.775, suggesting that the spatial process
explains approximately 77.5% of the data variability. This finding aligns closely with the
true value. For additional details on the consistency of this parameter estimation, please
refer to Zhang (2004).

Table 2 — Simulation I. Summary statistics of the MCEM estimates based on 300 samples
of size n = 200, considering different censoring proportions and number of
observations (L) for the MC method.

Parameters
Censoring L Measure Bo b1 B o’ 10} T2
1.00 3.00 -2.00 3.50 4.00 1.00

MC-AV 1.032 3.001 -1.999 3.295 3.771 0.956
MC-SD 0.570 0.079 0.092 1.054 0.812 0.146

MC-AV 1.027 3.004 -1.996 3.302 3.766 0.958
MC-SD 0.573 0.101 0.102 1.055 0.842 0.161
MC-AV 1.027 3.004 -1.996 3.299 3.762 0.952
MC-SD 0.573 0.101 0.102 1.054 0.841 0.161
MC-AV 1.027 3.004 -1.996 3.299 3.762 0.952
MC-SD 0.573 0.101 0.102 1.054 0.841 0.161

MC-AV 1.016 3.011 -2.005 3.330 3.771 0.968
MC-SD 0.570 0.114 0.107 1.085 0.926 0.175
MC-AV 1.018 3.009 -2.003 3.317 3.762 0.949
MC-SD 0.570 0.114 0.107 1.077 0.922 0.178
MC-AV 1.018 3.009 -2.003 3.317 3.761 0.949
MC-SD 0.570 0.114 0.107 1.077 0.922 0.178

MC-AV 0.997 3.028 -2.012 3.382 3.801 1.002
MC-SD 0.582 0.137 0.115 1.155 0.940 0.194
MC-AV 1.010 3.018 -2.005 3.350 3.781 0.941
MC-SD 0.582 0.136 0.115 1.136 0.933 0.205
MC-AV 1.010 3.018 -2.005 3.350 3.781 0.941
MC-SD 0.582 0.136 0.115 1.136 0.933 0.205

MC-AV 0.963 3.045 -2.026 3.418 3.801 1.007
MC-SD 0.585 0.144 0.126 1.175 0.995 0.206
MC-AV 0.979 3.033 -2.018 3.382 3.778 0.936
MC-SD 0.585 0.143 0.126 1.149 0.985 0.220
MC-AV 0.979 3.033 -2.018 3.382 3.778 0.936
MC-SD 0.585 0.143 0.126 1.150 0.985 0.220

0% -

20

15% 20 - 5000

5000

20

25% 20 - 5000

5000

20

35% 20 - 5000

5000

20

40% 20 - 5000

5000
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Figure 11 displays boxplots of the estimates derived via the MCEM algorithm,
segmented by level of censoring and number of random points used for approximation.
In these plots, the solid red line indicates the true parameter value. The plots show that
the median of the estimates for Sy, (1, and (35 coincides with the actual value, while the
medians for 0%, ¢, and 72 tend to underestimate the true value of the parameters. The
boxplots for ¢ and o2 exhibit some outliers across all levels of censoring compared to other
parameters. Further details can be found in Figure 38 (Appendix B.2), which illustrates
the mean bias +1 standard deviation for each parameter by censoring proportion and
number of samples (L) used for approximation. This analysis reveals that, across different
levels of censoring, the bias remains close to zero, and the standard deviation is almost

the same independent of L.

Figure 11 — Simulation I. Boxplot of the estimates by level of censoring.
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3.4.2 Simulation study Il: Asymptotic properties of the estimates

Aiming to provide empirical evidence for the consistency of the ML estimates
obtained via the MCEM and SAEM algorithms, we considered sample sizes of n = 100,
300, and 600. Additionally, 10% and 30% of the observations were left-censored or missing,
following the scheme described in the previous section, with 20% of the desired censored rate
randomly selected to be treated as missing. We also evaluated the case without censoring
(original data) for comparison purposes. Our proposed MCEM and SAEM algorithms
were implemented through the functions MCEM. sc1lm and SAEM. sclm, respectively. The

number of random observations in the MC approximation increased linearly from 20 to
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5000. As shown in Simulation study I, this setting seems to yield results comparable to
using L = 5000 samples. For the SAEM algorithm, we set M = 20 and ¢ = 0.25 (refer to

Subsection 1.1.3 for more details).

For each combination of sample size, level of censoring, and method, we com-
puted the mean (MC-AV) and standard deviation (MC-SD) of the 300 MC estimates, the
mean of the standard error (IM-SE) computed by the inverse of the observed informa-
tion matrix (detailed in Subsection 3.3.4), and the coverage probability (CP) of a 95%

confidence interval.

The results for the MCEM and SAEM estimates, displayed in Tables 3 and 4,
respectively, show that the mean of the estimates (MC-AV) is close to the true parameter
values across all sample sizes and levels of censoring. As expected, discrepancies decrease as
the sample size increases, except for By. Notably, the mean of the standard errors (IM-SE)
is, in general, close to the standard deviation of the estimates (MC-SD) for all scenarios,
indicating the reliability of the proposed method for obtaining standard errors. It is worth
noting that the standard error for [, appears constant regardless of the sample size or
censoring level, while for other parameters, the standard error decreases with increasing
sample size and increases with higher levels of censoring. Overall, both methods performed

well in fitting the simulated spatial censored data.

Figures 39 and 40 (found in Appendix B.2) present the boxplot of the MCEM
and SAEM estimates, respectively, by sample size and level of censoring. The real parameter
values are indicated by red lines, showing that the median of the estimates is often close

to the true values, with few outliers observed.

Lastly, we analyzed the mean squared error (MSE) of the estimates for all

scenarios, defined as:
n

_IN a0 g

MSE; = — ]Zl(@ 0,)?,
where é\i(j) is the estimate of the ith parameter 8 = (B, 81, B2, 02, ¢,7%)" in the jth MC
sample. The MSE results for each parameter, sample size, and censoring level are presented
in Figure 12 for both MCEM (left panel) and SAEM (right panel) estimates. The MSE
tends to zero as the sample size increases, except for 5y with 30% censoring, where a slight
increase is observed for n = 600. Thus, while the proposed MCEM and SAEM algorithms
provide ML estimates with good asymptotic properties for the spatial censored linear

model, careful attention must be given to the estimates of 5y under high censoring rates.

3.5 Missouri dioxin contamination data

The methodologies discussed will be applied to analyze the Missouri dioxin

contamination dataset described in Subsection 1.3.1. Following the approach suggested by
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Table 3 — Simulation II. Summary statistics of the MCEM estimates based on 300 samples
of sizes n = 100, 300, and 600 with different censoring proportions.

Parameters

n  Censoring Measure 5o 51 Bo o2 10) T2
1.00 3.00 -2.00 3.50 4.00 1.00
MC-AV 1.049 2.984 -2.009 3.318 3.796 0.901
0% IM-SE 0.560 0.133 0.137 1.169 1.109 0.260
MC-SD 0.574 0.137 0.152 1.203 1.240 0.267

CP (%) 91.3 94.3 92.0 - - -
MC-AV 1.047 2.981 -2.009 3.317 3.790 0.898
100 10% IM-SE 0.563 0.143 0.144 1.184 1.143 0.277
MC-SD 0.582 0.152 0.156 1.213 1.247 0.283

CP (%) 91.0 93.0 92.7 - - -
MC-AV 1.027 2.987 -2.017 3.344 3.782 0.889
30% IM-SE 0.572 0.170 0.164 1.251 1.244 0.333
MC-SD 0.588 0.183 0.173 1.304 1.361 0.321

CP (%) 89.3 91.7 94.7 - - -
MC-AV 0.959 2.997 -2.004 3.303 3.818 0.981
0% IM-SE 0.532 0.071 0.069 1.027 0.805 0.120
MC-SD 0.567 0.074 0.069 1.070 0.777 0.121

CP (%) 90.3 94.0 95.0 - - -
MC-AV 0.960 2.999 -2.008 3.300 3.823 0.984
300 10% IM-SE 0.535 0.078 0.075 1.035 0.820 0.128
MC-SD 0.561 0.079 0.075 1.079 0.797 0.129

CP (%) 90.0 94.3 95.7 - - -
MC-AV 0.946 3.012 -2.016 3.310 3.812 0.992
30% IM-SE 0.539 0.096 0.087 1.056 0.858 0.150
MC-SD 0.564 0.097 0.088 1.088 0.855 0.147

CP (%) 91.3 96.0 94.3 - - -
MC-AV 0.925 3.000 -2.005 3.276 3.798 0.995
0% IM-SE 0.518 0.045 0.048 0.971 0.709 0.076
MC-SD 0.554 0.044 0.049 0.950 0.695 0.079

CP (%) 90.0 95.7 94.0 - - -
MC-AV 0.922 3.003 -2.005 3.278 3.794 0.994
600 10% IM-SE 0.519 0.050 0.052 0.976 0.714 0.081
MC-SD 0.554 0.049 0.052 0.955 0.701 0.085

CP (%) 90.0 95.7 95.0 - - -
MC-AV 0.906 3.011 -2.010 3.293 3.771 0.996
30% IM-SE 0.521 0.060 0.061 0.991 0.733 0.094
MC-SD 0.561 0.057 0.061 0.965 0.725 0.096

CP (%) 89.7 96.3 95.3 - - -

Zirschky & Harris (1986), we considered the logarithm transformation of the response and
fitted the model:
hl(Y;) 2504—&, 1€ {1,,127}

The model parameters were estimated using the MCEM, SAEM, and EM

algorithms, each performed over 500 iterations with an exponential correlation function
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Table 4 — Simulation II. Summary statistics of the SAEM estimates based on 300 samples
of sizes n = 100, 300, and 600 with different censoring proportions.

Parameters

n  Censoring Measure 5o 51 Bo o2 10) T2
1.00 3.00 -2.00 3.50 4.00 1.00
MC-AV 1.049 2.984 -2.009 3.318 3.796 0.901
0% IM-SE 0.560 0.133 0.137 1.169 1.109 0.260
MC-SD 0.574 0.137 0.152 1.203 1.240 0.267

CP (%) 91.3 94.3 92.0 - - -
MC-AV 1.047 2.981 -2.009 3.318 3.789 0.899
100 10% IM-SE 0.563 0.143 0.144 1.184 1.143 0.277
MC-SD 0.582 0.152 0.156 1.214 1.246 0.282

CP (%) 91.3 93.0 92.7 - - -
MC-AV 1.018 2.994 -2.022 3.368 3.777 0.917
30% IM-SE 0.576 0.177 0.169 1.277 1.269 0.362
MC-SD 0.589 0.184 0.173 1.322 1.366 0.313

CP (%) 90.0 93.0 94.7 - - -
MC-AV 0.959 2.997 -2.004 3.302 3.818 0.981
0% IM-SE 0.532 0.071 0.069 1.027 0.805 0.120
MC-SD 0.567 0.074 0.069 1.070 0.777 0.121

CP (%) 90.3 94.0 95.0 - - -
MC-AV 0.959 3.000 -2.008 3.301 3.823 0.985
300 10% IM-SE 0.535 0.078 0.075 1.035 0.821 0.128
MC-SD 0.561 0.079 0.075 1.079 0.797 0.128

CP (%) 90.3 94.3 95.7 - - -
MC-AV 0.936 3.021 -2.022 3.328 3.812 1.021
30% IM-SE 0.541 0.100 0.089 1.065 0.864 0.159
MC-SD 0.564 0.097 0.089 1.095 0.856 0.141

CP (%) 91.0 96.0 95.0 - - -
MC-AV 0.925 3.000 -2.005 3.276 3.797 0.995
0% IM-SE 0.518 0.045 0.048 0.971 0.709 0.076
MC-SD 0.554 0.044 0.049 0.950 0.695 0.079

CP (%) 90.0 95.7 94.0 - - -
MC-AV 0.922 3.002 -2.005 3.278 3.795 0.994
600 10% IM-SE 0.519 0.050 0.052 0.976 0.715 0.081
MC-SD 0.554 0.049 0.052 0.952 0.700 0.085

CP (%) 90.0 96.0 95.0 - - -
MC-AV 0.903 3.014 -2.012 3.300 3.771 1.007
30% IM-SE 0.522 0.061 0.062 0.994 0.734 0.096
MC-SD 0.562 0.058 0.061 0.966 0.723 0.093

CP (%) 90.0 96.7 95.3 - - -

to assess the variation between spatial points. For the MCEM algorithm, we explored

four scenarios, including one with linearly increasing sample sizes from 100 to 1000. The

other scenarios involved constant sample sizes of 20, 5000, and 10°. Two configurations

were used for the SAEM algorithm: one using the rmvtnorm function for simulating and

opt imx for optimization, referred to henceforth as SAEM. This method is available in the
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Figure 12 — Simulation II. MSE of the MCEM (left) and SAEM (right) estimates consid-
ering different sample sizes and levels of censoring.
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CensSpatial package. The second configuration employed our proposed slice sampler
for simulation, with optimization executed by the R function roptim, referred to as
SAEM-SS. Moments were computed using the MomTrunc package for the EM algorithm.
Functions for parameter estimation via MCEM, SAEM-SS, and EM are integrated into
the RcppCensSpatial package.

Table 5 — Missouri data. ML estimates and information criteria (AIC and BIC) were ob-

tained through MCEM, SAEM, and EM algorithms considering the exponential
correlation function.

Algorithm L c Bo o? 1) 72 K(a) AlIC BIC  Time (min)
20 -2.355  6.577 14.702 0.213 -143.128 294.257 305.633 0.936
MCEM 10% - 103 -2.402 6.808 15.095 0.207 -143.108 294.216 305.592 1.819
5000 - -2.410 6.847 15.076 0.206 -143.095 294.191 305.568 10.206
10° -2.408 6.845 15.053 0.205 -143.136 294.272 305.649 185.341
SAEM-SS 20 0.25 -2.311 6.218 14.964 0.220 -143.175 294.350 305.727 0.658
SAEM 20 0.25 -2.014 4.858 14.206 0.245 -143.840 295.681 307.057 6.079
10° 1.00 -2.010 4.829 14.136 0.245 -143.865 295.729 307.106 9151.149
EM - - -2.417 6.888 15.092 0.206 -143.122 294.244 305.620 1661.472

Table 5 displays the results of the ML estimates where L represents the number
of samples to approximate the conditional mean, and ¢ denotes the percentage of memory-
free iterations in the SAEM algorithm (see Subsection 1.1.3). Final estimates for MCEM

and EM methods were calculated as the mean of the estimates from each iteration after
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applying a burn-in of 250 and thinning of 3 observations. In contrast, estimates from the
SAEM and SAEM-SS were taken from the final iteration. The SAEM-SS estimates are
similar to those from MCEM at L = 20, while the EM algorithm’s estimates are similar
to MCEM at L = 5000. The estimated regression coefficient 3y, from the MCEM and
EM was -2.400, whereas the SAEM algorithm estimated this parameter at -2.010. The
estimates from MCEM and SAEM for the partial sill 0% and the nugget effect 72 suggest
that the spatial process accounts for 97% and 95% of the data variability, respectively. The
spatial scaling parameter ¢ was estimated at approximately 15.05 and 14.10 by MCEM
and SAEM, respectively, indicating that correlations between observations fall below 0.05
for distances exceeding 45 and 42 feet. This table presents the maximized log-likelihood
values, information criteria (AIC and BIC), and running times. Notably, the information

criteria are nearly identical across all methods, which aligns with expectations.

Figure 13 — Missouri data. Convergence of the parameter estimates via EM, MCEM, and
SAEM algorithm.

(a) EM estimates
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Figure 13 shows the convergence of parameter estimates from MCEM, SAEM-
SS, SAEM, and EM algorithms. Notice that the variability in the MCEM estimates
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decreases with increasing sample sizes from 100 to 1000 (aquamarine line). As expected,
MCEM at L = 20 (gray line) presents more variability than larger sample sizes. Conversely,
MCEM at L = 10° (black line) exhibits the lowest variability. Estimates from the EM
algorithm show greater variability than those from MCEM at L = 5000 (red line), likely
due to computational instability in the numerical methods employed by the MomTrunc
package. this is why we decided to consider a burn-in and thinning procedure to compute
the EM final estimates.

3.6 Remarks

In this chapter, we extended the works of Lachos et al. (2017) and Ordonez
et al. (2018) by employing the MCEM and EM algorithms to estimate the parameters
of the spatial censored linear (SCL) model. We also proposed a variation of the SAEM
algorithm, which utilizes our slice sampling method, detailed in Chapter 2 and available in
the relliptical package. This variation of the SAEM algorithm has been demonstrated
to be faster than the existing method in the CensSpatial package.

Additionally, we developed a method to approximate the standard error of the
estimates using the Louis method, as described in Section 1.2. Based on our simulation
studies, this method has proven to be reliable. The proposed methodologies have been
coded and implemented in the R package RcppCensSpatial, readily available to users
on the CRAN repository.
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4 Censored autoregressive regression models

with Student-t innovations

4.1 Introduction

A linear regression model is a commonly used statistical tool to analyze the
relationship between a response (dependent) and some explanatory (independent) variables.
In these models, the errors are usually considered independent and identically distributed
random variables with zero mean and constant variance. However, observations collected
over time are often autocorrelated rather than independent. Disregarding correlation
in the error term may lead to underestimated standard errors (SE) of the estimated
regression coefficients and fitted values (Gareth et al., 2013); therefore, studying the
dependence among observations is of considerable practical interest (see Tsay, 2005; Box
et al., 2015). Examples of this kind of data abound in economics, medicine, social sciences,
and environmental monitoring; for instance, the total phosphorus concentration measured

monthly in a river with correlated measures over time.

A stochastic model that has been successfully used in many real-world applica-
tions to deal with serial correlation in the error term is the autoregressive (AR) model. In
the AR model, the current state of the process is expressed as a finite linear combination
of previous states and a stochastic shock of disturbance, called an innovation in the time
series literature. In general, it is assumed that the disturbance follows a normal distribution.
For example, Alpuim & El-Shaarawi (2008) proposed a linear regression model with the
sequence of error terms following a Gaussian autoregressive stationary process, in which
the model parameters are estimated using maximum likelihood (ML) and ordinary least
squares. However, it is well known that the normality assumption is often unrealistic,

especially in the presence of outliers.

In this sense, Genton (2004) provides a broad review of extensions to parametric
models using non-normal distributions. Besides, Tiku et al. (1999) suggested considering
non-normal symmetric innovations in a simple regression model with AR(1) error term.
More recently, Nduka (2018) developed an Expectation-Maximization (EM) algorithm to

estimate the parameters in autoregressive models of order p with Student-¢ innovations.

An additional challenge arises when some observations are censored or missing.
In the first case, values can occur out of the range of a measuring instrument, and in
the second, the value is unknown. Censored time series are frequently encountered in
environmental monitoring, medicine, and economics. Furthermore, there are some proposals

in the literature related to censored autoregressive linear regression models with normal
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innovations. For example, Wang & Chan (2018) suggested a quasi-likelihood method using
the complete-incomplete data framework to estimate the parameters of an autoregressive
censored linear model with Gaussian innovations. Schumacher et al. (2017) estimated the
parameters via an analytically tractable and efficient stochastic approximation of the EM
(SAEM) algorithm (Delyon et al., 1999). Liu et al. (2019) proposed a coupled Monte Carlo
Markov Chain (MCMC)-SAEM algorithm to fit an AR(p) regression model with Student-¢

innovations accounting for missing data.

Nevertheless, to the best of our knowledge, no studies consider the Student-¢
distribution for the innovations in censored autoregressive models from a likelihood-based
perspective. Hence, in this work, we propose an EM-type algorithm to estimate the
parameters of a censored regression model with autoregressive errors and innovations
following a Student-t distribution. Specifically, the SAEM algorithm is considered to
avoid the direct computation of complex expressions on the E-step of the EM algorithm
(Dempster et al., 1977). Its computational effort is much smaller in comparison to the
Monte Carlo EM algorithm (Wei & Tanner, 1990), as shown by Jank (2006).

The chapter is organized as follows. Section 4.2 formulates the censored autore-
gressive model of order p with Student-¢ innovations, providing the log-likelihood function,
the estimation procedure, the standard error approximation, and the expression to make
predictions. Section 4.3 displays some results of two simulation studies carried out to
examine the asymptotic properties of the estimators and demonstrate the robustness of
the model. Section 4.4 applies the proposed model to the ammonia-nitrogen concentration
dataset, along with an analysis of quantile residuals. Finally, Section 4.5 concludes with a

discussion.

4.2 The censored AR regression model of order p

First, ignoring censoring, consider a linear regression model with autocorrelated
errors as a discrete-time autoregressive process of order p; thus, the model for observation

at time ¢ is given by

Y;f = XtTﬂ + 5t7 (41)
& = Gi&at o Gt (), te{l,...,n}, (4.2)
where Y; represents the response variable, x; = (x4, ... ,xtq)T is a ¢ x 1 vector of non-

stochastic regressor variables, 8 is a ¢ x 1 vector of unknown regression parameters, and &
is the AR error, with autoregressive coefficients ¢ = (¢y,...,#,)" of length p and shock of
disturbance 7, following a distribution F'(-). The term 7, is also known as the innovation
in the time series literature (see, for instance, Box et al., 2015; Schumacher et al., 2017,
Wang & Chan, 2018).
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Suppose that the innovation variable 7; in (4.2) follows a Student-¢ distribution
with location parameter 0, scale parameter 0% > 0, and v > 0 degrees of freedom, denoted
by 1, ~ t(0, 0%, v), whose probability density function can be written as

_ v+l

I (zsL 2 2
f(n;aQ,V)z(Q)(l—i- 1 > , neR, (4.3)

T (%) (7r1/02)% vo?

where I'(a) denotes the gamma function evaluated at a > 0. Then, the model defined by
(4.1)—(4.3) will be called the autoregressive regression t model of order p (ARt(p)).

Now assume that the response variable Y; is not fully observed for all £, i.e., the
true response lies within an interval instead of being observed exactly. Hence, let R, < R
denote the censoring region, such that Y; is not observed if Y; € R;. Further, let (V;, C})

be the observed data at time ¢, where C} is the censoring indicator, and V; is given by

v { ¢, ifY,e R, (censored) (4.4)

Y;, otherwise, (observed)

where R; is an interval of the form (—o0, ¢;), (¢, ), or (¢, ¢i2) for left, right, or interval
censoring, respectively. The constant ¢; € R is equal to the detection limit for left and right
censoring, and ¢; = (¢;1 + ¢2)/2 for interval censoring. Moreover, missing observations
can be handled by setting R, = (—o0, ) and ¢, = NA. Thereby, the model defined by
(4.1)—(4.4) will be referred to the censored autoregressive regression t model of order p
(CARt(p)) hereinafter. It is worth mentioning that our proposal assumes that the order p
of the AR model is known in the parameter estimation process, but it can be chosen using

information criteria such as Akaike Information Criterion (AIC) and Bayesian Information
Criterion (BIC).

Next, we discuss an ML approach for estimating the parameters of the CARZ(p)
model using the SAEM algorithm. Alternatively, Bayesian parameter estimation can
be performed using MCMC algorithms, which also take advantage of the conditional

expressions derived in the Appendices but may require more computational effort.

4.2.1 The log-likelihood function

Let y = (y1,...,yn)" be an observed sample of Y = (Y7,...,Y,)". Let F; =
o(Y1,Ys,...,Y;) denote the o-field generated by {Y1,Ys,....Y;} and @ = (B", 0", 0% v)"
be a generic parameter vector. The likelihood function for the AR¢(p) model, i.e., the
model with non-censored observations, is given by

n

LO) = f(yr, -9, | 0) || fwn] 6, Fiv),

t=p+1

where f(y | 0,Fi—1) = f(ye | 0,Yi-1,...,9%—p) due to the AR(p) representation of

the regression errors §;. Note also that the conditional distribution of Y; given y, , =
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(Ys—1,--->Yr—p) " will be a Student-¢ with location parameter w; = XtTB—I—(y(t’p) —X(tp),@)T(ﬁ,
scale parameter ¢, and v degrees of freedom, where Xtp) = [X; 1X4 9 - xt_p]T is a
p x q matrix with the covariates related to the vector y; ). After suppressing contributions

from the initial p first values, we obtain a simpler conditional likelihood

L*(e) = H f(yt ’ 07%717%727 s 7yt7p>‘

t=p+1

Now, to compute the log-likelihood function for the CARZ(p) model, i.e., a
model with censored/missing observations in the response vector, we treat the observed
and censored components of the outcome y separately, i.e., as a partition. Let y, € R™
be the vector of dimension n, containing the fully observed elements, and let y,, denote
the vector of dimension n,, of censored or missing components with censoring region
R = Ry xRy, x... xRy, ,wherety,t,...,1,, are the times in which censored observations

occur. Thus, the observed (conditional) log-likelihood function can be computed by

((0;y,) =In ( H f (e ’ 0,y:-1,Y1-2,. - 7yt—p) dym> . (4.5)

R i=pt1

Then, the ML estimation problem relies on maximizing the expression (4.5) over 8. However,
the observed log-likelihood function given above involves expressions too complex to work
with directly, which makes it not feasible in practical terms. To overcome this problem, we
resort to an EM-type algorithm, which turns the maximization of (4.5) into optimizing a

sequence of simpler approximations of this function.

4.2.2 The SAEM algorithm for ML Estimation

This section is devoted to obtaining the ML estimates of the CARZ(p) model
using the SAEM algorithm. It is worth mentioning that this approach enables the automatic
approximation of the standard errors and the direct imputation of the censored and/or

missing observations.

To implement an EM-type method, we require a representation of the model
in terms of the missing data. Let’s start by considering that if Y; |y, ~ t(ws, 0%, v), we
can use the stochastic representation of the Student-¢ distribution to express Y; | Yiip)

Y 2Zt, where Z; and U; are two independent random variables.

as Yy | Yp) 4 wy + U,
Specifically, Z, follows a univariate normal distribution with zero-mean and variance o2,
and U follows a gamma distribution with shape and rate parameters equal to v/2, (see,
for instance, Kotz & Nadarajah, 2004). The expression 2 means “equality in distribution”.

Consequently, it follows that

Y, | (Y(t,p) = Y(tp) U =) ~ N(Wt>02/ut)7
U ~ Gamma(r/2,v/2),



Chapter 4. Censored autoregressive regression models with Student-t innovations 70

for all t € {p + 1,...,n}. This relationship is a convenient hierarchical representation
and will be helpful in the E-step of the EM algorithm (Dempster et al., 1977), which is

discussed next.

To use an EM-type algorithm, we must regard both y = (y1,...,%,)" and
u = (Ups1,...,u,) as hypothetical missing data and (V,C) as observed data, with
V =(WV,...,V,)" and C = (C4,...,C,)". The resulting complete response is y, =
(y',u", V', €', and the complete (conditional) log-likelihood function £,(8;y,) will
take the form

1 1 &
le(0;y:) = 5 | 9(v) = (n—p)In 0% — — t_;lut(yt —wy)? | + cte,

where cte represents a constant independent of the vector of parameters 6, 8 = (,BT, o', %
V)", and g(v) = (n — p)g1(v) + vgy with g;(v) = vin(v/2) — 2InT (v/2) and g, =
Z (In(uy) — uy). Therefore, the EM algorithm proceeds as follows:
t=p+1
~(k
E-step: Let 0( ) denote the current estimate of 8. The E-step calculates the conditional

expectation of the complete data log-likelihood function, i.e.,
~(k)
Qu0) = E|L(6:y,) | V.C.8 " |.

For the proposed CAR#(p) model, this step requires the computation of some conditional
expectations provided in detail in Appendix C.1. However, the EM algorithm is not
doable because of the difficulties in calculating the conditional expectations, specifically
when we have successive censored observations. As an alternative, Wei & Tanner (1990)
proposed the MCEM algorithm, which replaces the calculation of the expectations with a
Monte Carlo approximation based on a large number of independent simulations of the
missing data. However, due to the computational intensity, another option to consider is a
stochastic approximation of these expectations, as Delyon et al. (1999) suggested with
the so-called SAEM algorithm, which requires a much smaller number of observations for

their approximation and makes more efficient use of the imputed missing values.

The SAEM algorithm splits the E-step of the EM algorithm into a simulation
and an integration step (using a stochastic approximation), while the maximization step
remains identical, except for the conditional expectations. Then, at the kth iteration, it

proceeds as follows:

Step E-1 (Sampling). Simulate L samples from the conditional distribution of the latent

variables via Gibbs sampler according to the following scheme:

A (k
e Step 1: Sample y*9 from f(y, | V,y,, u®, 0( )), which corresponds to the trun-

cated multivariate normal distribution with location parameter m and scale matrix S as



Chapter 4. Censored autoregressive regression models with Student-t innovations 71

defined at the end of Appendix C.2, and truncation region R = Ry, x Ry, x ... x Ry, .
Then update the full vector of observations as y** = (yo , yg,’f K)T)

A (k
e Step 2: Sample u®® from f(u | y*9, 9( )), where each component ugk’é) is simulated

independently from a Gamma(a,b;) distribution, for all t € {p + 1,...,n} and ¢ €
{1,..., L}, as demonstrated in Appendix C.2.

Step E-2 (Stochastic Approximation). Update @k(O) as

Qr(0) = Qi ( +5k( Zf (0; y") — Q10 )>, (4.6)

where ygk’g) = (y(k’g)T, ukodT v C")" and §; is a smoothing parameter, a decreasing
0

[es}
sequence of positive numbers such that Z 0r = o0 and Z 62 < oo, which was selected as
k=1 k=1

described in Subsection 1.1.3.

M-step: Update the estimate é(k’ as é(k“) = argmax @k(O)

The resulting expressions to estimate the model pearameters are given in Appendix C.1,
where closed-form expressions were obtained for 3, ¢, and o2, while v is estimated through

an optimization procedure.

The steps above are iterated until some distance between two successive param-
eter estimations, such as ((9(“” B(k)) (HUM) — @(k)>>1/2, becomes small enough. The
initial values used in the SAEM algorithm were calculated by considering the censored
values as observed ones and proceeding as in the Supplementary Material of Schumacher
et al. (2017). Initial tests suggest that this choice of initial values is expected to give good
numerical properties. However, to ensure that the estimates obtained by the EM-type algo-
rithm correspond to a global maximum, it is recommended that users rerun the algorithm

using a few different options of initial values and examine the attained log-likelihood value.

4.2.3 Standard error approximation

The Fisher information matrix is a good measure of the amount of information
a sample dataset provides about the parameters of a given model, and it can be used to
compute the asymptotic variance of the estimators. Louis (1982) developed a procedure
for extracting the observed information matrix when the EM algorithm is applied to find
the ML estimates in problems with partially observed data. On the other hand, Delyon
et al. (1999) adapted the Louis method for the SAEM algorithm, resulting in the following

stochastic approximation:
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H, = -F,—Gr+AA;,
1 (0200, y59)
Fp = Foato| =) (— 25— ) —Fi, A7
. = B k<L§]( O ) - Fu (4.7

1 & [ 00.(0; 7)Y [ 06,(0: yFO)\ T
Gi = Gio1 40k (LZ:( (agc )> ( (agc )> —Gk—1>,
L

0lc(0;y:")
LZaH_Ak—1>7

Ak = Ak 1+5k<

where y*9 is the complete data sampled at iteration (k,¢), for k € {1,...,W} and
te{l,...,L}, with W denoting the maximum number of iterations and L the number of
MC samples for the stochastic approximation. The inverse of the limiting value of Hj, can
be used to assess the dispersion of the estimators (Delyon et al., 1999). The analytical
expressions for the first and second derivatives of the complete data log-likelihood function

are given in Appendix C.3.

4.2.4 Prediction

Interested in predicting values from the CAR#(p) model, we denote by y,, the
n-vector of random variables corresponding to the given sample and by y,,.q the vector of
random variables of length n.q corresponding to the time points that we are interested

in predicting.

Let y... = (v),y))", where y, is the vector of uncensored observations,
and y,, is the vector of censored/missing observations. To deal with the incomplete
values existing in y,.,, we use an imputation procedure that consists of replacing the
censored values with the values obtained in the last iteration of the SAEM algorithm, i.e.,
V.. =Ely,, | V,C, é(W)] ~ 3" since elements of 3 can also be updated during Step
E-2 of the SAEM algorithm as

}A’gs)—ym ‘|‘5k< Zy k 1))7 ]{‘E{l,...,W}, (48)

with the same d;, L, and W settings considered in the estimation procedure. The new

vector of observed values will be denoted by y .« = (y2, 30T,

Now, supposing that all values in y .+ are completely observed and that the

explanatory variables for y, .4 are available, the forecasting procedure will be performed
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recursively (Box et al., 2015) as follows

-

P
Xp 1B+ Z Di¥n+h—j> k=1,

J=k

k1 P
Tnik(6) = { X B+ Z Dl ik T Z DiYnin—jr 1<k <p,
i=1 j=k

P
X;zr-‘rle + Z qu@\:-i-k—jv p< k< Npred;
\ J=1
such that yf = y; — x; 8. In practice, 9,4 is obtained by substituting 6 in the last
expression, i.e., Ypir = §n+k(§), where 8 is the SAEM estimate. Therefore, the resulting

vector with the predicted values is ¥ cq = (Jn+15 Yns2s - - Untnpre O

4.3 Simulation Study

In this section, we examine the asymptotic properties of the SAEM estimates
through a simulation study considering different sample sizes and levels of censoring. A
second simulation study is performed to demonstrate the robustness of the estimates

obtained from the proposed model when the data are perturbed.

4.3.1 Simulation study |

This study aims to provide empirical evidence about the consistency of the
ML estimates under different scenarios. Therefore, 300 MC samples were generated with
different sample sizes: n = 100, 300, and 600. The data were generated from the model
defined by (4.1)-(4.3). The parameters were set as 0> = 2, v = 4, 8 = (5,0.50,0.90) ",
¢ = (—0.40,0.12)7, and the vector of covariables x; = (1,241, 7)", with ;1 and x4
simulated from a normal N(0,1) and a uniform U(0,1) distribution, respectively, for

t e {l,...,n}. From this scenario, two analyses were conducted and will be discussed next.

4.3.1.1 Asymptotic properties

Aiming to have scenarios with an average level of censoring/missing of 5%,
20%, and 35%, respectively, we considered the following detection limits: 1.60, 3.45, and
4.30, i.e., values that fall below the detection limits (DL) are replaced with the detection
limit value. Furthermore, 20% of the desired censored rate corresponds to observations
randomly selected to be treated as missing. Additionally, we considered the case without

censoring (original data) for comparison.

For each sample size and censoring level, we computed the mean (MC-Mean)
and standard deviation (MC-SD) of the 300 MC estimates, the mean of the standard
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Table 6 — Simulation I. Summary statistics of parameter estimates for the CAR#(2) model
based on 300 samples of sizes n = 100, 300, 600, and different levels of censoring.

Average Parameter
n DL censoring Measure Bo B B2 b1 b2 o2 v
level 5.00 0.50 0.90 -0.40 0.12 2.00 4.00
MC-Mean 4.988 0.501 0.937 -0.409 0.093 1.779 4.150
No 0% IM-SE 0.325 0.141 0.565 0.086 0.086 0.531 2.612
0 MC-SD 0.334 0.149 0.567 0.090 0.091 0.465 2.089
CP (%) 94.0 91.3 94.0 - - - -
MC-Mean 4.984 0.502 0.942 -0.409 0.092 1.781 4.345
1.60 5.10% IM-SE 0.319 0.141 0.557 0.091 0.088 0.533 3.326
' R MC-SD 0.339 0.149 0.576 0.096 0.094 0.494 2.692
100 CP (%) 94.3 92.0 94.3 - - - -
MC-Mean 4.977 0.505 0.931 -0.418 0.089 1.812 4.559
3.45 19.59% IM-SE 0.337 0.150 0.586 0.105 0.099 0.584 3.957
’ o0 MC-SD 0.349 0.156 0.588 0.110 0.103 0.516 2.914
CP (%) 93.3 93.7 93.3 - - - -
MC-Mean 4.939 0.511 0.928 -0.434 0.077 1.856 4.930
IM-SE 0.371 0.163 0.644 0.122 0.115 0.721 4.872
430 34.11% MC-SD 0.372 0.171 0.642 0.126 0.120 0.571 3.517
CP (%) 94.0 93.7 93.3 - - - -
MC-Mean 5.015 0.501 0.893 -0.401 0.115 1.937 4.162
No 0% IM-SE 0.167 0.084 0.299 0.048 0.048 0.293 1.172
0 MC-SD 0.180 0.090 0.312 0.052 0.050 0.295 1.266
CP (%) 93.3 93.7 93.7 - - - -
MC-Mean 5.017 0.501 0.889 -0.399 0.115 1.944 4.244
1.60 5.31% IM-SE 0.169 0.085 0.303 0.053 0.051 0.314 1.444
' ’ 0 MC-SD 0.182 0.091 0.319 0.055 0.051 0.311 1.498
300 CP (%) 93.0 94.0 93.0 - - - -
MC-Mean 4.999 0.507 0.891 -0.409 0.110 1.997 4.645
3.45 20.58% IM-SE 0.177 0.090 0.317 0.060 0.057 0.365 2.122
' o0 MC-SD 0.191 0.095 0.332 0.061 0.058 0.341 1.935
CP (%) 93.7 92.3 93.7 - - - -
MC-Mean 4.958 0.518 0.901 -0.409 0.110 2.080 5.043
IM-SE 0.194 0.098 0.341 0.068 0.065 0.421 2.716
4.30 35.44% MC-SD 0.199 0.106 0.339 0.074 0.069 0.385 2.258
CP (%) 95.0 93.3 95.3 - - - -
MC-Mean 5.001 0.507 0.909 -0.400 0.118 1.966 4.072
No 0% IM-SE 0.125 0.063 0.225 0.037 0.036 0.221 0.889
0 MC-SD 0.125 0.064 0.226 0.038 0.037 0.212 0.918
CP (%) 93.0 94.7 92.3 - - - -
MC-Mean 4.999 0.508 0.911 -0.401 0.117 1.977 4.145
1.60 5.11% IM-SE 0.125 0.063 0.225 0.037 0.036 0.221 0.899
' e MC-SD 0.124 0.065 0.224 0.038 0.037 0.212 0.937
600 CP (%) 92.7 94.3 92.0 - - - -
MC-Mean 4.981 0.513 0.921 -0.405 0.117 2.034 4.447
3.45 19.99% IM-SE 0.132 0.066 0.235 0.042 0.040 0.254 1.252
’ ’ 0 MC-SD 0.127 0.069 0.229 0.042 0.041 0.239 1.342
CP (%) 94.0 93.7 94.3 - - - -
MC-Mean 4.939 0.521 0.933 -0.410 0.112 2.113 4.826
IM-SE 0.142 0.072 0.251 0.048 0.045 0.300 1.672
430 34.64% MC-SD 0.139 0.074 0.251 0.049 0.046 0.284 1.657
CP (%) 93.7 94.7 94.7 - - - -

errors (IM-SE) computed by the inverse of the observed information matrix given in (4.7),

and the coverage probability (CP) of a 95% confidence interval, i.e.,

_ (LI ELIPNIRP
MC-Mean; = 8 = — S 09 MC-SD; = . | — (0.3 - ei) d
can 300 ; i 299 ;1 i Al
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300

IM-SE; ~ﬁZSE< )

(”9\(1)

where is the estimate of the ith parameter of @ = (B, 1, B2, 1, 2, 0%, )" in the jth

MC sample.

The results are shown in Table 6, where we can observe that the mean of the
estimates (MC-Mean) is close to the true parameter value in all combinations of sample
size and censoring levels, except for the scale parameter o2 for a sample size of n = 100.
As expected, this difference decreases as the sample size increases. Notice that the mean
of the standard errors obtained through the inverse of the observed information matrix
(IM-SE) is, in general, close to the standard deviation of the estimates (MC-SD) for all

scenarios, indicating that the proposed method to obtain the standard errors is reliable.

Figure 14 — Simulation I. Boxplot of the estimates for CAR#(2) model by sample size and
detection limit.
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Figure 14 shows the boxplots of the estimates for each parameter by sample
size and detection limit. The solid red line represents the true parameter value. In general,

the median of the estimates is close to the real value independent of the sample size and
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censoring level. However, for ¢ and ¢, the median underestimates the true value in
samples of size n = 100, i.e., the smallest sample size in the simulation study. Furthermore,
interquartile ranges decrease as sample sizes increase, suggesting the consistency of the
estimates. Additionally, boxplots for the estimates of v are shown in Appendix C.4.1,

Figure 41.

To study the asymptotic properties of the estimates, we analyzed the mean

squared error (MSE) of the estimates obtained from the proposed algorithm for all scenarios,

which can be defined by

IS0 gy

MSE; = — jzl(el 0;)2.
The results for each parameter, sample size, and detection limits are shown in Figure 15,
where we may note that the MSE tends to zero as the sample size increases. Thus, the
proposed SAEM algorithm seems to provide ML estimates with good asymptotic properties

for our proposed autoregressive censored linear model with Student-t innovations.

Figure 15 — Simulation I. MSE of the estimates for the CAR#(2) model by sample size
and detection limit.
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4.3.1.2 Residual Analysis

Checking the specification of a statistical model usually involves statistical
tests and graphical methods based on residuals. However, conventional residuals (such
as Pearson’s residuals) are not appropriate for some models since they may lead to
erroneous inference, as Kalliovirta (2012) demonstrated for models based on mixtures of
distributions. As an alternative, Dunn & Smyth (1996) developed the quantile residuals

method for regression models with independent responses, which produces normally
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distributed residuals by inverting the fitted distribution function for each response value
and finding the equivalent standard normal quantile. These results assume the model is
correctly specified and parameters are consistently estimated. The method can be extended
to dependent data by expressing the likelihood as a product of univariate conditional
likelihoods.

Figure 16 — Simulation I. Plots of quantile residuals for a sample of size n = 600 generated
from the CAR#(2) model considering different levels of left censoring.
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To compute the quantile residuals for the CARZ(p) model, we first impute the
censored or missing observations as defined in (4.8) in Subsection 4.2.4. Then, considering

all values as completely observed, the residual for the tth observation is computed by
=01 (T (yt;@t,(?Z, 1?)) , te{p+1,...n}, (4.9)

where ®'(-) denotes the inverse of the cumulative distribution function (cdf) of the stan-
dard normal distribution, T'(y; &y, 62, ©) is the cdf of the univariate Student-¢ distribution
with location parameter &; = x, B + (Vi) — Xitp) B)Tab, scale parameter 62, and © degrees

~

of freedom evaluated at point y;. Here @ refers to the ML estimates of 8 obtained through
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the SAEM algorithm. Note that the quantile residual is calculated only for the latest n —p
observations.
Figure 17 — Simulation I. Plots of the residuals for a sample of size n = 600 generated from

the CARZ(2) model and fitting a model with normal innovations, considering
different levels of left censoring.
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To analyze how the quantile residuals behave for the proposed model, they were
computed for a simulated dataset of sample size n = 600, and we considered four levels of
left censoring: 0%, 5.17%, 20%, and 34.67%. Figure 16 shows the Quantile-Quantile (Q-Q)
plot, the quantile residual time series, the histogram, and the residual autocorrelation
coefficients. For all levels of censoring, the histogram seems to correspond to a histogram
of a normally distributed variable, and the dispersion plot shows independent residuals.
We can deduce through the Q-Q plot that the residuals are roughly normally distributed
because all points form a roughly straight line inside the confidence band. However, for
samples with 20% and 34.67% of censoring, the Q-Q plots present a slight deviation from
the center line in the lower tail, which might be due to the high proportion of censored

values.
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For comparison, we fitted the same dataset assuming the normal distribution
(i.e., disregarding the heavy tails) and computed the corresponding quantile residuals. The
resulting plots are given in Figure 17, where we can see clear signs of non-normality, such

as large residuals and several points outside the confidence band in the Q-Q plots.

This illustration indicates that this method can help check the CAR#(p) model
specification. Nevertheless, more caution is needed in analyzing residuals for significant
levels of censoring since our proposal imputes the unobserved data by its conditional

expectation.

4.3.2 Simulation study Il: Robustness of the estimators

This simulation study aims to compare the performance of the estimates for
two censored AR models in the presence of outliers on the response variable. In this
case, we simulated 300 MC samples of size n = 100 under the model defined in (4.1)—
(4.2), considering the standard normal distribution for the innovations. The parameters
were set as B = (4,0.50)", ¢ = (0.48,-0.20)", and the covariates x; = (1,24)", where
xy ~N(0,1), te{l,...,100}.

After generating the data, each MC sample was perturbed under the following
scheme: the maximum value was increased in 1 times the sample standard deviation,
i.e., Ypert = max(y) + ISD(y), for ¥ € {0, 1,2,3,4,5,7}. Furthermore, we considered three
different levels of censoring: the first case corresponds to the case without censoring; the
second case considered 2.34 as a detection limit, where all values lower or equal than
2.34 were substituted with this particular value. (which implied an average of 10.04%
of censoring); and finally the third scenario considered a limit of 3.31 (which yielded an
average of 30% of censoring). For each scenario, we fitted two models: the first considers

normal innovations, denoted by CAR(2), and the second one is our proposal CAR%(2).

Table 7 displays the mean of the estimates for each parameter by the level
of perturbation and censoring rate. To obtain comparable values of ¢ for the model
with Student-¢ innovations, we reported the estimated variance of the innovation 6% =
062 /(D —2), where 52 is the estimate of the scale parameter under our proposal. Moreover,
the last column of Table 7 reports the percentage of times in which our model detected
the perturbed observation as influential. This value was computed as the number of times
the estimated weight (u;, calculated during the E-step in the SAEM algorithm) of the

perturbed observation was the lowest, divided by the number of MC samples.

Table 7a and Figure 18a show the results for the non-censored dataset. For
the normal distribution, it is possible to observe that the bias increases as the pertur-
bation increases. However, when Student-t innovations are considered, the bias is much

smaller, illustrating the robustness of the model against atypical observations. As expected,
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Table 7 — Simulation II. Mean of the estimates for CAR(2) and CAR#(2) model based on
300 MC samples of size n = 100 for different levels of perturbation.

a. Level of censoring: 0%

Pert. CAR(2) CARi(2)
@) Bo B o’ 1 b2 Bo b1 o 1 b2 v DI (%)

0 4.007 0.510 0.963 0.478 -0.215 4.007 0.510 0.979 0.480 -0.216 24.424 17.0

1 4.021 0.526 1.030 0.469 -0.209 4.008 0.518 1.042 0.464 -0.207 17.098 73.3
2 4.036 0.541 1.135 0.447 -0.195 3.999 0.518 1.130 0.433 -0.186 9.568 98.7
3 4.050 0.557 1.275 0.416 -0.175 3.991 0.515 1.229 0.398 -0.162 6.064 99.7
4 4.064 0.572 1.449 0.383 -0.154 3.987 0.513 1.328 0.369 -0.140 4.896 100.0
5 4.079 0.588 1.655 0.349 -0.133 3.986 0.510 1.426 0.346 -0.121 4.324 100.0
7 4.107 0.619 2.160 0.287 -0.100 3.985 0.508 1.628 0.309 -0.090 3.710 100.0
b. Level of censoring: 10.04%
Pert. CAR(2) CAR¢t(2)
(¥  Bo B o’ ®1 P2 Bo B o ¢ P2 v DI (%)

0 4.006 0.511 0.966 0.478 -0.214 4.006 0.511 0.997 0478 -0.213 20.892  21.0

1 4.018 0.529 1.044 0.468 -0.208 4.007 0.519 1.079 0.460 -0.203 14.290 7.7
2 4.027 0.549 1.165 0.445 -0.194 4.002 0.518 1.207 0.424 -0.180 7.764 98.7
3 4.036 0.570 1.327 0.415 -0.175 3.999 0.514 1.362 0.387 -0.155 5.061 99.7
4  4.044 0.592 1.527 0.383 -0.156 3.999 0.511 1.535 0.357 -0.133 4.105 100.0
5 4.052 0.614 1.764 0.351 -0.138 4.000 0.509 1.704 0.332 -0.115 3.668 100.0
7 4.065 0.659 2.340 0.294 -0.109 4.003 0.505 2.170 0.295 -0.088 3.166 100.0
c. Level of censoring: 30%
Pert. CAR(2) CARit(2)
(W) Bo b1 o’ 1 P2 Bo B o ®1 b2 v DI (%)

0 4.014 0.505 0.944 0.476 -0.219 4.015 0.503 0.972 0476 -0.218 19.338  24.7
4.014 0.532 1.050 0.464 -0.213 4.011 0.513 1.076 0.454 -0.206 12.553  82.3
4.007 0.562 1.213 0.439 -0.199 4.007 0.512 1.230 0.415 -0.181 6.854 98.3
3.996 0.594 1.429 0.409 -0.182 4.006 0.507 1.406 0.376 -0.156 4.651 100.0
3.982 0.628 1.694 0.378 -0.165 4.008 0.503 1.616 0.344 -0.135 3.803 100.0
3.965 0.664 2.005 0.349 -0.151 4.010 0.500 1.837 0.318 -0.118 3.386 100.0
3.926 0.737 2.760 0.301 -0.130 4.016 0.495 2.428 0.280 -0.092 2.926 100.0

N U W N

estimates for v decrease as the perturbation grows. Note that the observation with the
maximum value was detected as influential in only 17% of the non-perturbed samples,
but this percentage increases fast as the perturbation increases. The results for samples
with an average of 10.04% censoring are displayed in Table 7b and Figure 18b, where the
estimates for By have a distribution similar to the non-censored case. On the other hand,
for (1, a more significant difference was observed between the real value and its estimate
in the normal model. In contrast, the model with heavy-tailed innovations performs better
in recovering the true parameter values, with a mean value of v smaller than previously

observed.

Results for the scenario with an average of 30% left censoring are shown in
Table 7c and Figure 18c. For the normal case, the bias for ; is larger than was observed in
the previous two cases. At the same time, the mean and median of the estimates obtained
from the CAR#(2) model are not much affected by the perturbations. For /3, the normal
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model returned estimates close to the real value only for levels of perturbation lower than 4
(¥ < 4), while for larger perturbations, the model tends to underestimate it. These results
confirm that the heavy tails of the Student-¢ distribution allow our model to mitigate the

effect of outliers, i.e., a much more robust method against atypical values.

Figure 18 — Simulation II. Boxplot of the estimates obtained from CAR(2) and CAR%(2)
model based on 300 MC samples of size n = 100.
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4.4 The ammonia-nitrogen concentration data

This section provides an application of the CAR#(p) model to a real environmen-

tal dataset with both missing and censored observations. We consider the ammonia-nitrogen
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(NH3-N) measurements taken in the Samish River in Washington State, USA, and described
in Subsection 1.3.2. The data were collected monthly by the Washington State Department
of Ecology, available for free download on the official website (https://ecology.wa.gov).
Following IPCS (1986) and De Abreu et al. (2022), some water parameter factors that
could have a statistical effect on the ammonia-nitrogen levels are the dissolved oxygen
(DO) in mg/L, pH, and temperature (T) in °C'. In this study, we are interested in tracking
the relationship between NH3-N and those variables over time as an indicator of the river

water quality.

Preliminary analysis (reported in Appendix C.4.2) for the linear regression
model y; = By + BpoDO; + BpupH, + B1T: + &, considering the errors as independent
and identically normal distributed variables, indicates the presence of serial residual
autocorrelation, hence we model & as an autoregressive process. Then, we fit the following

censored regression model:

Y = Bo + PpoDO: + BoupH, + BT + &, t=€e{1,...,248},

where &; is considered as an AR model of order p = 1 and 2, with innovations 7, independent
and identically distributed as either N(0,0?) or #(0,0% v) (denoted by CAR(p) and
CARi(p), respectively).

Parameter estimates and their corresponding standard errors (SEs) are displayed
in Table 8. For model selection, we computed the observed conditional log-likelihood
0(0;y,) defined in (4.5) by a Monte Carlo approximation, which is also shown, along with
AIC and BIC values, in Table 8. We note that the estimated intercept (5y) under the
CARt(p) model is lower than the estimate from the CAR(p) model. The estimates for the
dissolved oxygen, pH, and temperature regression coefficients are all negative, indicating an
inverse relationship between those variables and the ammonia-nitrogen concentration. The
ones provided by the CARZ(p) model are larger than those obtained based on normality.
The nitrification process could explain the inverse relationship between temperature and
ammonia levels. According to Shammas (1986), the nitrification process increases as
temperature increases (for T' < 35°C'), and this process reduces the concentration of
ammonia-nitrogen. Besides, the optimal pH for nitrification is between 7.5 and 8.5 (De
Abreu et al., 2022). In our study, the pH ranged between 6.6 and 8.4. Then, the increase
in pH, within the range analyzed, provides more adequate conditions for the nitrification
process; therefore, the concentration of ammonia-nitrogen is reduced. Nevertheless, we do

not have evidence that the pH effect is significant.

Regarding the autoregressive coefficient ¢;, the normal estimate was smaller
than the value estimated through CAR#(1) model and ¢, is not statistically significant for
both CAR(2) and CAR#(2). Therefore, comparing the AR(1) models based on information
criteria (AIC and BIC), we conclude that the heavy-tailed Student-t model (with 7 = 4.091)

provides a better fit to the ammonia-nitrogen concentration data.
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Table 8 — Square-root of NH3-N (ug/L). Parameter estimates and their standard errors
(SE) for the CAR(p) and CAR#(p) model, for p =1 and 2.

Param. CAR(1) CAR(2) CARi(1) CARt(2)
Est. SE Est. SE Est. SE Est. SE
Bo 17.958 3.533 18.277 3.589 16.441 3.016 16.667 3.140
Bpo -0.904 0.184 -0.888 0.184 -0.689 0.167 -0.661 0.171
Bpu -0.253 0.445 -0.331 0.461 -0.432 0.377 -0.522 0.406
B -0.269 0.059 -0.262 0.059 -0.224 0.055 -0.213 0.057
o2 1.462 0.161 1.462 0.163 0.745 0.163 0.751 0.167
o1 0.319 0.067 0.285 0.073 0.341 0.070 0.295 0.076
b2 - 0.086 0.078 - 0.119 0.072
v - - 4.091 1.384 4.197 1.370
z(?); Vo) -302.957 -301.226 -297.503 -295.853
AIC 617.914 616.452 609.007 607.705
BIC 638.970 640.989 633.572 635.748

Figure 19 — Square-root of NH3-N (ug/L). Quantile residuals for the CAR(1) and CAR#(1)
models.
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Graphs related to the quantile residuals computed for the CAR(1) and CAR#(1)
models are shown in Figure 19. The Q-Q plot for the CAR(1) model presents several
points outside the confidence bands on the upper and lower tails, indicating that the
distribution is heavy-tailed. Additionally, we see larger residual values from the histogram
and residual plot. For the CAR#(1) model, we see in the Q-Q plot that all points form a
roughly straight line and lie within the confidence bands. Further, the histogram seems
to correspond to a normally distributed variable, and the autocorrelation coefficients fall
within the two standard error bounds. Therefore, the CAR#(1) model seems to fit better

the ammonia-nitrogen concentration data than the CAR(1) model, which is confirmed
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through a likelihood-ratio test whose p-value is less than 0.001.

Figure 20 shows the observed values (solid black line) and the imputed values
for the censored and missing observations from May 1999 to December 2019 under the

CAR(1) and CAR#(1) models. Blank spaces in the time series represent the missing values.

Figure 20 — Square-root of NH3-N (ug/L). Observed (black solid line) and imputed values
considering Student-¢ (pink line) and normal (light blue line) innovations.
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In addition, for assessing the convergence of SAEM parameter estimates, con-
vergence plots are displayed in Figure 21. Finally, an additional application related to the

total phosphorus concentration can be found in Appendix C.4.3.

Figure 21 — Square-root of NH3-N (ug/L). Convergence of the parameter estimates for
CAR¢#(1) model.
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4.5 Remarks

Extending autoregressive regression methods to include censored response

variables is a promising area of research. This chapter introduced a novel model that can
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handle left, right, or interval-censoring time series while simultaneously modeling heavy
tails and missing observations, which can be treated as interval-censored observations. Our
approach extends some previous works, such as Schumacher et al. (2017) and Liu et al.
(2019).

The proposed methods were applied to several simulation studies, which revealed
that our model provides ML estimates with good asymptotic properties since the MSE
of the estimates tends to zero as the sample size increases. The model with Student-¢
innovations (our proposal) was more robust against atypical values than the normal model.
In addition, the quantile residuals could help check the CAR#(p) model specification;
however, for significant levels of censoring, more caution is needed in analyzing residuals.

The proposed methods have been coded and implemented in an R package ARCensReg.

It is important to remark that we assumed the dropout/censoring mechanism
to be missing at random (MAR) (see Diggle et al., 2002, p. 283). However, when MAR with
ignorability is not realistic, the relationship between the unobserved measurements and
the censoring process should be further investigated. Future directions point to tackling
the limitation of assuming that the first p observations are fully observed to fit a CAR%(p)
model. Furthermore, a natural and interesting path for future research is to extend this

model to a multivariate framework.
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5 Likelihood-based inference for the skew-t
regression model for multiple outcomes with

censored or missing responses

5.1 Introduction

The study of models in which the variable of interest is subject to certain
threshold values below or above which the measurements are not quantifiable has been
a common topic of interest in the statistical literature in recent years. For example, in
environmental research, the concentration levels of the dissolved trace metals in freshwater
streams in Virginia are subject to multiple limits of detection values (see, for instance,
Galarza et al., 2022b). In AIDS research, the quantification of viral load measurements is
typically assessed according to certain upper and lower detection limits. As a result, the
viral load responses are either left or right-censored depending on the diagnostic assays
used (Wu, 2010). This kind of data can be modeled using censored regression (CR) models,
or the Tobit model, and has become quite common in the literature with a wide range
of applications in biology, biometrics, genetics, medicine, finance, and marketing, among

many others.

CR models usually use the normal distribution for mathematical convenience
for continuous data. However, it is well known that the normal distribution (N-CR) is
sensitive to outliers. Moreover, the use of N-CR may be unsuitable for a set of data
containing observations with heavy tails or asymmetric behavior. It can unduly affect the
fit of the CR model. This inconsistency in the N-CR model led to the development of
less sensitive estimators to the assumption of normality. Several authors have studied CR
models involving response variables with heavier tails than the normal distribution in
recent years. For instance, Massuia et al. (2015) have studied CR models based on the
univariate Student-¢ distribution (T-CR). In a multivariate setting, Galarza et al. (2021c)
(see also Matos et al., 2013b; Garay et al., 2017) advocated the use of the multivariate
Student-t distribution in the context of CR models, where a simple and efficient EM-
type algorithm for iteratively computing maximum likelihood (ML) estimates of the
parameters was presented. They demonstrated the robustness aspects of the T-CR model
against outliers through extensive simulations using the Expectation-Maximization (EM)
algorithm, which is based on the first two moments of the multivariate truncated Student-¢
distribution. More recently, Galarza et al. (2022b) proposed the multivariate skew-normal
(SN) distribution to analyze censored or missing data (SN-CR), and a fully likelihood-based
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approach is carried out, including the implementation of an EM-type algorithm for ML
estimation. However, neither the T-CR model nor the SN-CR model is appropriate when

data simultaneously present skewness and heavy-tailed behavior.

In this paper, we attempt to overcome these limitations in the aforementioned
CR models by proposing a more adapted and robust CR model that can simultaneously deal
with the issues of censored and/or missing data, skewness, and heavy-tailed and atypical
data. Our contribution extends the recent works of Galarza et al. (2021c¢) and Galarza et al.
(2022b) since they considered only the Student-t and the SN distribution, respectively,
which are particular cases of the skew-t (ST) family of distributions, including the popular
normal one. We show that the E-step reduces to computing the first two moments of a
truncated multivariate Student-¢, skew-t, and extended skew-t distributions, which are
implemented in the MomTrunc (Galarza et al., 2021a) and relliptical (Valeriano
et al., 2022) R packages. The likelihood function is easily computed as a by-product of
the E-step and is used for monitoring convergence and model selection. Furthermore, we
consider a general information-based method for obtaining the asymptotic covariance

matrix of the ML estimates.

The paper is organized as follows. Section 5.2 introduces some notations
and outlines the main results of the ST and truncated skew-t (T'ST) distributions. In
Section 5.3, the ST censored regression model (ST-CR) and related likelihood-based
inference are presented, including the implementation of an EM-type algorithm called the
Expectation/Conditional Maximization Either (ECME) algorithm (Liu & Rubin, 1994) for
obtaining ML estimates of the parameters. Section 5.4 presents some simulation studies to
illustrate the performance of the proposed method. Section 5.5 discusses two real data
applications in environmental and astronomical research. Finally, Section 5.6 concludes

with some discussion and possible directions for future research.

5.2 Preliminaries

We start by defining the multivariate ST distribution and multivariate extended
ST (EST) distribution and some of their useful properties. Some versions and extensions
of the ST family are discussed in works such as Arellano-Valle & Genton (2005, 2010b,a);
Azzalini & Capitanio (2003), and Sahu et al. (2003).

5.2.1 The multivariate skew-t distribution

We say that a continuous p-dimensional random vector Y follows a multivariate
ST distribution with location vector p € RP, positive definite dispersion matrix 3 € RP*P,

parameter vector A € R”, and degrees of freedom v > 0, denoted by Y ~ ST, (p, 3, A, v),
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if its pdf is given by

V+p

STo(ys . B A, v) = 2t,(y; p, 3, v) T{
where §(y) = 0(y; 1, 2) = (y — ) ' 27 (y — p) is the squared Mahalanobis distance, and
/2 is the unique square root matrix of £ such that ¥ = 722772 Tt is well known
that when v — o0, we retrieve the multivariate skew-normal distribution. Furthermore,
if A = 0, then (5.1) reduces to the multivariate symmetric ¢,(p, X, v) pdf. The following
propositions of the ST distribution are helpful for our theoretical developments; we start

with the cdf of an ST random vector. The proof of the propositions can be found in
Arellano-Valle & Genton (2010b).

Proposition 2 (cdf of the ST). If Y ~ ST, (p, X, A, v), then for any y e R?
Fy(y) = Pr(Y < y) =2T,.1((y",0)"; p*, Q,v),

P

—-A
where pu* = (u',0)", Q = ( AT 1 ), and A = BV2N/(1+ ATA)Y2,

Proposition 3 (Hierarchical representation of the ST). The p-variate random vector

Y ~ ST, (s, 3, X, v) admits the following hierarchical representation

Y| (U= u,T =)~ Ny(p+ Aty 'T), T | (U = u) ~ TN, u™"; (0, 0)),
U~ Gamma(v/2,v/2),

where TN (i, 0?; (a,b)) denotes a univariate truncated normal distribution with location
parameter i, scale parameter o, and truncation region (a,b), and Gamma(a, \) represents

the gamma distribution with shape and rate parameters o and X\, respectively; A as given
in Proposition 2, and T' = 3 — AA",

It is worth noting that the multivariate ST distribution is not closed under
conditioning, as discussed in Arellano-Valle & Genton (2010b). Consequently, we present

its generalization, known as the multivariate extended skew-t (EST) distribution.

5.2.2 The multivariate extended skew-t distribution

We say that a p-dimensional random vector Y follows an EST distribution
with location vector p € RP, positive definite dispersion matrix 3 € RP*P skewness
parameter vector A € R?, shift parameter 7 € R, and degrees of freedom v > 0, denoted
by Y ~ EST,(p, 3, A, 7,v), if its pdf is given by

tp(y; 1, 2, v) v+p Tx—1/2
ESTy(y; u, B, A, 7,v) = —2 T THATE Py —p)) v +pt.
: T(T/A/1+ X" A v) v+6(y) ( )

(5.2)
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Note that when 7 = 0, we retrieve the ST distribution defined in (5.1), that is,
EST,(y; b, 2,A,0,v) = ST,(y; 1, X, A, v). Here, we employed a variation in the parametri-
zation of the EST distribution compared to that described in Arellano-Valle & Genton
(2010b). Specifically, the shape parameter A* as introduced in Definition 1 of the referenced
work corresponds to our parameterization through the relationship A = 2_31/2}\*, where

Y = w 'Sw ™ and w = diag(X)Y2. It is evident from the reference that

EST,(y;pu, 2.\, 1,v) — t,(y;pn,2,v), T— +o0.

The following propositions are related to the stochastic representation, cdf, and

the marginal and conditional distribution of the EST random vector.

Proposition 4 (Stochastic representation of the EST). Let X = (X[, X)) ~ t,01(p*, Q,v).

If
YL (XX, <7),

it follows that Y ~ EST,(u, 3, X, 7,v), with p* and § as in Proposition 2, and 7 =
T/(L+ ATA)2

The stochastic representation of an EST is also provided in Arellano-Valle
& Genton (2010b, Proposition 1) under a different parametrization. Now letting Z =
XV2(Y — p), it follows that Z ~ EST,(0,I, A\, 7,v). Thence, the mean vector and
variance-covariance matrix of Z can be computed using the stochastic representation given

in Proposition 4, which are

E[Z] = —mA*, Cov[Z] = (I, — A*A™") + (1 — 17 A™ A",

=2 =
L (1 DY AT,
—v v ) T(T;v)

—v, v>2.

v+ ~
_7712,771 = E[Xo[Xo < 7] = 1

with A* = A/(1-ATA)/2, 4 —

T =)y -2

L amd gy = E[X2X, < 7] = "W DTN = 2/vie - 2)
v=2 (1)

Then, the mean vector and variance-covariance matrix of Y can be easily

computed as
E[Y] = p + ZY2E[Z], Cov[Y] = ZY2Cov[Z]E"2. (5.3)
Proposition 5 (cdf of the EST). If Y ~ EST,(u, X, X, 7,v), then for any y € RP

Fy(y)=Pr(Y<y) = Tp+1((y;:2' ;V,;L*,Q,l/)

Proof. The proof is a direct consequence of Proposition 4. O

Proposition 6 (Marginal and conditional distribution of the EST). Let Y ~ EST,(p, X, A,
7,v) be partitioned as Y = (Y], Y2)T of dimensions py and py (py + p2 = p), respectively.
Let

Y Yo
¥ = com=(ul,p)" and o =(p], )"
221 E22
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be the corresponding partitions of 3, p, and ¢ = "2\, Then,

Y ~ ESTp (py, B, 01221{2‘7017 C1aT, V),
Yo|Yi=y, ~ EST,,(koy, Zoot /2 (91), Saripas V() Ton, v + 11,

where c12 = (1+<P;222.1<P2)71/27 @1 =P+ 1P, Doy = Doy — B X1 o, g =
Po+ IS0 (g — 1), o1 =T+ @] (Y1 — ), and v (yy) = (v +p1)/ (v +6(yy; 1y, Bnn)).

Proof. See Appendix D.1. m

Now, we introduce a key concept to our theory, namely the truncated extended skew-t
(TEST) distribution.

5.2.3 The truncated extended skew-t distribution

Let A be a Borel set in RP. The random vector Y has a TEST distribution on A
when Y has the same distribution as W | (W € A) such that W ~ EST,(p, 2, A, 7, ). We
use the notation {Y € A} = {a <Y < b}, wherea = (a;,...,a,)" and b= (by,...,b,)"

are vectors of lower and upper limits. Moreover, if A has the form
A={(y1,...,yp) €eRP:a; <y <by,...,a, <y, <b}={yeR’:a<y<b},

we say that the distribution of Y is doubly truncated. Analogously, we define {Y > a}
and {Y < b}, we say that the distribution of Y is truncated from below and truncated

from above, respectively.
The pdf of Y is given by

ESTP(Y? l’l'a 27 A7T7 V)
Pr(WeA)

fylwE N A) = I(y € A).
We use the notation Y ~ TEST,(u,3, A\, 7,v;A). For convenience, we also use the
notation Y ~ TEST,(u, X, X, 7,v;[a,b]). For A = 0 and 7 = 0, Y follows a truncated
Student-t distribution on [a, b], which can be denoted by Y ~ T't,(u, X, v; [a, b]).

We also define the normalizing constant P,(a, b; pu, X, A, 7,v) = Pr(W € A) as

b
Po(a,b; pu, X\, T,v) = J EST,(w; p, 2, A, 7,v) dw. (5.4)

For the ST distribution (7 = 0), we simply omit the 7 parameter, that is,
Po(a,b; p, 3.\, v) = Py(a,b; pu, 3, X,0,v). If either all X and 7 are equal to zero, or

T — 400, we have the normalizing constant of the symmetric Student-¢ distribution as

follows
b

P,(a,b; p,3,0,0,v) = P,(a,b; pu, X, v) = J ty(w; p, X, v) dw. (5.5)

a
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5.3 The ST censored regression model for multiple outcomes

This section is devoted to formulating the ST-CR model for multiple outcomes,
which has asymmetric and heavy-tailed distribution on the error term. We also develop an
EM-type algorithm to obtain the ML estimates and propose a method to approximate the
standard errors of the estimates based on the empirical information matrix. Hence, let
Y; = (Yi1,...,Y;,)" beap x 1 response vector for the ith sample unit. The ST regression
model is defined as

Y, =X,B+E€,, i€{l,...,n}, (5.6)
where X; = I, ® XiT is the design matrix for the ith observation, having dimensions p x q,
and XZT = (1,@1,...,%;4,-1) is the transposed vector of covariates. Here, B represents
the g-dimensional vector of population-average regression coefficients, and &, denotes
the p x 1 error vector. It is assumed that &, ind ST, (kA, X, A, v), where for v > 1,
k= —(v/m)’T((v —1)/2)/T(v/2), and A = ZY2X/(1 + ATA)Y2 In addition, the chosen
location parameter ensures that E[€;] = 0, so that E[Y;] = X;, for each ¢ = 1,...,n,

and the regression parameters are all comparable. Thus, the distribution of Y; is given by
Yi iﬁd STP(IJ’Z'727A7 V)v (57)

with location vector p, = X;8 + kA, dispersion matrix 3 = ¥(a) depending on an
unknown and reduced parameter vector as, skewness parameter A, and degrees of freedom

V.

However, the response vector Y; = (Yj1,...,Y;,)" may not be fully observed
due to censoring, so we define (V;, C;) the observed data for the ith sample unit. Let
R;; < R denote the censoring region for observation (i, j), such that Y;; is censored if
Yij € Ry, for j € {1,...,p}. Further, let V; = (Vj1,...,V;,)" and C; = (Ciy,...,Cy) ",
where Cj; is the censoring indicator, and Vj; is given by

Vi, — { rij, it Y e R;j, (censored) (5.8)

Yi;, otherwise,  (observed)

where R;; is an interval of the form (—oo,r;;), (ri;, ), or (rij,7j2) for left, right, or
interval censoring, respectively. The constant r;; € R is equal to the detection limit for
left and right censoring, and 7;; = (r;j1 + 7ij2)/2 for interval censoring. Moreover, missing
observations can be handled by setting R;; = (—o0,00) and r;; = NA. The NA values serve
as references and are excluded from the initial parameter estimation process, as detailed
in Subsection 3.3.1. In this case, (5.7) along with (5.8) define the skew-t interval-censored

regression model for multiple outcomes (hereafter, the ST-CR model).

5.3.1 The likelihood function

Let y = (y{,...,y,)", where y; = (yi1,...,¥;p) is a realization of Y; ~
ST,(p;, 3, A, v). To obtain the likelihood function of the ST-CR model, we first treat,
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separately, the observed and censored components of y;, i.e., y; = (y?',y¢")", where
Cir = 0 for all elements in the p;-dimensional vector y;, and Cj;, = 1 for all elements
in the pS-dimensional vector y¢$. According to that, we write V; = (V¢T, V)T where
Vi = (Vi V5) with

DIFEEED N

ol ,,cT\T
. = ;o i 3 E:Ea =
i = (g i) (@) (21@ s

> ) (Pz = (CP?T7(P§T)T7

with ¢, = >~12X. To compute the likelihood function, we need to know the marginal and

conditional distribution of an ST variable. Then, from Proposition 6, we have that

YO ~ STy (10, 2%, A00), Y| (YO = y9) ~ BSTye (1%, 5577, A2, 76, 1),

Z’Z’Z

with A7 = ¢S V20, o = (14 f TS5 0p0) 12, u§0=u§+2§°2?’1(y?—u$) £ =

5 (yp), B0 = BB (S0) TS, D) = (v +p))/ (v 8(y)) A = 5
7 = w(yD)@E (y7 — 1), @7 = pf + BT, and 1 = v+ .

Let V =vec(Vy,...,V,) and C = vec(Cy,...,C,) denote the observed data,
with vec(A) representing the operator that transforms a matrix into a column vector by
vertically stacking the columns of the matrix. Therefore, the log-likelihood function of
0= (B",a.,A",v)", where as denotes a minimal set of parameters such that ¥(c) is

well defined (e.g., the upper triangular elements of 3 in the unstructured case), for the

observed data (V,C) is
(0| V,C) Zlan, (5.9)

where L; represents the likelihood function of 0 for the ¢th sample, given by

Li = Li(0 | V;,C;) = Pr(ry; <yi <715 | y7,0)f(y7 | 0)
= P (w5 1%, 377 N 70, v0) ST (y5s 17, B9%, A v),
where {y¢ € RP: - rf <yi <ry} = {(yfl,...,yfpg)T e RP : iy < Y < Ty Tipel <
Yipe < Tfp?} denotes the censoring region of all partially observed data for sample unit ¢ and
Prla, B; p, X, X, 7,v) denotes the integral defined in (5.4), which can be easily evaluated
by using the R package MomTrunc.

Then, to estimate the parameters of the multivariate ST-CR model, an alter-
native is to maximize its log-likelihood function directly. However, this procedure can be
quite cumbersome. In the next section, we propose a simple EM-type algorithm (Dempster
et al., 1977) to obtain the ML estimates. The EM algorithm is a general iterative method

of ML estimation for incomplete data.

5.3.2 Parameter estimation via EM-type algorithm

This section describes how to carry out ML estimation for the ST-CR model.
Initially proposed by Dempster et al. (1977), the EM algorithm is a popular iterative
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optimization strategy commonly used to obtain ML estimates for incomplete data problems.
This algorithm has many attractive features, such as numerical stability, implementation
simplicity, and quite reasonable memory requirements (McLachlan & Krishnan, 2008).
However, ML estimation for the ST-CR model is complicated because of the censoring,
while the EM algorithm is less advisable due to the computational difficulty at the M-step.
To overcome this problem, we use an extension of the EM called the ECME algorithm
(Liu & Rubin, 1994). The ECME replaces the M-step with a sequence of conditional
maximization (CM) steps. A key feature of this algorithm is that it preserves the stability
of the EM and has a typically faster convergence rate than the original EM.

To propose the ECME algorithm for our ST-CR model, we first consider
the marginal stochastic representation of a multivariate ST random vector given in

Proposition 3. The model defined in (5.6) and (5.7) can be written hierarchically as

Y, | (Ui=w, T, =t;) ™ N,(XiB + ;A u;'T), T|U; = u, TN (R, ur Y (K, 0)),
U, % Gamma(v/2,v/2), ie{l,... n},

with A = Z2X/V1+ AT A andT' = - AA". In the sequel, we definey = (y;,...,y)7,
u=(uy,...,u,)",and t = (t;,...,t,)" such that (y,u,t) are hypothetical missing data,
and augmenting with the observed data V, C corresponding to the censoring mechanism.
Consequently, we set the complete data vector as y,. = (V,C,y,u,t). Then, fixing the
value of v, the complete data log-likelihood function of an equivalent set of parameters @ =

(BT, AT, al)T, where a; = vech(I") denotes the column vector obtained by vectorizing
only the lower triangular part of T, is given by £.(0) = Z@C(e), where the individual

complete data log-likelihood is as follows
(::(8) = —f{ In [T + iy, = X0 — 6A) T (y, = Xif — tA) | + Ki(v) + ¢

with ¢ being a constant that does not depend on 6, K;(v) being a function that depends
only on v, and |A| denoting the determinant of the square matrix A. Subsequently, the

EM algorithm for the ST-CR model can be summarized as follows:

SNET S E)T

E-step: Given the current estimate 6" — (B A ,a®)T at the kth step
of the algorithm, the E-step provides the conditional expectation of the complete data

log-likelihood function, i.e.,

Q(618") =E|t.(0) | v.C.8"| - i Qi(618")

=1

(k)

where

1 1 — (k) ~ (k) e
Q:i(018") = —mr| - e[ {uy? + GUXBBTX] +utt AAT - 205, 87X/

outy, VAT 2@(’“’A5TXJ} r—l] ,
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with uyZ =Eurv,[UY] | Vi, CZ,O ] = By, [UT] | VZ,Cz,B ] (for r € {1,2}
with Y; = Y, and Y? = YY), utyi = Eury [UTY:| Vi, Ci,0"], and a® =

(k)
Ev.rv.[Ui | Vi, Ci, 8],

M-step: Conditionally maximizing (6 | 0" Z Q:(0 | 0" ) with respect

. A~ (k) ®T
to each entry of @, we update the estimate 0 Y= UN, A ,oz“”T b
y p r Yy
~ (k+1) z ~—1(k) T ~— 1) (k) ~ (k)
B =N amxIT X b Y XIT {@i“’ —at"A } (5.10)
i=1 i=1
A~ (k+1) D~ ! " (k) ~ (k+1)
A = Z ut? Z {utyi —ut;"X,B } (5.11)
i=1 i=1
Q) (k+1) S (k+1)T R E) S (k1) S (REDT N ()

A —Z{uy + "X BB IXT a2 ATTACTT LAY } (5.12)
~ (k) L0 I (O A () NN (' (1) QUADT R G Al
W}(le)l"e A k (?II;T _ AQIZ . %312)7 with Allz _ (k)( ,3 +1( )+1 (kA) +1 ,3 +1)T X;r),
~ (k +1 +1 ,\ +1 k)T
A, =uay,“B + X8 @y, 7, and Ay = aty, AN+ A gy

Then we update the parameter v by maximizing the marginal log-likelihood

function with respect to v, as follows

(k+1

p = argmalenf V,;|C;, 0

=1

V).

We employ the algorithm proposed by Brent (2013), a combination of golden sec-
tion search and successive parabolic interpolation, to perform the maximization procedure.

It was designed for use with continuous functions of one variable.

The EM algorithm is iterated until a suitable convergence rule is satisfied. Once

converged, we can recover S and X using the expressions
o A oAaT o ~ATo-1a a—1/2 A
S_T+AA, A=(1-A'STA)s A
It is important to stress that, from (5.10) to (5.12), the E-step reduces to the computation

(k) (k) —~ (k) /\2(k)

of 4", uy,"™, uy? ', ut; , ut? , and @i(k). The computations of these conditional

expectations are discussed next.

5.3.3 Details for the expectations in the EM algorithm

To compute the expected values needed in the E-step, first note that for any
multiplicative separable measurable function of U;, T;, and Y}, such that g(U;, T;,Y;) =
91(Y:)g2(U;)gs(T;), we have that

EUiTiYi [g(Ui7 Ti7 Yz) | Vz’, Cz] = EYi [gl (Yz) EUiTi [92(Ul)g3(Tl)|YZ] | Viv CZ]
= Ev,[9:1(Y:) Ev,[92(Us) E, [95(T0)|Us, Y] | Y3] | Vi, G
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Hence,
Ey\; = EUiTiYi [UlYﬂVh Cl] = EYi [YZEUZ [Ul‘YZ] | Vl'v 01]7
ut] = By, [UT] Vi, Ci] = By, [Eur, [UT][Y4] | Vi, Cil,
for r € {0,1,2}. From Cabral et al. (2012), we know that
EUiTi [UlTl|Yl] = ('Li + CZ) EUi [UZ‘YZ] + Q¢(07 Yi)a (513)
Ev,r[UT7 Y] = 0 + (5 + G)? Eu, [Us] Y] + 0(26 + G) ¢(0,Y)), (5.14)
with 0 = (1 + ATT'A) Y2 ¢ = PPATTHY,; — p;), and

UYATS 120y, 4
6(0.,) = |0 U AT V)
(U NS (Y, — )

As noted, both expectations Ey, 7, [U;T;[Y;] and Ey, 7. [U;T?|Y;] depend on Ey, [U;]Y;] and
#(0,Y;). From Lachos et al. (2010), we have also that

2V (Yz) tp()’zv“’z?zvy) V+p+2
ST, (v, iy A, V) v+ 9

Eu, [Ui|Y;] = A,,I/+p+2)

and
21 (yzvl’l’wz V) F((V +p+ )/2) (V + (5i)(V+p)/2

YOV = ST (v by 350, 0) VAT (v + 9)/2) (v + 0 A2
where 12(y,) = (v +p)/(v + &), 6 = d(y;; pm;, B), and A; = )\TE’I/z(y- — ;).

By using the fact that ¢,(y;; p;, 2,v) = tp(y;; i 7255, v + 2)/v3(y,), |Z] =
(1+ X", 6 = —
v

easily propose simplified versions of the equations above after straightforward algebraic

9 v . v
25<y1’p'“ 1/+22)7 and 52 + Az = 7“5(},17”’17 mr)7 we can

manipulations as follows

STH(Yis Bis 75525 A, v+ 2)
STp(ymy’wZaA? V)

Ev, [U:|Y:] = (5.15)

and

2 F(Vg )t (Yz7u17y+1]-_‘ V+1)
a1 +aTA) TG Shyim ZA0)

¢(0,y;) = (5.16)

Now, let us define the expectation of interest 5}7;" = Ev,[Y;9(0,Y;)|V;:, Ci],
for r € {0,1,2}. Next, we present two crucial propositions to compute these expectations,

proofs can be found in the Appendix D.1.

Proposition 7. Let Y ~ ST, (e, X, A, v). For any measurable function g(Y), it holds that

2 D(4L) Py(ex, Bs p, 45T, v + 1)

7TV(1+AT)\) F(%) P( 767”’727A7V)

E[6(8, V)g(Y) | a< Y<B] = Elg(W1)],

(5.17)
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and
Pp(av /87 IJ’J #ﬁzu Aa v+ 2)

ElUg(Y) la< Y<Bl =0 (5 15 A 0]

Elg(W2)], (5.18)

where Wi ~ Tty(p, - 11“ v+ 1; (a, B)), W~ TST,(k, VLMZ,A,V +2:(a, 8)), T =
Y -AAT and A = 21/2>\/(1 + AT

Proposition 8. Let Y ~ ST, (i, =, A, v) be partitioned as Y = (Y], Y3)" of dimensions
p1 and py (p1 + pa = p), respectively. Let

T T
= ") a=(a],a))’, B=(8].8)"
I‘21 I‘22

be the corresponding partitions of T', a, and B. For a multiplicative separable measurable
function g, it follows that

tp (Y15 15 554011, v + 1) 2 INEELD)
E[$(6. V)g(Y)| Y1, 00 < Y2 < B3] = 01(31) T e
STy, (Y15 1, 11, A1, v) (1 4+ ATA) (%)
P . 21 T 1
" pz(042752all2.17y~2'1+1 22.1,V2.1 + )E[gg(Wf)],
Pps (a2, Bo; o1, X22.1, A21, T2.1, V2.1)
(5.19)

and

STm(i’/l? K, #2211, 5\1, v+ 2)
ST, (Y15 11, 11, A1, v)

. V2.1 %
Ppy (02, Ba; B 15 772452221, A2,

E[Ug(Y)| Y1, a2 < Yo < Bs] = g1(wy)

v2.1+2
V2.1

T2.1, V2.1 + 2)

Ppo (002, Bo; o 1, X221, A1, T2.1, V2.1)

Elg2(W3)], (5.20)

where g(Y) = g1(Y1)g2(Y2), Wi ~ Tty (191, ﬁf‘m.l,w.l + 15 (as, By)), and Wy ~

TEST,, (k2.1 l,;?izim.l, Xots AV (V21 +2)/vaaTon, ve1 + 25 (2, By)), with vay = v + py,
L1 = (Pao=Tonl7T2) /0% (91), v (91) = (v+p1)/ (v +0(yss 1, Tia)) 720 = (1) (@4 (91—
W), and the remaining parameters as in Proposition 6.

Subsequently, according to expressions (5.13)—(5.20), we have the implementable

expressions to the conditional expectations under the following three possible scenarios:

1. If the ith subject has only non-censored components, Ey,1.v,[Y}|V;, C;] = yi; then

— ~(k
™ —aWyr o G® g )Y, 0], @ —IEUT[UT v, 0",
aty'™ = Ry U Y, 0],

where y) = 1, y! =y, and y} = y,y/ .
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2. If the 7th subject has only censored components, we have

ayr ™ = g oW
7 ? 21 )
~ (k) o) k) (k)
~ (k) _ Pp(Vu,Vzi;Nl(' ), ﬁ<k>+22 ;A ,y(k) +2)
L (k) < (k )
Pp(vlia V2is ﬁl’z(k)a 2( )7 A( )7 ﬁ(k))
A )T —1(k ~~ A~ A N A(k)
it = a4 w AN TP (uyi(k) - Ui(k)l‘l’l(k)> +oMgy?

) R » ~ —1(k) R . SRR R —(k) /\ (k)
ut? = "™ + WA T l%(’” (@y," — &9 E®) + 6P oyl — pMey? )
/\() k) ~ T(k E) ~ T(k)y—1(k) ~ (k)
+0°P(uy? = 2ay, Y + @ p® p A

~2(k) A~ (k ~ o™
+RIOG® 4 9RM G Gy0

— (K i R /\(k) R ~ (k (k)
aty," = 50a3,% 1+ 20 (y? g, WPV AY 1 gyt
with
N (k) pe (k) o
2 F(%) Pp(VIZaVQZ; ,Uz,E )7 (& )+1r 7V(k) + 1) ~ (k)

oy; = p - Wi 5
Vo + AOTAD) T Py, vas P, 29,4, 50
N ~ (k) R ~(k
where w® = E[W,; | 8] and #2% = E[W, W | 8] for s € {1,2}, with
Wli ~ Ttpz([,tl, 1/+1F V—|—1 (Vu,Vgi)) and ng ~ TSTPZOJ’z? +22 )\ V—|‘2 (Vu,Vgi)).

3. If the ith subject has both censored and uncensored components and given that the

following processes (Y;|V;, C;) and (Y; |V, C;, Y?)are equivalent, we have

3" = B0 | y0, Vi, 8] = 3% ve(y?, %5,
( ) 00T ’\( ) ok T
— (k) o ~ (k) Y.y YiWo;
uy?  =E[UY,Y] |y, V,,Ci0 ] = A(k)/\c( ) A(k)Agc(m ,
YZ W2z
0. ~o(k)  pkE) oo(k) (k) A
ST (Yz ) l"l’ ) ,;(k)+2 Ez 7Az (k) + 2)

a® ZE[U; | y2, V., C.,8" =

~co(k) ~ k) ~co(k)
¢ wc.ncolk) D cc.o(k) ¢ co( 0,42 sco(k) aco(k)
,pr (VS Vo oo 3, A e Ti ) Vi +2)

A~ CO NCC.0 {Jeo(k)  Lco ACO
7) (Vl'L?VQZal'l’z (k)721 (k)7Az ( )77-1' (k)7yi (k))

X

)/\k

—~ (K (k) — (k
with uti( , ut? , and utyi( ) as in item 2, and

N co(k) Afo(k) =cc.o(k)  ~co(k)
ny\r _ 2 F(%) P (V127V27,7u’z ) co( J 1 i Vi + 1)
) - (k) ~CO cc.o(k) gcolk) . co ACO
\/ ( )\ T)\(k)> F(T) P (Vlzav2wu’z (k)azz ( )7)\2 )7 ) (k)al/i (k))

~o(k)  pl) poo(k)
(Yz7l“l’z( ) (k)+1F V(k) + 1)V/€7T(k)
o(k) 0o(k) So(k) v L7

ST (Yz7/"l”L JE'L' 7Az’ 7V( )>
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where #% — E[W*, | 8“] and #2% — E[w=W*T [9"] for s € {1,2}, with

* co V{° ACCO0  co . c c
Wi ~ Tty <l“l’i ) l,icoZHFi v+ L (V1157V2i)> )

* U0 NCC0 N co yfo+2 co . ,co c c
W5, ~ TEST e | pi°, uw+22 A oo Ti Vi +2; (v, vs,) |,
i

with T'; being partitioned like X;, 77 = v(y?) (@9 (y? —u?)), ’ = (T~

[T T9) /v (y?), and the remaining parameters as in Proposition 8. Superscripts

=CC.
v’ =v+p], T

(k) have been omitted for simplicity.

The computation of the truncated moments \?Vglf) and W\ (k) (for s € {1,2}), in items 1
to 3, is based on Galarza et al. (2022a), which is avallable through the MomTrunc and
relliptical R packages.

5.3.4 Initial values and stopping criterion

A reasonable convergence is attained using least squares estimates for the initial
values of B and X, that is,

-1

~(0) = = ~0  1¢ ~(0) ~(0), T

B = <ZXTX> 2 Xy B = vi—XiB )y —XiB ),
=1 =1 =1

while for the skewness parameter A, we use the coefficient of sample skewness of the
~(0
residuals r; =y, — Xi,B( ), ie{l,...,n}.

. o A(k+1) ~(k)
We have adopted the stopping criterion |£(6  |V,C)/{(0 |V,C) —1| <,
for example, € = 107%, i.e., the algorithm stops when the relative distance between two

successive evaluations of the log-likelihood defined in (5.9) is less than tolerance.

5.3.5 Standard error approximation

According to large sample theory, the asymptotic covariance of the ML estimates

can be approximated by the empirical information matrix, which evaluated at the ML

L(Bly) = > )8:(0)8

=1

estimates is reduced to

~ N
For the ST-CR model, let 8 = (,8 az, , D)7 denote the vector of ML
estimates obtained at the last iteration of the EM algorithm, with as, = (G, ..., Qppe1) /Q)T

representing the p(p + 1)/2 vector of distinct elements of 3, then the vector §(0) =

5:(8)7,8i(as)",8:(A)",8(v))" has elements

S(8) =X]T (@ —GLA — aXB) ,
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Si(am) = (Bila1),8i(02), - Bilappenz) 5 SN = BiM),8i(), - 8i(N))

R 1 % % L

with ¢ (z) = I"(z)/T'(x) representing the digamma function,

~ 1 (a-l: Nl [Ty A AT AT e~ o~ a1 Al

Si(ar) = —§tr{I‘ Fo, + ALy, + [ut? (A A"+ AA, ) - 24, (uty, — uliX:B)T| T},

~ 1 ~—1_ ~ .1 /AT A~ T . —_— e~ ~—1

si(\) = —§tr{I‘ Iy, + AL, + [utg (A,\jA + AA,\J,) —2A, (uly, —utiXiI@)T] T }

where

~ — ~ Py e~ A~ AT ~ S A o~ P ~—1 - A~

A; = uy? + (4;X;8 — 2y, + 2ut;A)B X + A(ut?A — 2uty,)", I‘al1 =-T 1I‘all" 1,

. ol . . AT ~ . T .1 P | . . ~T ~ - T

Po = o] =Se-AgA AAL B = PO By = AR CAAL

- 1/24 ~ A~

' 0A YA 0A ~1/2 A AjA

A= Slaa = s A T B b TR b
tla=a (1 4 XA X)2 RYES T+A X2 (1+X A2

O
forle{l,...,p(p+1)/2}, je{l,...,p}, i€ {1,...,n}. Additionally, A; = —— denotes

ONj
. . . L X
the p x 1 vector with 1 in the jth entry and 0 otherwise, 3., = o represents the p x p
(%87}
matrix with 1 in the position of the element «; and the remaining elements equal to 0,
12 X2
and EQ/ = } __. is computed by
l 504; a=u

vec (21/2) = (21/2 S 21/2)_1 vec <2al) ;

o

where S22 @ 2?2 = 312 g I, +1,® »1/2 represents the Kronecker sum with @ denoting
the Kronecker product. Since X is positive definite, £/ is positive definite, and hence

the Kronecker sum is positive definite.

It is important to stress that the standard error (SE) of v depends on the
calculation of E[lnU;|V;, C;, 5], which would rely on computationally intensive Monte
Carlo integration or other numerical methods. Therefore, we focus solely on studying the

SEs of the parameters 8, ax, and A.

5.3.6 Imputation of censored components

Let y; be the true unobserved response vector for the censored components of
the ith subject. Now, as a by-product of the EM algorithm, we can obtain the predictor of

the censored components, denoted by ¥7, as follows
¥ —E|Yi|y:,Vi.Ci0). (5.21)

which is obtained considering two possible cases:
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1. If subject 7 has only censored components

where Y; | V;, C;, 0 ~ TST,(fi;, £, A, Dy A;), with fi, = X, + kA, A; = {y, € R” :

Vi <Yy; < Vzi}, Yy, = (?/il, ce 7yip)T7 Vi = (Um, . 7vlip)T, and vg; = (v2i1a cee 7U2ip)T'

2. If subject ¢ has both censored and uncensored components, then

S\’f =E [Yzc | Y?7Vi7 Ci? 5] )

where Y¢|y?, Vi, C;.0 ~ TEST, (A, £, X, 7, 05 A,), with A, = {y¢ € R

c c c c __ ) ) T c _ c c T c _ c c T
Vi <Y <Voh Y = Wiy Yipe) 5 V= (Vs Ulipe) s and VG = (VG Vi)

The remaining parameters of the distribution are given as in Proposition 6.

5.4 Simulation Studies

This section is dedicated to examining the performance of the proposed methods.
We present four simulation studies to investigate: i) the asymptotic behavior of the ML
estimates for our proposal under different scenarios, ii) the effect of the skewness parameter
A in the estimation procedure for left-censored responses, iii) the impact on the parameter
estimates of model misspecification, and iv) the robustness of the estimates when the data

is perturbed.

In all simulation studies, we considered 500 Monte Carlo (MC) samples gen-
erated from the model Y; = X;8 + §;, for i € {1,...,n}, where the errors follow a
bivariate skew distribution. We set the parameters 8 = (1, -2,2, —1)", the design matrix
X; = I, ® x;, with I, being the identity matrix of dimension 2 x 2, x; = (1,2;), and
x;1 being independent simulated from the standard normal distribution. The elements of
Y equal to 11 = 4, 019 = —0.50, and 095 = 1.50. Moreover, we consider the skewness

parameter vector A = (2, —3)" for simulations I, III, and IV.

5.4.1 Simulation study I: Asymptotic properties

Aiming to provide empirical evidence about the consistency of the ML estimates
obtained through the proposed method, we simulated samples of sizes n = 50, 100, 200,
and 400 from the bivariate skew-¢ distribution, Y ind STo(X;B8 + kA, X A v), with v =4
degrees of freedom, x, and A as in Section 5.3. In addition, we study the effect of censoring
on the parameter estimates. Thus, three scenarios were evaluated: without censoring, an
average of 15% left-censored, and an average of 15% right-censored observations. The
detection limits were set v = (—2,0.50)" and v§ = (4.14,3.69)" for the left and right-

censored datasets, respectively. These values ensure almost the same censoring proportion
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for each component of the response vector Y € R"*2. For each sample size and type of
censoring, we computed the mean (MC-AV), median (MC-MD), and standard deviation
(MC-SD) of the 500 MC estimates. To examine the consistency of the approximated
method to get standard errors, we calculated the average of the standard error estimates
(denoted by IM-SE). We compared it with the empirical MC-SD for each scenario.

Table 9 displays results obtained for data without censoring, where we can
see that the mean (MC-AV) and median (MC-MD) of the estimates for the regression
coefficients (319, 511, 520, and [9;1) are close to the true parameter value for all sample
sizes. Additionally, there is a bias in the estimates of 011, 012,092, A, and v, but it gets
smaller as n increases. One can also observe that MC-AV overestimates A and v for
samples of size n = 50, but the median was a better estimator. On the other hand, the
estimation methods of the SE for 8 and as provide results close to the empirical ones, and
the closeness improves as the sample size increases. Besides, the inverse of the empirical
information matrix was unreliable in estimating the SE of the skewness parameter A for
the two smallest sample sizes n = 50 and 100; however, very decent results were obtained
for samples of size n = 200 and 400, as expected.

Table 9 — Simulation I. Summary statistics based on 500 MC samples of size n =
50, 100, 200, and 400 without censoring. MC-AV, MC-MD, and MC-SD re-
fer to the mean, median, and standard deviation of the estimates, respectively.

IM-SE denotes the average of standard errors obtained as described in Subsection
5.3.5.

Bio Bi1 B20 Ba21 o11 012 022 A1 A2 v
1.00 -2.00 2.00 -1.00 4.00 -0.50 1.50 2.00 -3.00 4.00

MC-AV ~ 1.036 -2.033 2.009 -1.013 4.592 -0.410 1.613 18.354 -25.286 13.355
MC-MD 1.013 -2.026 2.021 -1.018 4.123 -0.391 1.533 2.867 -3.952 4.728
MC-SD  0.379 0.329 0.192 0.163 2.090 0.842 0.683 34.010 41.342
IM-SE 0.491 0.381 0.287 0.207 1.753 0.762 0.641 864.88 11478
MC-AV ~ 1.009 -2.003 2.014 -1.002 4.169 -0.438 1.507  3.432 -4.807 5.589
MC-MD 0.989 -2.005 2.024 -1.002 3.942 -0.429 1.427 2.113 -3.064 4.182
MC-SD  0.248 0.196 0.127 0.097 1.312 0.449 0.446 7.224 8.753
IM-SE 0.244 0.196 0.129 0.096 1.060 0.428 0.393 22.924 26.016
MC-AV ~ 0.996 -1.992 2.008 -0.994 4.033 -0.442 1.485 2.065 -3.069 4.345
MC-MD 0.981 -1.996 2.004 -0.994 3.944 -0.417 1.455 1.937 -2.935 4.130
MC-SD  0.174 0.135 0.095 0.066 0.790 0.301 0.303 0.783 0.923
IM-SE 0.167 0.142 0.089 0.068 0.727 0.289 0.276  0.788 0.970
MC-AV ~ 0.997 -2.011 2.007 -1.001 3.983 -0.452 1.474 1.930 -2.901 4.160
MC-MD 0.995 -2.014 2.008 -1.002 3.947 -0.447 1.468 1.903 -2.861 4.046
MC-SD  0.120 0.095 0.067 0.046 0.531 0.196 0.209 0.469 0.562
IM-SE 0.117 0.096 0.062 0.045 0.510 0.201 0.194 0.493 0.604

n Measure

50

100

200

400

To evaluate how the type of censoring affects the parameter estimates, we
considered samples with an average of 15% of censored observations. Results are shown in
Tables 10 and 11 for the left-censored and right-censored datasets, respectively. From these
tables, we can see that the mean (MC-AV) and median (MC-MD) of the estimates for the

regression coefficients B are close to the true parameter value for each type of censoring,
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and this difference decreases as the sample size increases. Regarding the scale matrix
elements for left-censored data, the method returned reasonable estimates for o1, but
it had problems recovering o5 and o95. It could happen since left-censored observations
affect the lower tail of the distribution and then the retrieval of Ay, the skewness parameter
with the negative signal. On the other hand, for right-censored datasets, the proposed
EM algorithm achieved MC-AV close to the true parameter value for g.5. However, as
expected, we got biased estimates for o;; and o15. It happens since right-censored data
affects the upper tail of the distribution and then the recovery of A\, the positive skewness
parameter. Even though there is a bias in the estimates of 011, 012, and 09, it gets smaller

as n increases, indicating the consistency of the EM estimates.

In both cases, MC-AV for v is close to the true parameter value (v = 4) for
samples greater than 100, while the median (MC-MD) was approximately 4 for all sample
sizes. Additionally, notice that the mean of the SE of 8 and ayx, obtained through the
inverse of the empirical information matrix, is close to the empirical standard deviation of
the estimates (MC-SD) for all scenarios, indicating that the proposed method to obtain
the standard error of these parameters is reliable. Once again, the variability of A is more
complex to be estimated for small sample sizes (see e.g., n = 50) compared to the location
and scale parameter. Therefore, more caution is necessary when performing inference for

A under small sample sizes.

Table 10 — Simulation I. Results based on 500 MC samples of size n = 50, 100, 200, and
400 with an average 15% of left-censored observations.

Censoring Measture B1o B11 B20 B21 011 012 022 A1 A2 v
Level 1.00 -2.00 2.00 -1.00 4.00 -0.50 1.50 2.00 -3.00 4.00
MC-AV 1.119 -2.030 2.054 -1.015 4.757 -0.147 1.160 7.241 -9.125 13.754
50 14.4% MC-MD 1.091 -2.012 2.065 -1.016 4.190 -0.168 1.015 2.210 -1.763 4.143
MC-SD 0.385 0.364 0.183 0.172 2.336 0.651 0.599 55.990 89.321
IM-SE 0.400 0.373 0.204 0.192 2.084 0.655 0.481 14.199 19.711
MC-AV 1.074 -1.996 2.057 -1.004 4.527 -0.309 1.155 2.395 -2.267 6.691
100 15.5% MC-MD 1.046 -2.011 2.061 -1.004 4.238 -0.294 1.071 2.156 -1.900 4.321
MC-SD 0.262 0.212 0.128 0.099 1.589 0.394 0.397 1.221 1.634
IM-SE 0.257 0.213 0.128 0.102 1.327 0.390 0.328 1.435 1.416
MC-AV 1.082 -1.972 2.070 -0.996 4.543 -0.315 1.068 2.124 -1.719 4.695
200 16.3% MC-MD 1.065 -1.982 2.067 -0.999 4.386 -0.302 1.026 2.073 -1.613 4.233
MC-SD 0.188 0.157 0.101 0.070 1.040 0.272 0.258 0.614 0.731
IM-SE 0.180 0.153 0.089 0.076 0.953 0.251 0.212 0.759 0.654
MC-AV 1.068 -1.998 2.063 -1.002 4.527 -0.392 1.128 2.060 -1.816 4.332
400 14.9% MC-MD 1.064 -1.999 2.059 -1.002 4.472 -0.397 1.109 2.053 -1.789 4.166

MC-SD 0.126 0.101 0.069 0.047 0.721 0.184 0.196 0.415 0.507
IM-SE 0.127 0.101 0.062 0.050 0.655 0.176 0.158 0.476 0.425

Figure 46 (of Appendix D.2.1) presents the boxplot of the estimates obtained
through the ST-CR model by sample size and censoring, where the red line indicates
the real parameter value. In most cases, we observe that the median is close to the true

parameter value, and there are some outliers for oy1, 012, and o9,.

Finally, we analyzed the mean square error (MSE) of the regression coefficients

B and the scale matrix elements 3 estimated from the ST-CR model for sample sizes
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Table 11 — Simulation I. Results based on 500 MC samples of size n = 50, 100, 200, and
400 with an average 15% of right-censored observations.

Censoring Measture B10 B11 B20 B21 011 012 022 A1 A2 v
Level 1.00 -2.00 2.00 -1.00 4.00 -0.50 1.50 2.00 -3.00 4.00
MC-AV 0.989 -2.025 1.989 -1.024 3.800 -0.141 1.510 2.915 -5.466 13.993
50 12.0% MC-MD 0.991 -2.012 2.008 -1.007 3.512 -0.163 1.409 1.581 -3.306 4.138
MC-SD 0.354 0.361 0.208 0.209 1.575 0.709 0.668 5.150 7.335
IM-SE 0.388 0.411 0.204 0.210 1.600 0.703 0.601 7.354 10.394
MC-AV 0.965 -2.007 1.998 -1.001 3.635 -0.215 1.484 1.541 -3.109 6.126
100 15.1% MC-MD 0.949 -1.997 2.013 -0.999 3.492 -0.210 1.402 1.337 -2.792 4.105
MC-SD 0.247 0.205 0.138 0.107 1.100 0.425 0.458 1.262 1.820
IM-SE 0.249 0.210 0.133 0.107 0.962 0.437 0.420 1.199 1.828
MC-AV 0.947 -1.995 1.994 -0.992 3.550 -0.246 1.494 1.404 -2.922 4.367
200 12.1% MC-MD 0.948 -1.996 1.993 -0.991 3.459 -0.238 1.463 1.316 -2.771 4.017
MC-SD 0.171 0.146 0.100 0.079 0.670 0.286 0.318 0.655 0.905
IM-SE 0.171 0.158 0.093 0.077 0.622 0.290 0.294 0.655 1.009
MC-AV 0.943 -2.014 1.995 -1.001 3.546 -0.264 1.511 1.313 -2.756 4.181
400 15.5% MC-MD 0.942 -2.006 1.996 -0.999 3.525 -0.275 1.503 1.288 -2.727 4.065

MC-SD 0.119 0.103 0.068 0.055 0.447 0.195 0.241  0.408 0.527
IM-SE 0.120 0.105 0.065 0.053 0.447 0.206 0.212  0.401 0.619

n = 50,100, 200, and 400. The idea is to provide empirical evidence about the consistency
of the ML estimates. The MSE measure is defined by

1 & /s 2
MSE; = - (@— ) .
- Z 07 —6;) (5.22)
j=1
where (/9;(]') is the ML estimate of parameter 6; in the jth sample for @ = (S10, f11, P20, Po1, 011,

012, UQZ)T. Figure 22 shows that the MSE of the parameter estimates tends to zero as
the sample size increases, providing empirical evidence about the consistency of the ML
estimates of the ST-CR model for the three evaluated scenarios.

Figure 22 — Simulation I. MSE of parameter estimates under the ST-CR model, based on

500 Monte Carlo samples simulated from the skew-¢ distribution considering
different sample sizes and types of censoring.
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5.4.2 Simulation study Il: Effect of skewness on left-censored data

This simulation study seeks to assess the effect of the skewness parameter A
in the estimation process for datasets with an average of 15% of left-censored responses.
Hence, we simulated 500 MC datasets of size n = 300 from the bivariate ST-CR model
with the same parameter values described above, and the following four scenarios for A

and the detection limit v&:

i) A=(2,-3)", v§ = (—2.090,0.490) ';
i) A=(2,3)", v§ = (—2.230,0.290) ";
iii) A= (-2,3)", v§ = (—1.960,0.455)"; and

iv) A= (-2,-3)", v§ = (-2.220,0.315) .

The values of v§ assure almost the same number of censored observations on
each component of the bivariate response vector. For each case, we fitted the ST-CR
model. The summary statistics are shown in Table 12, where MC-AV denotes the mean
of the 500 MC estimates, and IM-SE represents the average of the 500 standard errors
approximated from the empirical information matrix. From this table, we can see that the
mean (MC-AV) of the estimates for the regression coefficients (319, 811, f20, and (5a1) are

close to the true parameter value independent of the skewness parameter.

Table 12 — Simulation II. Mean of the estimates (MC-AV) and average of the approximated
standard errors (IM-SE) based on 500 MC samples of size 300 generated from
the bivariate skew-t distribution with skewness parameter A = (A, o) and
average 15% of left-censored observations.

pup, M =2 da= =3 M=2 =3 M=-2 =3  AM=-2 \=-3

MC-AV ~ IM-SE ~ MC-AV  IM-SE  MC-AV  IM-SE MC-AV  IM-SE
B0 1.064 0.145 1.200 0.203 1.070 0.139 1.081 0.155
B -1.996 0.119 1956 0.115  -1.993  0.128  -2.016 0.129
Bao  2.065 0.071 2.103 0.111 2.007 0.076 2.005 0.085
Bo1  -1.004 0.058 20.968  0.061  -1.001  0.064  -1.015 0.065
o1 4.544 0.760 3.269 0.534 3.528 0.509 3.864 0.563
o1 -0.381 0.205 0478 0176 -0.240  0.239  -0.842 0.252
oy 1.122 0.182 1.098 0.186 1.510 0.246 1.563 0.288
N 2122 0.580 2.761 0.815  -1.284 0481  -1.030 0.511
Xo -1.870 0.521 3.620 0.934 2.798 0.763  -2.333 0.653
v 4.404 2.473 4.239 4.723

As demonstrated in Simulation study I for left-censored datasets, the algorithm
has some difficulties recovering the skewness component of the negative signal since left-
censored observations affect the lower tail of the distribution. This is also observed for

scenarios i), iii), and iv), i.e., cases with at least one negative \;, j € {1, 2}. For scenario ii),
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where all components of the skewness parameter are positive, our method overestimated
the true value of A. For this case, it is worth noting that the mean of the v estimates is

equal to 2.473, whereas, for the other three cases, it is close to the true value (v = 4).

Moreover, this simulation study was also performed considering different de-
tection limits to generate left-censored datasets. The new limits guarantee that the first
component of the response vector has approximately 70% of the desirable censoring rate.
The results are displayed in Table 25 (see Appendix D.2.2), where we can notice that this

configuration returned similar results as shown above.

5.4.3 Simulation study Ill: Model misspecification

To evaluate the performance of the proposed model and the impact of estimating
with the wrong distribution, we simulated 500 MC datasets from the model Y; = X;8 +§,,
for i € {1,...,300}, considering the same parameter values as above. For data generation,

two scenarios were considered:

i) Y; SN, (X8 + k1A, X, A) and

ii) Y, % SSLy (X8 + kA, X, A, v), with v = 1.15,

where SNy (p, 3, A) and SSLa (e, 3, A, v) denote the bivariate skew-normal and skew-slash

2 2
distribution, respectively, with x; = —\/7 and ko = —\/7 Y )
T T A\v—1/2

For comparison, we considered two scenarios: one without censoring (original
data) and another with an average of 15% right-censored observations. The detection
limits were set v§ = (3.81,3.40)" for the skew-normal and v¢ = (4.46,3.96)" for the
skew-slash distribution, i.e., y;; = v{; if y;; = v7; and it keeps unchangeable otherwise, for
ie€{l,...,300} and j € {1,2}. We fitted the SN-CR and ST-CR models for each simulated
dataset. The SN-CR model was previously studied by Galarza et al. (2022b). The model
selection criteria AIC and BIC and the estimates of the model parameters were recorded at
each simulation. Summary statistics are reported, such as the MC mean estimate (MC-AV),

and the standard error approximated through the empirical information matrix (IM-SE).

Table 13 shows the results for data simulated from the SN distribution by
censoring proportion and model fitting. Notice that both models estimate the regression
coefficients well (i.e., MC-AV is close to the true value) with approximately the same
standard error. Note that the mean of the v estimates are 80.610 and 65.383 for the
original and censored data, respectively. It is worth mentioning that the scale matrix
components are not comparable directly. Moreover, both models returned close values for
the information criteria AIC and BIC. Figure 23 displays the bias of 310, 311, 320, and 321
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for both censoring proportions when estimating with SN-CR and ST-CR models, where

we can see that both distributions seem to fit the data equally well.

Table 13 — Simulation III. Results based on 500 MC samples of size n = 300 when
generating data from the SN distribution considering different censoring levels
(¢) and estimating the models SN-CR and ST-CR. MC-AV and IM-SE denote

to the mean of the estimates and the average of the standard error, respectively.

c=0% c=15%

Par. SN-CR ST-CR SN-CR ST-CR

MC-AV IM-SE MC-AV IM-SE MC-AV IM-SE MC-AV IM-SE
B0 0.994 0.103 0.991 0.103 0.993 0.107 0.992 0.108
b1 -1.998 0.097 -1.999 0.097 -1.996 0.107 -1.996 0.109
Boo  1.999 0.051 2.001 0.051 2.001 0.054 1.995 0.054
Ba1 -0.997 0.047 -0.997 0.046 -1.002 0.054 -0.998 0.054
011 3.942 0.728 3.805 0.576 3.920 0.834 3.353 0.538
o12 -0.374 0.322 -0.395 0.228 -0.271 0.344 -0.150 0.267
099 1.416 0.267 1.381 0.212 1.371 0.270 1.356 0.230
A1 1.771 1.426 1.835 0.652 1.476 0.951 1.080 0.599
Ao -2.728 1.387 -2.769 0.765 -2.482 1.070 -2.409 0.767
v - 80.610 - 65.383
AIC 1937.2 1937.7 1792.4 1795.3
BIC 1976.8 1981.6 1831.9 1839.3

Figure 23 — Simulation III. Mean bias +1 standard deviation for the estimates of
obtained under the SN-CR and ST-CR models, based on 500 MC samples
simulated from the SN distribution considering two cases: (a) without censoring
and (b) average 15% of right-censored observations.

(a) c=0% (b) ¢ =15%
Bio Bu Bzo B2 Bio Bu Bzo B2
0104 —+ = 0104 T N
0.05 0.05
8000 -g--qg-qr-F---qr-¢--- -t B 000T-¢--F-Ar-F--4-AF-¢--4--F-¢--4--
o m
-0.05 -0.05
-0.10 ~0.10-
SN-C ST-C  SN-C ST-C  SN-C ST-C  SN-C ST-C SN-C ST-C  SN-C ST-C  SN-C ST-C  SN-C ST-C
Model Model

Finally, results for data generated from the skew-slash (SSL) distribution with
v = 1.15 are displayed in Table 14. Notice that the mean (MC-AV) for the regression
coefficients under the ST-CR model is close to the true value, except for 519 with an average
of 15% left-censored observations, where the mean underestimates the true parameter
value. On the other hand, the SN-CR model returned bias estimates for 31y and Sy, the
intercepts. Observe that the mean of the standard errors (IM-SE) under the ST-CR model

is smaller than the estimate under the SN-CR model. Based on information criteria AIC
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and BIC, we conclude that the ST-CR model fits better with the simulated data. It is
worth noting that both models recover the correct signal for the skewness parameters. For
the ST-CR model, the mean of \; and Ay are close to the true values in data without
censoring (original), but the model underestimates A, for censored datasets, as expected.
It happens since right-censored observations affect the upper tail of the distribution and
then the retrieval of the positive skewness parameter. Moreover, Figure 24 shows the bias
of 310, BH, BQO, and 321 for both censoring rates, where we see that estimating disregarding

the heavy tail increases the variance of the estimator.

Table 14 — Simulation ITI. Summary statistics based on 500 MC samples of size n = 300
when generating data from the SSL distribution with v = 1.15 considering
different censoring levels (¢) and estimating the models SN-CR and ST-CR.
MC-AV and IM-SE denote to the mean of the estimates and the average of
the standard error, respectively.

c=0% c=15%

Par. SN-CR ST-CR SN-CR ST-CR

MC-AV IM-SE MC-AV IM-SE MC-AV IM-SE MC-AV IM-SE
B0 1.319 0.300 1.003 0.197 0.737 0.205 0.851 0.196
b1 -2.002 0.285 -1.995 0.152 -1.993 0.208 -1.998 0.161
Boo  1.633 0.165 2.004 0.108 1.690 0.132 1.985 0.111
B21 -0.996 0.152 -0.997 0.071 -1.086 0.132 -0.994 0.078
11 26.919 1.587 6.609 0.998 12.909 1.112 5.693 0.806
019 -2.474 0.754 -0.792 0.398 1.356 0.933 -0.342 0.410
099 11.297 0.627 2.503 0.390 12.838 0.632 2.643 0.432
A1 4.283 3.500 2.049 0.637 1.331 5.772 1.200 0.466
Ay -6.704 5.148 -3.137 0.816 -7.412 9.436 -3.051 0.840
v - 3.258 - 3.409
AIC 2888.4 2617.8 2534.8 2380.3
BIC 2927.9 2661.8 2574.4 2424.2

Figure 24 — Simulation III. Mean bias +1 standard deviation for the estimates of
obtained under the SN-CR and ST-CR models, based on 500 MC samples
simulated from the SSL distribution with v = 1.15 considering two cases: (a)
without censoring and (b) average 15% of right-censored observations.

(a) c = 0% (b) ¢ = 15%
BlO Bll BZO BZI BlO Bll BZO BZI
1.0 1.0
0.5 0.5
-éo.o-—— ——-I————I——-I——-— ——-I——-—E——-I—— -éo.o-—— ———I————I——-I——-— ——-I———— --3-
-0.5- -0.5-
-1.01 -1.04
SN-C ST-C  SN-C ST-C  SN-C ST-C  SN-C ST-C SN-C ST-C  SN-C ST-C  SN-C ST-C  SN-C ST-C
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5.4.4 Simulation study IV: Robustness of the estimators

This simulation aims to compare the performance of the estimates in the
presence of outliers on the response variable. In this case, 500 MC samples of size n = 300
were simulated from a bivariate skew-normal distribution, Y; ind SN2 (X8 + kA, 3 ),
with k = —\/2/7 and the remaining parameters described in the introduction of this
section. After generating the data, each MC sample was perturbed considering the following
scheme: the maximum value of each column of Y € R"*? was increased in ¢ times the
sample standard deviation, i.e., Y;pert = max(y.;) +9SD(y), fory ; = (yij, yojs - - - Y3005
¥ e€{0,1,2,3,4,5,6,7}, and j € {1,2}. Furthermore, we considered two different levels of
censoring: the first case corresponds to the case without censoring, and the second case
considered v§ = (—1.75, 0.61)" as detection limits, i.e., Yij = vy; if yi; < vy; and it keeps
unchangeable otherwise. The latter scenario implies that each dataset has around 15% of

left-censored observations.

Figure 25 shows the MSE of the estimates of (519, 811, 820, and S5 obtained
after fitting the SN-CR and ST-CR models by levels of perturbation. These plots reveal,
in most cases, that the MSE computed from the ST-CR is lower than the obtained from
the SN-CR model for levels of perturbation greater and equal to two sample standard

deviations (except for (g in datasets with left-censored observations for ¢ < 4).

Figure 25 — Simulation IV. MSE of B estimated from the SN-CR and ST-CR models,
based on 500 MC samples of size n = 300 simulated from the bivariate SN
distribution considering different perturbation levels and censoring proportions.
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Figure 26 displays the boxplot for the estimates of 519, 811, P20, and P21 obtained
from the SN-CR and ST-CR model by level of perturbation and censoring type. Here we
can observe that the median of the ST estimates is close to the true value (red line), while
the difference between the median of the SN estimates and the true value increases along
the perturbation level. Note also, for the SN, that the interquartile range increases with

the level of perturbation for all scenarios.

Yet, Figure 27 shows the MSE for the variance-covariance elements 011, 012,
and o099, computed using expression (4) in Ferreira et al. (2016) for the SN-CR, and
(5.3) for the ST-CR model. Here, we can note that for o5 and o9, the MSE for the ST

distribution is quite smaller than the SN one for ¥ > 2. Regarding o1, we have a better
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Figure 26 — Simulation IV. Boxplot of the 8 estimates obtained from the SN-CR and
ST-CR model, based on 500 MC samples of size n = 300 simulated from the
bivariate SN distribution considering two levels of censoring.
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performance of the ST model for ¥ > 4 when data is left-censored and for ¥ > 5 under no
censoring. It is worth mentioning that the variance-covariance elements depend on the
skewness parameter, whose estimation relies on the censoring type (left, right, or interval).
For instance, under right-censoring, o1, and o4, behavior would be the opposite. These
results confirm that the heavy tails of the skew-¢ distribution allow our model to mitigate

the effect of outliers, i.e., a much more robust method against atypical values.

Figure 27 — Simulation IV. MSE of the estimates for the variance-covariance elements
obtained from the SN-CR and ST-CR model, based on 500 MC samples of size
n = 300 simulated from the bivariate SN distribution, considering different
levels of perturbation.
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5.5 Applications

In order to show the usefulness of the method developed in this work, we analyze
two datasets: a) the trace metals in freshwater streams across the commonwealth of Virginia
and b) the stellar abundances dataset. The first has interval-censored observations, and

the second has left-censored and missing observations.

5.5.1 Trace metals in freshwater streams across the Commonwealth of Virginia

Aiming to illustrate the performance of our proposal, we consider the trace
metals concentration dataset described in Subsection 1.3.4, which was previously analyzed
by Hoffman & Johnson (2015). They proposed a pseudo-likelihood approach for estimating
parameters considering the multivariate normal and log-normal models, while recently,
Galarza et al. (2022b) analyzed this data by fitting the multivariate SN-CR model.

It is important to note that the concentration levels of trace metals are strictly
positive measures; to guarantee this, we consider an interval censoring approach. Specifically,
we set the lower detection limits to zero for all trace metals, while the upper detection
limits are variable-specific as detailed in Subsection 1.3.4. The analysis then proceeds with

the assessment of the following model:
y,=p+E, ie{l,... 184}, (5.23)

with y; = (4i1,¥i2...,¥is)  representing the ith 5 x 1 response vector containing the
concentration level of Cu, Pb, Zn, Ca, and Mg, respectively, p denoting the population-
average, and &, the vector of errors. Moreover, censored responses and the asymmetric
behavior of the data led us to evaluate the multivariate skew-t (ST-CR) and skew-normal
(SN-CR) censored models. We also fit the multivariate Student-¢ (T-CR) and normal

(N-CR) censored models for comparison.

The ML estimates and the standard error (SE) for the population-average p
are displayed in Table 15, as well as the skewness parameter 3\, the degrees of freedom
v, the log-likelihood, and the information criteria AIC and BIC. Based on information
criteria AIC and BIC, our ST-CR model fits this data better since it shows the lower
values for these statistics.In other words, the result indicates that the asymmetric model

is necessary for modeling the VDEQ data.

For the sake of comparison, we fitted the logarithm of the response using
the ST-CR, SN-CR, T-CR, and N-CR models, obtaining that the T-CR has the best
performance based on information criteria (see Table 16). Then, the log transformation
does its job for this dataset by symmetrizing the data enough to make asymmetric models
unnecessary. This can be evidenced in Table 16, where the estimates for A’s obtained
through the ST-CR are not significantly different from zero. However, the AIC of the
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Table 15 — VDEQ data. ML estimate, approximated standard error (SE), and model
comparison criteria (AIC and BIC) from fitting the ST-CR, SN-CR, T-CR,

and N-CR to the trace metals concentration dataset.

Par ST-CR SN-CR T-CR N-CR

" Estimate SE Estimate SE Estimate SE Estimate SE
1 0.650 0.075 0.559 0.081 0.396 0.023 0.556 0.078
149 0.129 0.017 0.098 0.034 0.072 0.010 0.099 0.030
13 2.233 0.538 2.320 0.751 1.261 0.139 2.314 0.639
m 9.890 2.361 12.821 1.896 6.041 0.957 12.084 2.298
15 3.564 0.614 4.020 1.232 2.190 0.249 3.814 0.734
A1 21.461 16.978 -1.730 6.346 - -
Ao 21.632 15.455 0.230 2.100 - -
A3 30.568 26.840 3.001 11.954 - -
A 28.895 17.177 26.956 70.259 - -
A5 21.697 11.935 8.438 27.712 - -
v 2.186 - 2.019 -
€(§) -1647.309 -1936.688 -1673.541 -2007.606
AIC 3346.617 3923.376 3389.081 4055.212
BIC 3472.051 4043.985 3490.393 4151.699

SN-CR is close to the AIC of the T-CR model, indicating a lack of adequacy of the
symmetry distribution. Note also that the estimates for p’s are roughly the same for
the SN-CR, T-CR, and N-CR models. As seen, the logarithm transformation performs

exceptionally well on this dataset due to the strong positive skewness and a large number

of observations near zero; however, we will see in the following application a case where

more than transformation is needed.

Table 16 — log-VDEQ data. ML estimate, approximated standard error (SE), and model
selection criteria (AIC and BIC) from fitting the ST-CR, SN-CR, T-CR, and
N-CR to the logarithmic transformation of the trace metals concentration

dataset.

Par ST-CR SN-CR T-CR N-CR

" Estimate SE Estimate SE Estimate SE Estimate SE
11 -0.753 0.119 -0.875 0.066 -0.822 0.060 -0.873 0.067
149 -2.201 0.126 -3.309 0.301 -3.069 0.204 -3.249 0.259
13 0.459 0.219 0.294 0.094 0.263 0.085 0.281 0.098
144 1.808 0.228 1.931 0.087 1.846 0.087 1.914 0.094
115 0.817 0.193 0.905 0.071 0.868 0.078 0.874 0.088
A1 -1.101 2.046 -0.934 0.581 - -
Ao 10.953 8.067 -2.781 2.028 - -
A3 3.147 3.243 1.773 1.263 - -
A4 1.400 3.149 2.309 1.289 - -
A5 -0.111 2.839 3.795 1.936 - -
v 2.010 - 5.725 -
e(é) -899.975 -857.227 -861.032 -875.996
AIC 1851.950 1764.455 1764.065 1791.992
BIC 1977.384 1885.064 1865.376 1888.480
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5.5.2 Stellar abundances data

In astronomical research, a previously identified sample of objects (stars, galax-
ies, quasars, x-ray sources, etc.) is observed at some new wavebands. Due to limited
sensitivities, some object features may be undetected or partially detected, leading to
missing and censored data. In fact, astronomical data are typically left-censored. The
probability of finding a new planet is related to the star’s metal content; however, it is
unclear whether this arises from the metallicity at birth or a later accretion of planetary
bodies (Feigelson & Babu, 2012).

Here, we study whether the presence or absence of a giant planet is correlated
with the level of lithium (Li) and beryllium (Be) in the photosphere of the host star. The
dataset consists of n = 68 solar-type stars, 39 stars known to host planets, and 29 stars
without planets, see Subsection 1.3.5 for more details. The proportion of left-censored and
missing values is 17.6% and 47.1% for Be and Li, respectively. Therefore, we propose the
following model:

yi=[Lex/|B+&, ie{l,...,68}, (5.24)

where for the ith object, y; = (In Be,InLi); is the bivariate response of interest containing
the natural logarithm of beryllium and lithium, and 8 = (ﬂbT, ,BIT)T is the 6 x 1 vector,
with B, and B; being 3 x 1 regression coefficients vectors for In Be and In Li. The vector
of covariates is x; = (1, Type;, Temp, — Temp) ", where Type; indicates planet-hosting
stars (=1), Temp; is the effective stellar surface temperature (in Kelvin degrees/1000),
and Temp = 5.708 represents the average temperature. The error term, denoted by
& = (&, fli)T, is considered independent and identically distributed. Note that model in

(5.24) is equivalent to fit simultaneously

InBe; = [y + Bu1Type; + Pro(Temp, — Temp) + &.
InLi; = S+ BuType; + Bio(Temp; — Temp) + &;.

This model considers a correlation structure between the In Be and In Li, since cov (&, &) #
0.

Due to censored responses and asymmetric behavior of the Stellar abundance
data, we propose to fit the skew-t censored (ST-CR) model. The multivariate skew-normal
(SN-CR), Student-t (T-CR), and normal (N-CR) models are also fitted for comparison.
Table 17 shows the estimated values for the regression coefficients ,B , scale matrix f], and
skewness parameter X obtained using the EM algorithm. The log-likelihood E(@), AIC,
and BIC information criteria are considered for model selection. Based on AIC and BIC,
the ST-CR model is suitable to fit this data,indicating that the asymmetric model with

heavy tails is necessary.

Considering the results obtained from the ST-CR model, we observe that at

temperatures of 5708 Kelvin degrees, the expected logarithm concentration of beryllium
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Table 17 — Stellar data. ML estimate, approximated standard error (SE), and model
selection criteria (AIC and BIC) from fitting the ST-CR, SN-CR, T-CR, and
N-CR to the natural logarithm of beryllium and lithium.

Par ST-CR SN-CR T-CR N-CR

" Estimate SE Estimate SE Estimate SE Estimate SE
Bro 0.797 0.051 0.736 0.071 0.957 0.047 0.859 0.126
Br1 0.064 0.046 0.086 0.094 0.055 0.058 -0.022 0.123
Br2 0.486 0.088 0.428 0.176 0.473 0.069 0.445 0.174
Bio 0.947 0.226 1.053 0.253 1.184 0.161 1.187 0.252
Bn -0.453 0.235 -0.392 0.371 -0.411 0.247 -0.511 0.344
Bi2 4.077 0.556 2.983 0.722 4.077 0.547 2.970 0.735
Obb 0.050 0.015 0.285 0.043 0.021 0.005 0.148 0.032
Ol 0.093 0.047 0.346 0.147 0.047 0.017 0.202 0.089
ol 0.436 0.201 1.195 0.546 0.389 0.127 1.046 0.445
Ap -3.681 1.865 -9.485 11.441 - -
A -1.957 1.236 -3.823 4.191 - -
v 2.026 - 2.213 -
z(@) -61.384 -80.526 -68.178 -101.989
AIC 146.768 183.053 156.357 221.978
BIC 181.720 215.092 185.484 248.192

is 0.797 for stars without planets and 0.861 for planet-hosting stars, evidencing slight
differences between these two types of stars. On the other hand, the expected level of the
logarithm of lithium is 0.494 for planet-hosting stars and 0.947 otherwise. This last result

shows a correlation between the lithium level and the presence or absence of a planet.

Finally, Figure 28 displays scatter plots and fitted regression lines for the
logarithm of beryllium (top panel) and lithium (bottom panel) abundances against centered
temperature in Kelvin degrees/1000. The dashed line denotes the regression line fitted under
the skew-t model for the error term to points with no treatment, i.e., considering censored
data as observed. In contrast, the solid line results from our proposed ST-CR model with
blue points denoting the predicted values for the censored and missing observations. Here,
we can see some differences in the intercepts and slopes for the lithium concentration,
evidencing the importance of considering a proper model to deal with missing and/or

censored data.

5.6 Remarks

This chapter introduced a robust multivariate regression model for censoring
and/or missing data using the multivariate skew-t distribution, extending the recent work
by Galarza et al. (2022b); Garay et al. (2017); Matos et al. (2019), among many others.
The main advantage of the proposed ST-CR model is that it can reduce the negative
impact of distributional misspecification and outliers on the estimation of the parameters.

Moreover, the ST class has a convenient framework for implementing the EM algorithm.
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Figure 28 — Stellar data. Scatter plot for the logarithm of beryllium (top) and lithium
(bottom) abundances against temperature together with the regression lines
fitted to points with no treatment, i.e., considering censored data as observed
(dashed line) and under our proposed ST-CR model (solid line). Plots for
non-planets-hosting stars are shown in the left panels.
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The experimental results and the analysis of two real datasets support the usefulness
and effectiveness of our proposal for handling multiple censoring and/or missing in the

presence of asymmetric heavy-tailed data.

In a recent paper, Mattos et al. (2018) considered the problem of censored
linear regression models using the univariate class of scale mixtures of skew-normal
(SMSN) distributions. Therefore, it would be worthwhile to investigate the applicability
of a likelihood-based treatment in the context of multivariate SMSN censored regression
models. Other extensions of the current work include, for example, a generalization of the
ST-CR model to the nonlinear setting (Matos et al., 2019), censored mixed-effects models
with skew-t random effects as will be proposed in the next chapter, or a finite mixture of

censored data using the multivariate skew-¢ distribution (De Alencar et al., 2021).
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6 Likelihood-based inference for the censored

linear mixed-effects skew-t model

6.1 Introduction

Linear mixed-effects (LME) models have been extensively used to analyze
longitudinal, hierarchical, or grouped data. These models are particularly useful in fields
such as biology, medicine, and agriculture, where data often exhibit correlation and non-
constant variability within groups. LME models address these complexities by incorporating
both fixed and random effects. Fixed effects estimate the overall impact of predictor
variables of interest across all units, while random effects capture variations at the group

level.

Traditionally, the most popular LME models assume that random effects and
error terms follow normal distributions (LME-N). This assumption can be seen in Verbeke
et al. (1997) and Pinheiro & Bates (2000). However, these restrictive assumptions often
lead to robustness issues against the presence of deviations from normality and can
result in invalid statistical inferences, particularly when the data exhibit heavy tails or
outliers. Outliers can be particularly problematic in LME models compared to fixed
effects models because they may occur in the random effects, the within-subject errors,
or both, complicating their detection and treatment. Consequently, several models have
been developed to accommodate heavy-tailed, asymmetric, or mixed distributions in both
the random effects and error terms, as discussed in works by Verbeke & Lesaffre (1996),
Pinheiro et al. (2001), and Schumacher et al. (2021).

Although conventional LME models assume that the response variable is
fully observed, some observations may be censored in many practical scenarios. This
censorship can occur due to limitations in measurement instruments or other methodological
constraints. Addressing this, researchers such as Vaida & Liu (2009) and Matos et al.
(2013a) have extended LME models to effectively handle censored data, assuming that
the random effects and errors follow a normal distribution. Further advancements have
been made to account for heavy tails in the data, as explored in studies by Matos et al.
(2013b), Wang et al. (2018), and Lachos et al. (2019).

Moreover, employing asymmetric distributions has proven beneficial for data
types like virologic responses, which often exhibit censored observations and non-normal
features such as skewness with heavy tails. This approach avoids unrealistic normality
assumptions and eliminates the need for data transformations, as proposed in a Bayesian

context by Bandyopadhyay et al. (2012) and further extended in a likelihood framework by
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Mattos et al. (2022b). The latter work considered a damped exponential correlation (DEC)
for the within-subject dependence structure, replacing the independence assumption used

in previous research.

No previous work has investigated LMEC models based on skew-¢ (ST) distribu-
tions from a likelihood-based perspective. Thus, this paper explores the linear mixed-effects
censored skew-t (LMEC-ST) model, which incorporates the skewness and heavy-tailed
nature of the random effects. The model assumes that the random effects for each subject
follow an ST distribution (Arellano-Valle & Genton, 2005), while the within-subject errors
follow a multivariate ¢ distribution. We employ the Expectation/Conditional Maximization
Either (ECME) algorithm (Liu & Rubin, 1994) for parameter estimation, chosen for its
facility in computing the E-step, which involves calculating moments from the truncated
multivariate extended skew-t (EST), ST, and ¢ distributions (Galarza et al., 2021c). The
log-likelihood function is easily computed as a byproduct of the E-step and is used for
monitoring convergence and model selection. All code used in this study will be available

in the R library skewlmm.

The structure of the chapter is as follows: Section 6.2 details the LMEC-ST
model, the computation of the log-likelihood function, and the parameter estimation
process via the ECME algorithm. It also outlines methods for approximating the standard
error of estimates, estimating random effects, and predicting future observations. Section
6.3 presents simulation study results that provide evidence about the asymptotic properties
and robustness of the estimates obtained. The application of the model to a real dataset
is described in Section 6.4, where we demonstrate that a model accounting for asymmetry
and heavy tails better fits the data based on information criteria. We conclude with a

discussion in Section 6.5.

6.2 The linear mixed-effects skew-t model for censored responses

This section introduces a linear mixed-effects model for censored observations in
the response variable. It is assumed that the random effects are characterized by an asym-
metric and heavy-tailed distribution, whereas the error term is modeled with a symmetric
heavy-tailed distribution. Furthermore, an EM-type algorithm is developed to derive the
maximum likelihood (ML) estimates. We also propose a method for approximating the

standard errors of these estimates based on the empirical information matrix.

6.2.1 The linear mixed-effects model

Consider a scenario where a variable of interest, along with several covariates,
is repeatedly measured across a set of n subjects at specific occasions during a study

period. Let Y; = (Y, ... ,Ymi)T be the n; x 1 vector of observed continuous responses
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related to the ith sample individual. The linear mixed-effects regression model is given by
Yi ZXiB-i-Zibi-i-é'i, ie{l,...,n}, (61)

where X; is the n; x £ design matrix corresponding to the fixed effects, 8 is the ¢ x 1 vector
of fixed effects, Z; is the n; x ¢ design matrix corresponding to the ¢ x 1 random effects
vector b;, and &, is the n; x 1 vector of random errors. It is assumed that the random
effects and the error components are independently distributed as b; ud ST,(kA, D, A, v)
and §; nd tn;(0,€2;,v). The ¢ x ¢ random effects covariance matrix D may be unstructured
or structured. Here, it is considered an unstructured matrix, which has at most g(q + 1)/2

different elements. On the other hand, the n; x n; error covariance matrix €2; is commonly

written as €; = o’R;, where R; = R;(¢) can be a known matrix or a structured
matrix depending on a vector of parameter, say ¢ = (¢1,...,¢) . For v > 1, the
r —1)/2
parameters K = —(U/W)1/2W and A = DY2X/(1+A"X)"/2 assure that E[b,] = 0,
v

consequently E[Y;] = X, for each i € {1,...,n}. Then, the marginal distribution of Y;
is given by
Yi i’Qd STnl (XZIB + KJZZ‘A, Ei, Xi, V), (62)

where X; = Q; + ZDZ] and A; = %;7°Z,D¢/(1 + ¢TAC)Y?, with ¢ = D72\ and
A;= (D' +Z/Q;'Z;)"". This result is demonstrated using Proposition 5 from Arellano-
Valle & Genton (2010b) in Appendix E.1. We refer to the model defined by (6.1) and (6.2)
as the linear mized-effects skew-t model (LME-ST).

The LME-ST model can be represented hierarchically as follows:

Y| b, Ui=u ™ N, (XiB + Zbi,uy'o?Ry)
b, |T; =t;,U; = u; ind Nq(tiAaui_lI‘)
Ti|Ui=u; ™ TN(k,u ", (k,0)) (6.3)
U, " Gammal(v/2,v/2),

withT' =D — AAT, A = D1/2)\/\/ 1+ ATX, DY2 denoting the square root of D, and
TN (u,0%; (a,b)) the univariate normal distribution with parameters x and o, truncated
on the interval (a,b). This representation will be useful in Section 6.2.3 to implement the

EM-type algorithm.

Additionally, in order to introduce flexibility in modeling the within-subject
dependence structure, we consider three correlation structures: uncorrelated (UNC),
autoregressive dependence of order p (AR(p)), and damped exponential correlation (DEC).
The UNC model assumes that the error terms are conditionally uncorrelated, i.e., R; = 1,,,,
where I,,, denotes the identity matrix of dimensions n; x n,. However, measurements taken
over time are generally correlated, invalidating the use of a UNC model. Therefore, we

consider other structures that account for the within-subject serial correlation.
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The AR(p) structure assumes that the observations are measured at regularly
discrete time points, then the correlation matrix is given by R; = 1/(1 — ¢1p1 — ... —
Gppp)pr—s)], where 7,5 € {1,...,n;} and pi, ..., p, are the theoretical autocorrelations of
the process, and thereby they are functions of autoregressive parameters ¢ = (¢, .. ., ¢p)T,
and satisfy the Yule-Walker equations py = ¢1pk—1 + ... + ¢ppi—p, po = 1,k € {1,...,p}
(see for instance Lin & Lee, 2007; Box et al., 2015).

On the other hand, the DEC model computes the entry (j, k) of the correlation
matrix R; by Rz(j k) gb'ltij _t““‘%, where ¢;; and t;; denote the times at which the jth and
kth observation were measured for the ¢th subject. In this model, 0 < ¢; < 1 and ¢5 > 0.
However, there are certain combinations of ¢; and ¢, that yield matrices which are not
positive definite. Some particular cases of the DEC model are the compound symmetry
correlation structure (CS), which occurs when ¢y = 0, the CAR(1) correlation is obtained
when ¢o = 1, and the moving-average of order 1 (MA(1)) is attained when ¢ tends to

+o0. For further details on these correlations, please refer to Schumacher et al. (2021).

6.2.2 The likelihood function

From now on, it is assumed that the response vector Y; = (Yji,... ,Ymi)T is
not fully observed due to censoring, i.e., the true response lies within a region instead
of being observed exactly. Let R;; < R denote the censoring region, such that Y;; is not
observed if Y;; € R;;, for j € {1,...,n;}. Further, let (V;;, C;;) be the observed data at time
t; for subject ¢, where Cj; is the censoring indicator, and V;; is given by

Vi = { rij, if Y;; € R;j, (censored) (6.4)

Yi;, otherwise, (observed)

where R;; is an interval of the form (—o0,7;;), (r;;,00), or (741, r2) for left, right, or
interval censoring, respectively. The constant r;; € R is equal to the detection limit for
left and right censoring, and 7;; = (r;j1 + 7ij2)/2 for interval censoring. Moreover, missing
observations can be handled by setting R;; = (—o0, ) and r;; = NA. Thereby, the model
defined by (6.1)—(6.4) will be referred to as the linear mized-effects censored skew-t model
(LMEC-ST).

Therefore, let y = (y!,y4,...,y,)" be the vector of all responses, where
Y; = (i1, .-, Yin,) " is a realization of Y; ~ ST}, (u;, i A v), with p, = X;8 + kZ;A.
In order to obtain the likelihood function of the LMEC-ST model, we treat, separately,
the observed and censored components of y;, i.e., y;, = (y7',y5' )", where Ci;j = 0 for all
elements in the ny-dimensional vector y7, and C;; = 1 for all elements in the n;-dimensional

vector y; of censored components. According to this partition, we write

00 oc

Vi = V(')Tvvg—r Ta i (')Tv ¢t Ta EZ =
(Vi Vi) m=(ui pmi) s e

) y and Pi = (90?T790§T)T7
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where @, = 2_1/ ’X;. To compute the likelihood function, we need to know the marginal

and conditional distribution of an ST variable. Then, from Proposition 6, we have that

Y? ~ SThe(pl, %A, v),
YO YO =30~ BSTue(u®, 555 X0, 7, 0/7),

Z”L”L

Ccc.0

with X, = ¢33 20, ¢ = (1+ @f T E5°005) 712, i = gl + B () — ), B =

Z’ Z 3

S A (y2), B0 = B S(R) IR vA(yE) = () v+ 3(y)), AT = B g

T = v(y)@] (v] = 1), 7 = )+ XTI, and v = v+ 07

Let V.= (V/],....,V))T and C = (C/,...,C])" denote the observed data.
Therefore, the log-likelihood function of @ = (8", &, 02, ¢, A", v)", where ay, denotes a
minimal set of parameters such that D is well defined (e.g., the upper triangular elements
of D in the unstructured case), for the observed data (V,C) is

(6|V,C) ZlnL@, (6.5)

where L; represents the likelihood function of @ for the ith subject, given by

=Li(0 | Vi,Ci) = Pr(rjy <yi<r|y7,0)f(y7]0)
= Pue(rf, vy i B0 NS T 10) SToe (v7; 18, 227, N, v),
with {y{ e R™ : 1§ <y5 <r%) = {(v5,... ,yfng)T e R™ :ryy <95 < iy Tinel <
yfng < Tfn?} denoting the censoring region of all partially observed data for subject ¢, and
Prle, B; pu, X, A\, 7, v) denotes the integral defined in (5.4), which can be easily evaluated
by using the R package MomTrunc (Galarza et al., 2021a).

The estimation procedure for the model parameters @ is performed by maxi-
mizing the log-likelihood function given in (6.5). This process is not straightforward, as
the expression involves intractable integrals required to compute the probabilities of an
EST distribution for censored cases. Consequently, an EM-type algorithm is the most
widely used method to address this complexity. This algorithm optimizes a sequence of
simpler approximations of the observed log-likelihood function. Further details on the

implementation of the algorithm will be discussed in the subsequent section.

6.2.3 Parameter estimation via EM-type algorithm

The EM algorithm, as introduced by Dempster et al. (1977), is a widely used
method for deriving ML estimates in scenarios involving partially observed data, such as
censored or missing data. This algorithm iteratively estimates parameters by maximizing
the conditional expectation of the complete-data log-likelihood function. The EM algorithm

is noted for its numerical stability, simplicity of implementation, and modest memory
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requirements (McLachlan & Krishnan, 2008). However, ML estimation for the LMEC-
ST model presents challenges due to censoring issues, rendering the EM algorithm less
suitable due to computational complexities during the M-step. To address these challenges,
we employ an extension of the EM algorithm known as the Expectation-Conditional
Maximization Either (ECME) algorithm (Liu & Rubin, 1994). The ECME algorithm
modifies the M-step with a series of conditional maximization (CM) steps, maintaining the
stability characteristic of the EM algorithm and typically achieving a faster convergence
rate than the original EM.

In order to develop the ECEM algorithm for parameter estimation in the
LMEC-ST model, we adopt the hierarchical representation of the model as expressed in
(6.3). Definey = (yy,...,y,) s u= (uy,...,u,) andt = (t,...,t,)" as the hypothetical
missing data, complemented by the observed data V and C, which correspond to the
censoring mechanism. The complete dataset, therefore, comprises y. = (V,C,y,u,t).
Holding the value of v constant, we define the complete-data log-likelihood function for a

corresponding set of parameters 8* = (8,02, ¢, A, ar)’ by

n

(0" | y.) :Z lic(0" | i),

=1

where

lie(0F | yie) = —;[ln IRi| + In|T| + %(Yi - XiB — Zibi)TRi_l(yi — X — Z;b;)
+niIno? + uy(by — AL) T (b, — Ati)] + K@) +e

with ¢ denoting a constant that does not depend on the vector of parameters 8%, K(v)

is a function that depends only on v, and |A| represents the determinant of the square

matrix A.

Therefore, the EM-type algorithm for the LMEC-ST model can be summarized

in two steps:

. . ~x(k) ~ (k) 5k A(k
E-step: Given the estimates of 8 = (3 q.’) A )7 at the kth iteration
of the algorithm, the E-step provides the Condltlonal expectatlon of the complete-data

log-likelihood function:

Qo 0" =B [0 y)Iv.C.0™| = Nm [@°ly)vi C. 0] = KAl @)
i=1 i=1

It is possible to demonstrate that @1(1@)(0*) can be decomposed as follows

QM () = Q1 (8,0% ¢) + Q% (a, A) + Qui(v),
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where
. 1 1 —® ——® *)
W) — gkl - g (R | sz 2] - 2z )
g
ni 1 /. _ — (k)T _
~Tino®— <ui(k)Xz-6—2uyi(k)+2Ziubi ) R;1X,8.
ik 1 1 —® o a2
B, A) = —y [T~ St (rlubf >+uth I'A - — AT A,
-~ ~ — (k) ~(k), ——.(k
such that @™ = B[U:[Vi, C,, 0", a2 = E[U/T2[V:, C,0"], ubl" = E[U:b]|V,, C:,

0", wtb, = E[UT;b:[ Vi, C:, 0], ubyl = E[Uib,Y] Vi, C;,8"], and ay? " =

E[U,Y!|V,, C.,0"], for r € {1,2}, such that b' = by, b? = bb!, Y! = Yi, and
Y? = YiYiT. The computation of these conditional expectations is detailed in Appendix
E.2, where expressions for each scenario are provided (cases where the response vector is
uncensored, cases where all components are censored, and cases where only some compo-
nents are censored). These moments can be approximated using the R libraries MomTrunc
(Galarza et al., 2021a) and relliptical (Chapter 2).

ok
M-step: Conditionally maximizing Q(0*|0*( )) with respect to each entry of 8%, we update

. ~i(k)
the estimated @ ~ by:

-1
aE (Z%“XTQJWX@-) ZXTQ—W <A<k> 7.ab, )

1 i=1
~ 1 & ~_1(k) [— (k) — (k) ——=(k)
g2+l NZ{tr (Ri 1”[uy? + Zub} Z] —2Z;uby] D
+

(3

~ (k _ — &)\ | A ~ (k
(@(k)X,»B( D _omy® 4 9Zuby ’) & 'Px, " }

A~ (k+1 - 1 — (k) — (k) (k)
¢( D argmaxz {_Wtr (Rl_—l [uy? + Z;ub? Z! — 2Zuby/ })
o

O
1 1 20X Ak T A~ (k+1)
—(k
N YT )
A = ==
n k7
Zz 1Ut
~(k k) — (k) ~ k+DT A~ (k1) ——(k —~ (k) ~ (k+1) ~ (k+1)T
T Z{ubz —atb, AT A e, a2 AT AN }

where N = an Additionally, estimates for certain parameters associated with the
i=1
random effects, such as the unstructured scale matrix D and the skewness parameter X,

can be obtained using the following expressions

~—1/2(k+1) ~ (k+1
]/j(chrl) (k+1) (k+1) ~ (k+1)T NGz 2 )A( =

-7 +ATA and A

<1 B A(ml)Tﬁ_ukH)A(kH))1/2'
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To update the degrees of freedom v, we maximize the marginal log-likelihood

function, given in (6.5), with respect to v as follows

plk+1l) argmax {Zln ( (V|6 . , Vi, CZ)) } :

To perform the maximization procedure, we employ the algorithm proposed by Brent (2013),
which is a combination of golden section search and successive parabolic interpolation,
designed for use with continuous functions of a single variable. The EM algorithm iterations
continue until the difference between two successive values of the observed log-likelihood

function is less than a specified tolerance level, denoted as tol (e.g. tol < 107°).

6.2.4 Standard error approximation

According to the large sample theory, the standard error of the ML estimates
can be approximated by the inverse of the observed information matrix. However, in
the presence of censored observations, this matrix cannot be expressed in closed form.
Consequently, we adopt the strategies detailed by Lin (2010) and Meilijson (1989), which
utilize the empirical information matrix instead of the observed one. Therefore, the

empirical information matrix, evaluated at the ML estimates, is defined as follows:
L(Oly) = Zgz(e)gl(ef
i=1

~ AT AT
For the LMEC-ST model, let 8 = (8 , 5> (/5 ,ap, A ,v)" denote the vector
of ML estimates obtained at the last iteration of the EM-type algorithm, with ap =

(Qq, ... ,&q(q+1)/2)T representing the ¢(q + 1)/2 vector of distinct elements of ]3, then the
vector 8;(0) = (8:(8)",8:(c?), 8;(¢) ", 8i(ap) ", 8:(A)",8;(v))" has elements

5(8) = X]0 (W, - Zib, - 4,X.8).

Si(0%) = — 27;2 + 21 [ai _ 928 X'R, (ﬁy - Zil/li)i) + 08 XR, 1)@-[3] ,
Si(@) = (Bi(61).8i(2),- .., 8i(en) ",

Siap) = (8i(an),8:(aw), ...,gi(aq(qﬂw))ﬂ

SiA) = B(M).8(N),...,8i(N) ", and
S(v) = ; In (Z) t1—4 (Z) +E [ani\Vi,Ci,a] —a}

with @; = tr(R;'A;) such that A; = 1;}712 + Z;ubiZ] — 2Z;uby;, and ¢(z) = I"(2)/T'(z)
represents the digamma function. Note that 8;(v) depends on the calculation of E[ln U;|V;,
C,, 9]7 which relies on computationally intensive Monte Carlo integration, then we focus

on computing the remaining elements of §;(0). The rest of the elements are given by



Chapter 6. Likelihood-based inference for the censored linear mized-effects skew-t model 123

~ 1 ~ ey AT - — AT ~—1. ~—1 1 ~—1_-
si(or) = T??tr{ A + ;X 88 XiT —2(uy; — Z;ub;)B X:] R, Ry R, }* Etr {Ri ka}v
R 1 (a1 A a1 A — . . Toael o~ . A ~ T oAl
Si(oy) = —Qtr{l" T, — B T, —[uthiA, + Aguth, [T +u2[A, A +AA] D 1},
=N 1 ~—1 ~ ~—1.- ~— — . . P —~ . ~ ~ . ~—
si(\) = —Qtr{l" Ty, —BD DT —[uthiA, + Ay uth, [T +u2[A A+ AA, T 1},
where
E; = ub; —utb,A — Autb, + ut;AA |
. 1 2/\

. r . T AT DA
I, =| =D,-A,A —AA,, with A, =——2" and

ooy la=a ! (1+X )2
. or AT AT - ~1/2 i 5V
I, = = -A,A" —AA, with A, =D" o R — L —

0A;Ia=% ’ L+X X2 (1+X A2

for ke {1,...;r},le{l,...,q(¢+1)/2}, je{1,...,q}, and i € {1,...,n}. Additionally,
: 2 D

oA .
Aj = W denotes the ¢ x 1 vector with 1 in the jth entry and 0 otherwise, D,, = o
J (07]
represents the ¢ x ¢ matrix with 1 in the position of the element o; and the remaining

- oD'/?
elements equal to 0, and Di/lz == | _
(87] a=

5 Is computed by

) -1 )
vec (D(ll/f) = <D1/2 QL +1,® Dl/Q) vec (Dal) ,

where vec(D) represents the operator that transforms a matrix into a column vector by
vertically stacking its columns. Given that D is positive definite, the matrix square root
D'/ is unique and positive definite. Consequently, the associated Kronecker sum is also
positive definite and non-singular. These results are similar to those presented in Chapter

5 for the multivariate censored skew-t distribution.

6.2.5 Estimation of random effects

To approximate the random effects for each individual, we consider the result
presented in (6.3), which corresponds to the hierarchical representation of the ST model.
From this foundation, it follows that Y; |b; = b;, U; = u; ~ N,,,(X;8 + Z;by, u; '€2;) and
b; | (U; = u;) ~ SN,(kA,u; "D, X). Consequently, given (Y;,U;), the distribution of b,

falls within the extended skew-normal (ESN) family, as follows:
bi (Y =y, Us = ) ~ BN (g, u Ay APC ), (6.6)

where p,; = kA + DZ] %y, and 7; = u/2¢TDZI 5 Py, with yo; = S (y, —

X;B — KZ;A) and ¢ = D2\, Therefore, the conditional mean of b; given Y; =y, can
be computed by
E[bi|Y; =y;,0] = E[E[bi|U;,Y; =y;,0]Y; =y,,0]
E[U; " We (U N yoi) | Yi = i, 0
=, + [ i ‘I)( i zy01)| Yi ]AZC;

I V1t CTAC
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with We(a) = ¢(a)/P(a). The minimum mean-squared error (MSE) estimator of b; is
obtained by the conditional mean of b; given the observed values (V;, C;) (Lachos et al.,
2010), which is given by

b:(6) = E[b,;|V;,C;, 0] = E[E[b;|Y;,6]|V:,C;, 6]
&iNiC
V1+CTAC

where ¥, = E[Yi|V:,C;, 0] and & = E[E[U;*Wa(U*X yo)[Y: = v,,0]|V,, Ci, 0]

depend on the censoring scheme of the ith subject.

= cA+DZ/S7(Y, - XiB — KZ;A) +

6.2.6 Prediction of future observations

Interested in predicting values from the LMEC-ST model, we denote by y;
the n; obs-vector of random variables corresponding to the given sample for subject ¢ and
by ¥ prea the vector of random variables of length n; ,req corresponding to the time points
that we are interested in predicting. Let X7 = (X obs; Xiprea) and Z! = (Z; obss Zi pred)
be the nf x p and n x ¢ design matrices corresponding t0 ¥; = (¥ s ¥iprea) > With

*
n; = Njobs + T pred-

Let y; ops = (¥71,¥¢") ", where y? and y{ denote the uncensored and censored
components of y; ..., respectively. To deal with the incomplete values existing in y; .,
we use an imputation procedure that consists of replacing the censored values by y; =
E[YS |V, C;, é] the conditional mean obtained from the EM algorithm. The new vector of
complete dataset will be denoted by y7 ., = (y7', $57)T. The reason to use the imputation
procedure is that it avoids computing truncated conditional expectations of the skew-t
multivariate distribution originated by the censoring scheme. Hence, we have that

Y = (Vi Y o) ~ ST (XIB + KZIA, 7 A v), (6.7)

1,0bs?

Z);kll 2;2
E;'gl 2:422
with ¢ = D"Y2X and A; = (D! + Z*TQ#"'Z*)~!. Using Proposition 6, we obtain that

*
i,0bs

such that £F = QF + Z'DZ*" = ( ) Al = ZPZIDC/(1 + (AR,

the distribution of Y, preq given Y =y, belongs to the extended skew-¢ family, as

follows
Yi,pred | (Y'zk,obs = yz) ~ ESTni,pred (Mf? 2?22.1/1/2 (yz)ﬂ 22‘212/.21(‘051?6(17 Ti*7 v+ ni,ObS)v

where pf = XipedB + 6Zipread + X5 5 (v, — Kions)s Ti = v(y)@i (v — i obs)
Hiobs = XiobsB + i ops A, Bino 1 = iy — 2?212?1_112;12’ VQ(yz') = (v +nz‘,obs)/<’/+ 6(y:)),
P = ¢ + T el and @f = (97,7 = BTV Following Lachos

et al. (2010), the minimum MSE predictor of future measurements of Y; is the conditional
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*

iobs = ¥i» Which can be easily computed from (5.3), i.e.,

mean of Y, yeq given Y

* pred

1359 1

)
pred T g pred
+ @ i

S\"i,plred(g) = IE:[Yz}pred | Yzobs =y;, 0] = + \/
1

with

5 U+ M obs v+ 6(y,)\ 72 t(Ti5 V 4 Niobs)
n= ’ L+ . —
v+ N obs — 1 v+ N obs v+ T 0bs T(Tza v+ nipbs)
3(:) = 0(¥ii Miobss Zin)  and 7 = 77°/(1 + P Sy 0] V2,

The prediction of y; ,..q can be obtained by substituting the ML estimates 6
into (6.8), leading to y; j,0q = yiypmd(é).

6.3 Simulation studies

This section presents the results from three simulation studies. The first study
evaluates the asymptotic properties of parameter estimates obtained through the proposed
method. The second simulation study assesses the robustness of our approach, specifically
its capacity to handle perturbed and censored data simulated from the linear mixed-effect
censored skew-normal (LMEC-SN) model. The final study examines the impact of model
misspecification, where the data originate from a population with a distribution that

differs from the one assumed for parameter estimation.

For the three simulation studies, we considered 300 Monte Carlo (MC) samples
simulated from the model Y; = (8o + boi)110 + Six; + &;,7 € {1,...,n}, with n being
the number of subjects (sample units). Here, 119 denotes a vector with all elements
equal to one of length 10, x; = (1,2,...,10)" represents the vector of times at which
the measurements were taken, and &, is the error term, which was simulated from a
multivariate distribution with zero mean and variance-covariance matrix Q; = o°R,;, where
0? = 0.25 and R; = R;(¢) computed from the correlation function of an AR(2) process
with parameters ¢; = 0.60 and ¢ = —0.20. The regression parameters were set to Sy = 1
and (; = 2. The random effect by; was simulated from a distribution with scale parameter

D = 2 and skewness parameter \ = 3.

6.3.1 Simulation |. Asymptotic properties

In this simulation study, we want to evaluate the asymptotic properties of the
ML estimates obtained from the proposed EM-type algorithm. Therefore, we simulated
samples consisting of n subjects with 10 repeated observations for each sample unit, for

n € {50,100, 200,400}. The observations were simulated considering that the error term
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follows a multivariate Student-¢ distribution, &, ind t10(0,€2;, ), and the random effect

bo; 4 ST (KA, D, A\, v), with x selected such that E(by;) = 0, the degrees of freedom v = 6,

and the remaining parameters were set as mentioned above.

Additionally, we investigated the effect of censoring on the parameter estimates.
Two scenarios were evaluated: one with an average of 10% left-censored observations
and another with an average of 10% right-censored observations. The scenario without
censoring was previously evaluated by Schumacher et al. (2021). An observation was
considered censored if it fell within the interval R;; = (—0, 3.92) for left-censored cases,

and R;; = (20, 400) for right-censored cases, where i € {1,...,n} and j € {1,...,10}.

Table 18 presents the mean (MC-AV), median (MC-MD), and standard devia-
tion (MC-SD) calculated from 300 MC samples. To assess the consistency of the method in
approximating standard errors, we computed the average of the standard error estimates
(denoted by IM-SE) and compared it with the MC-SD. The results for the left-censored
observations are detailed in the upper table, while those for the right-censored observations
are shown in the lower table. These findings indicate that the estimates for the regression
coefficients (o, 1) and the parameters related to the error term (02, ¢1, ¢) closely match
the true parameter values, which are denoted in parentheses. Furthermore, a lower increase
in the bias of estimates for §y was observed for the right-censored cases. Notably, the
standard error estimates decrease as the sample size increases, aligning consistently with
those derived via MC-SD. This consistency indicates that the inverse of the empirical
information matrix, as detailed in Subsection 6.2.4, is reliable for approximating the SE of

these parameters.

For the degrees of freedom v, the estimates obtained through the mean and
median approach the true value (v = 6) in samples of size n > 100, while for samples of
size n = 50, the median (MC-MD) proved to be a more accurate estimator. Regarding
the parameters associated with the random effect (D, \), the estimates show some bias,
which diminishes as the sample size increases. It is also worth noting that IM-SE provides
a reliable estimate of the standard error for D, though it is less precise for A\. However, as
expected, the discrepancy between IM-SE and MC-SD narrows with increasing sample
size. Note also that the IM-SE for A is greater for right-censored observations than for
left-censored observations across all sample sizes; this could occur because the chosen values
for the skewness parameter of the response vector vary from 0.80 to 0.87 for each individual,

slightly more affecting right-censored observations than those that are left-censored.

The results previously discussed are summarized in the boxplots shown in
Figure 29. We consider cases without censoring (No), with an average of 10% left-censored
(Left) and 10% right-censored (Right) observations. It can be observed that the median of
the estimates is close to the true parameter value (indicated by the red solid line) for the

regression coefficients (o, 1) and the parameters related to the error term (02, ¢y, ¢, V).
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Table 18 — Simulation I. Summary statistics are presented for 300 Monte Carlo (MC)
samples of sizes n = 50, 100, 200, and 400, each with an average of 10% left-
censored (upper table) and right-censored (lower table) observations, simulated
from the LMEC-ST model. The statistics MC-AV, MC-MD, and MC-SD refer
to the mean, median, and standard deviation of the estimates, respectively.
IM-SE denotes the average of the standard errors as detailed in Subsection
6.2.4. The true parameter values are provided in parentheses for reference.

cens. Bo 51 o 01 2 D A v
nog)  MeWe a0y (2000  (0.25)  (0.60) (-0.20)  (2.00)  (3.00)  (6.00)
Left-censored observations

MC-AV 1.002 2.001 0.250 0.595 -0.204 1.886 3.039 6.973
50 9.96 MC-MD  0.999 2.001 0.248 0.593 -0.204 1.773 2.466 6.371
MC-SD 0.186 0.013 0.029 0.059 0.061 0.708 2.104 -
IM-SE 0.199 0.015 0.030 0.064 0.066 0.747 187.722 -
MC-AV 0.999 1.999 0.249 0.598 -0.197 1.820 2.612 6.290
100 9.96 MC-MD 0.987 2.000 0.248 0.600 -0.197 1.797 2.477 6.018
MC-SD 0.131 0.010 0.019 0.040 0.044 0.460 1.148 -
IM-SE 0.134 0.010 0.021 0.043 0.045 0.495 27.026 -
MC-AV 0.993 2.000 0.251 0.597 -0.197 1.858 2.487 6.156
200 10.00 MC-MD 0.987 2.000 0.249 0.598 -0.194 1.869 2.429 5.975
MC-SD 0.093 0.007 0.014 0.029 0.032 0.331 0.713 -
IM-SE 0.093 0.007 0.015 0.030 0.032 0.346 9.348 -
MC-AV 0.994 2.000 0.251 0.598 -0.200 1.872 2.471 6.089
400 10.01 MC-MD 0.996 2.001 0.250 0.599 -0.199 1.863 2.449 6.043
MC-SD 0.069 0.005 0.011 0.020 0.022 0.237 0.459 -
IM-SE 0.065 0.005 0.010 0.021 0.022 0.241 4.905 -
Right-censored observations
MC-AV 0.978 2.000 0.247 0.596 -0.206 1.889 3.483 6.928
50 10.16 MC-MD 0.970 2.000 0.245 0.598 -0.205 1.784 2.894 6.352
MC-SD 0.178 0.014 0.028 0.064 0.062 0.692 2.381 -
IM-SE 0.192 0.015 0.030 0.064 0.066 0.718  240.409 -
MC-AV 0.973 1.999 0.246 0.597 -0.201 1.823 2.928 6.353
100 10.07 MC-MD 0.969 1.999 0.246 0.601 -0.199 1.824 2.775 6.160
MC-SD 0.128 0.010 0.019 0.041 0.045 0.463 1.406 -
IM-SE 0.129 0.010 0.021 0.043 0.045 0.479 41.722 -
MC-AV 0.967 2.000 0.248 0.594 -0.198 1.855 2.751 6.200
200 10.06 MC-MD 0.963 2.000 0.248 0.594 -0.198 1.854 2.642 6.047
MC-SD 0.086 0.007 0.014 0.029 0.031 0.320 0.839 -
IM-SE 0.089 0.007 0.014 0.030 0.031 0.336 12.584 -
MC-AV 0.966 2.000 0.249 0.598 -0.201 1.857 2.686 6.134
400 10.09 MC-MD  0.964 2.000 0.248 0.599 -0.200 1.840 2.686 6.120
MC-SD 0.064 0.005 0.011 0.020 0.023 0.243 0.523 -
IM-SE 0.062 0.005 0.010 0.021 0.022 0.234 6.233 -

However, for the parameters associated with the random effects, D and A, the median

underestimates the true parameter value across all sample sizes and types of censoring.

Notably, the interquartile range decreases as the sample size increases for all parameters.

The boxplots also reveal some outliers in the estimates for most parameters, with a notably

higher number of outliers in the estimates of A\ and v.

Finally, we analyzed the mean square error (MSE) of the parameters estimated
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Figure 29 — Simulation I. Boxplot of the estimates for the LMEC-ST model considering
different sample sizes and types of censoring: without censoring (No), left-
censored (Left), and right-censored (Right) observations. The red line denotes
the true value.
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from the LMEC-ST model across samples of size n = 50, 100, 200, 400, with each subject 7
having n; = 10 observations. This analysis aimed to provide empirical evidence regarding

the consistency of the ML estimates. The MSE for each parameter is defined as follows

m

1 . 2
MSE = — > (69 ~0,) ",
m -
j=1
where m is the number of MC samples, in this case, m = 300; 51(]' ) denotes the estimate of

the ith parameter obtained by the proposed EM-type algorithm from the jth MC sample;
and 6; represents the true value of the ith parameter of @ = (S3y, 81,02, é1, ¢, D, A, 1) .
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The MSE results are displayed in Figure 30 for each sample size, with datasets
without censoring represented by a solid line, those with left censoring by a dashed line,
and right censoring scenarios by dotted lines. It is observable that the MSE tends to
decrease toward zero as the sample size increases, substantiating the consistency of the
ML estimates of the LMEC-ST model across the three evaluated scenarios.

Figure 30 — Simulation I. MSE of the estimates for the LMEC-ST model considering

different sample sizes and types of censoring.
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6.3.2 Simulation Il. Robustness of the estimators

Aiming to provide evidence about the robustness of the estimates obtained by
our proposal (LMEC-ST model), we simulated 300 MC samples, each containing n = 300
subjects with n; = 10 observations per subject. The dataset was generated from the
skew-normal distribution, assuming that the error term §; K 10(0, ;) and the random
effects by; ¢ SN (kA, D, \), with & —\/2/7. This model was developed by Mattos

et al. (2022b), and the values for the remaining parameters were set as described in the

introduction of this section.

After generating the data, each MC sample was perturbed by replacing the
lowest 20 observations (1%) with the value p = min(y) — pSD(y), where min(y) and
SD(y) denote the minimum value and the standard deviation of the simulated values,
and ¢ varied among {1,2,3,4}. The case without perturbation, i.e., p = y;;, was also
considered for comparison. Subsequently, we censored an average of 10% of observations,
considering as censored those that fell within the interval R;; = (20, 400), constituting

the right-censored cases.

We fitted both the LMEC-SN and our proposed LMEC-ST model for comparison
purposes. Table 19 displays the means of the estimates obtained by the LMEC-SN (SN)
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and LMEC-ST (ST) models for different values of ¢, with the case without perturbation
denoted by ¢ = 0. In the unperturbed scenario, both models performed similarly, as the
means of the estimates were close to the true parameter values for each model parameter.
It was also noted that the estimate for v was approximately equal to 95, suggesting that

our algorithm tends to approximate the SN distribution.

For the other values of ¢ ({1,2,3,4}), the estimates obtained by the LMEC-SN
model showed a bias for all parameters, with the bias increasing as the perturbation level
increased. Conversely, the mean of the estimates for the regression coefficients by the
LMEC-ST model proved to be a better estimator than that obtained by the LMEC-SN
model, exhibiting a smaller increase in bias for [y; this could be related to the presence of
a random effect in the intercept and the difficulty for the model to estimate the skewness
parameter, A, a challenge also observed in the right-censored datasets in Simulation Study
I. Additionally, the mean of the estimates for the degrees of freedom v tended to decrease
as the perturbation level increased, demonstrating the method’s mechanism for dealing

with outliers.

Table 19 — Simulation II. Mean of the estimates obtained after fitting the LMEC-SN
(SN) and LMEC-ST (ST) models, based on 300 MC samples of size n = 300
simulated from the SN distribution considering 10% of right-censored and 1%
of perturbed observations.

p=20 p=1 p=2 p=3 p=4
SN ST SN ST SN ST SN ST SN ST

Param.

Bo(l) 0999 0997 0437 1.003 -0.032 0.958 -0.433 0.921 -0.791 0.915
fi1(2) 2.000 2.000 2.0838 1998 2.168 1.996 2.240 1.995 2306 1.994
02(0.25) 0.249 0.245 0.840 0.255 2.108 0.248 4.073 0.245 6.746 0.245
¢$1(0.6) 0.597  0.597 0.704 0.619 0.638 0.613 0.538 0.611 0.452 0.610
$2(-0.2) -0.202 -0.202 -0.095 -0.168 -0.066 -0.168 -0.050 -0.169 -0.039 -0.168
D(2) 1.826 1.808 1.103 0.665 2.869 0.642 3917 0.636 4.525 0.633
A(3) 2571 2.652 -0.124 -0.332 -3.303 -0.341 -4.212 -0.349 -4.377 -0.344
v - 97.165 - 3.407 - 2.433 - 2.073 - 2.002

Figure 31 displays the MSE for the regression coefficients (fy, 51) and the
parameters related to the error term (02, ¢1, ¢2) by perturbation level and by the model
fitted. The black line represents the LMEC-SN model, and the grey line represents the
LMEC-ST model. Results for datasets without censoring are shown with solid lines,
while dashed lines indicate right-censored datasets. These plots reveal that the MSE
computed from the LMEC-ST model is lower than those from the LMEC-SN model across
all perturbation levels. It is also observable that the MSE increases with the level of
perturbation for all models and levels of censoring, except for the estimates of ¢, through
the LMEC-SN model, which shows a decrease from ¢ = 1 to ¢ = 2, and then increase for
¢ = 2. Additionally, the censored datasets generally exhibit higher MSE values than the
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uncensored datasets, except for the estimates of ¢o through the LMEC-SN model, which
displayed a different behavior for ¢ > 2. These results confirm that the heavy tails of the
skew-t distribution enable our model to mitigate the effects of outliers, thereby providing

a more robust method against atypical values.

Figure 31 — Simulation II. MSE estimated from the LMEC-SN and LMEC-ST models,
based on 300 MC samples of size n = 300 simulated from the SN distribution
considering 1% of perturbed observations and two censoring cases: without
censoring and an average of 10% right-censored observations.
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6.3.3 Simulation Ill. Model misspecification

To evaluate the performance of the proposed model and the impact of estimating
parameters with the wrong distribution, we simulated 300 MC samples, each containing
300 subjects with n; = 10 observations per subject. In this study, we explored various

scenarios in which data were generated from the following distributions:
L. &, £ Nio(0, €2;), by W SN(k1A, D) and k1 = —+/2/m;

2. Sz igd tlo(O,Qi,I/), bOz‘ Z’Z\(Ji ST(KJQA,D,V), Ko = —(V/W)I/QW and v = 6,

and,

14

3. fz izd SLlo(O,Qi,V2>, b()i “’\fl SSL(KJ;gA,D,I/Q), K3 = —’\/2/71' 1/2
]/ J—

and v = 1.15.
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Each scenario corresponds to data simulated from the skew-normal, skew-t,
and skew-slash distribution. After generating the datasets, approximately 10% of the
observations were censored. An observation was considered censored if it fell within the
region R;; = (—o0,r;;), with the threshold 7;; varying according to the simulated data
distribution. Specifically, the detection limits were set at r;; = 4 for the skew-normal
distribution, r;; = 3.81 for the skew-¢ distribution, and r;; = 3.57 for the skew-slash

distribution.

Table 20 displays the mean of the 300 estimates obtained after fitting the
LMEC-ST (our proposal). For comparative analysis, we also fitted the LMEC-SN model
across the three scenarios and the LMEC-¢t model specifically for the skew-t distribution
data. For data simulated from the skew-normal distribution, the means of the estimates
computed from both models are close to the true parameter values, suggesting that both

distributions seem to fit the data equally well.

Table 20 — Simulation III. Mean of the estimates obtained after fitting the LMEC-SN (SN)
and LMEC-ST (ST) models, based on 300 MC samples of size n = 300 simulated
from different distributions considering 10% of left-censored observations.

a) LMEC-SN b) LMEC-ST ¢) LMEC-SSL

SN ST SN ST t SN ST
Bo(1) 0.998 1.002 1.005 0.993 0.866 1.112 1.070
B1(2) 2.000 2.000 2.001 2.000 2.000 2.017 2.000
02(0.25)  0.250 0.245 0.376 0.251 0.253 1.414 0.454
$1(0.6)  0.598 0.598 0.598 0.599 0.601 0.594 0.601
$2(-0.2)  -0.202  -0.202  -0.197  -0.198  -0.195  -0.210  -0.200
D(2) 1.897 1.748 3.359 1.857 0.924 13.106 3.791
A(3) 2.695 2.352 4.216 2.467 - 7.561 2.841
" - 97.610 - 6.147 6.204 - 3.605

For the skew-t distribution data, the LMEC-t model tends to underestimate
the true value of 3y and compensates for the skewness in the distribution of the random
effects by underestimating D. Conversely, the means of the estimates for 5, and ; via
the LMEC-SN model are close to the true values, although the interquartile range, as seen
in the boxplot (Figure 32), is wider for the LMEC-SN estimates compared to those from
the LMEC-ST.

Finally, when analyzing data simulated from the heavy-tailed skew-slash distri-
bution (with v = 1.15), the LMEC-ST model outperforms the LMEC-SN model, which
tends to overestimate the regression coefficients. In contrast, the LMEC-ST model’s es-
timates are much closer to the true parameter values. Figure 32 further illustrates that
estimates of By and S; from the LMEC-SN model show significantly more outliers than
those from the LMEC-ST model.
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Figure 32 — Simulation ITI. Boxplot of the estimates for the regression coefficients obtained
after fitting the LMEC-SN (SN) and LMEC-ST (ST) models to data simulated
from different distributions incorporating 10% of left-censored observations.

a) LMEC-SN b) LMEC-ST ¢) LMEC-SSL
Bo By Bo B1 Bo By

124 T
2.075 4

44 -
N _ - °
1o 2.00 1+ - - °
2,00+ = ] °
s 2.025
°
084 —+
1 2
°
091 * 1.99 -
1.99 4 . 2000 =1 == -
— L4 -4
1 L < 5 o - -
L4 °
T

°
° ° L4 ° ° L]
1 061 1.98 4 ! 1 | 1.975

Model Model Model

6.4 Application: A5055 data

To illustrate the proposed model, we analyze the dataset A5055 from the AIDS
clinical trial study by Wang (2013), which involved 44 HIV-1 infected patients. The dataset
includes measurements of plasma viral load (in copies per milliliter) and CD4 cell counts,
collected at approximately days 0, 7, 14, 28, 56, 84, 112, 140, and 168 of follow-up for each
patient. This study focuses on the longitudinal trajectories of RNA viral load, converted to
a log-base-10 scale and denoted by log,,(RNA). The lower detection limit for RNA viral
load is 50 copies/milliliter, corresponding to 1.698 on the log-base-10 scale, with 33.5%
(106 out of 316) of measurements below this quantification limit (left-censored). Figure 33
(left panel) shows the trajectories of immunologic responses over time. For assessing the
model’s predictive performance, we partitioned the dataset into training and test sets, with
the former comprising 304 observations and the latter 12 observations, which represent

the last two data points from six randomly selected patients.

Figure 33 — A5055 data. (Left panel) Individual profiles for HIV viral load are displayed
on a log,, scale. (Right panel) Boxplot of the random effects by; predicted
from the t-LMEC model.
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It is worth mentioning that this dataset was previously analyzed by Wang et al.
(2018) using a multivariate ¢ linear mixed-effects model for censored observations. Addi-
tionally, Lachos et al. (2019) fitted a multivariate linear mixed-effects model incorporating
scale mixtures of normal distribution, while Mattos et al. (2022b) employed the LMEC-SN

model. In this study, we propose to analyze the dataset using the following model

Yij = Bo + (B1 + bu)tyj + Par/ti; + B3CDAT + €5,

where y;; represents log,,(RNA) for subject ¢ measured approximately at day;;, t;; =
day,;/7 (week), CD4" is the scaled CD4 variable, by; is the random effect for the ith
subject, and ¢;; denotes the error term. To evaluate the necessity of considering a skewed
distribution, we initially fitted an LMEC-¢ model with different correlation structures
for the error term. Based on the Akaike Information Criterion (AIC) and the Bayesian
Information Criterion (BIC), the model that best fitted this dataset included an AR(1)
correlation process. Figure 33 (right panel) displays the boxplot of the random effects
predicted from the LMEC-¢ model with an AR(1) correlation, which appears to correspond

to a right-skewed distribution.

Given the results obtained earlier, we fitted a model with skew-t distributed
random effects and t distributed error terms, which suggests that the response variable
itself follows a skew-t distribution. For comparative analysis, we applied the LMEC-ST
model using five different correlation structures for the error terms. These structures
included the unstructured (UNC) model, the damped exponential correlation (DEC), the
compound symmetry correlation (CS), and the autoregressive models of order 1 and 2
(AR(1) and AR(2)). The log-likelihood functions evaluated at the maximum likelihood
(ML) estimates and the information criteria (AIC and BIC) are displayed in Table 21.
Here, we observe that the lowest values for these statistics were obtained with the AR(1)

correlation, mirroring the results found for the LMEC-t model.

Table 21 — A5055 data. Information criteria were obtained after fitting the LMEC-ST
model with different correlation structures.

Information Correlation structure
criterion UNC DEC CS AR(1) AR(2)
e(é) -312.406 -279.012 -292.648 -278.755 -279.407
AIC 640.811 578.023 603.296 575.510 578.813
BIC 670.548 615.194 636.749 608.963 615.984

Additionally, we fitted the LMEC-SN and LMEC-N models, considering the
AR(1) correlation for the error term. Table 22 presents the parameter estimates and
their standard errors (SE), approximated through the inverse of the empirical information
matrix as described in Subsection 6.2.4. This table also includes the information criteria
(AIC and BIC) along with the log-likelihood evaluated at the ML estimates. Note that the
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estimates for By and (5 are similar between the LMEC-ST and LMEC-t models. However,
for the skew-normal and normal models, these estimates are lower compared to those
obtained through heavy-tailed distributions. The estimated SEs are nearly identical across
all models. The estimates for ; are around 0.120, while 5 is roughly estimated at -0.95,
with the greater value estimated in the LMEC-N model. In the LMEC-ST and LMEC-¢
models, the estimated variance of the error term, o2, was 0.10. This estimate is notably
lower, specifically half, compared to the variance of 0.20 estimated in both the skew-normal
and normal models. The estimate for the skewness parameter A in the LMEC-ST model
was 1.668, corroborating the findings shown in Figure 33. Additionally, the AIC favors our
proposal, as it shows the lowest values for this statistic, while the BIC is nearly identical

for both heavy-tailed models, confirming the adequacy of the LMEC-ST model.

Table 22 — A5055 data. Parameter estimates (Est.) and standard error (SE) obtained after
fitting some LMEC models with AR(1) structure.

LMEC-ST LMEC-SN LMEC-t LMEC-N
Parameter

Est. SE Est. SE Est. SE Est. SE
Bo 3734 0131 3619  0.131 3709 0129  3.582  0.139
B 0129  0.027 0119 0027  0.110 0023 0115  0.023
By 0969  0.077 -0.923  0.077 -0.953  0.086 -0.910  0.091
Bs 0.344  0.098  -0.474  0.098 -0.365  0.118  -0.482  0.102
o 0.102  0.022 0209 0022  0.113 0.214
1 0866  0.030  0.860  0.030  0.863 0.857
D 0.002  0.002  0.004  0.002  0.002 0.003
A 1.668  0.001  1.009  0.001 - -
" 2.946 - 3.633 -
0(6) -278.755 -290.640 -281.161 -291.201
AIC 575.510 597.280 578.322 596.401
BIC 608.963 627.016 608.058 622.421

Figure 34 displays the observed values of log;,(RNA) against the week of
observation for six patients, depicted by black solid lines. The fitted and predicted values
are represented by solid grey lines for the LMEC-ST model (dark grey) and the LMEC-
t model (light grey), with the last two points indicating predictions. The dotted line
marks the detection limit (log;(50)) for censored observations. It is evident that both
models strive to match the dynamics of the observed data, with the LMEC-ST model
demonstrating superior performance. To quantitatively assess the predictive capabilities of
our model, the mean squared prediction error (MSPE) was calculated, excluding censored
observations. The results show that the MSPE for the LMEC-ST model is significantly
lower at 1.863 compared to 2.844 for the LMEC-t model. This suggests that the LMEC-ST
model, which accounts for skewness and heavier tails, is better suited for fitting this
dataset.
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Figure 34 — A5055 data. Observed viral loads on a log;, scale (black solid line) for six
subjects, alongside fitted trajectories for the LMEC-ST (dark grey) and LMEC-
t (light grey) models, both incorporating the AR(1) structure. The final two
observations were reserved to assess the predictive capabilities of the models.
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6.5 Remarks

This chapter introduced a robust linear mixed-effects regression model for
handling censored and/or missing data using the skew-¢ distribution. This model extends
the works of Schumacher et al. (2021), Lachos et al. (2019), and Mattos et al. (2022b),
among many others. A key advantage of our proposed LMEC-ST model is its ability to
mitigate the negative impacts of distributional misspecification and outliers on parameter
estimation, as evidenced by our simulation studies. The skew-t class of distributions also
offers a convenient framework for implementing the EM-type algorithm since its moments
and probabilities can be calculated from the expressions derived by Galarza et al. (2021c)
and implemented in the MomTrunc package. Furthermore, the effectiveness of our method
was demonstrated through the analysis of a real dataset, particularly in managing multiple

left-censored observations in the presence of asymmetric heavy-tailed data.

Future extensions of this research could include several promising directions.
One possibility is developing a multiple-outcome skew-normal and skew-¢ linear mixed-
effects model, extending the works of Wang et al. (2018) and Lachos et al. (2019). Another
direction could involve generalizing the LMEC-ST model to a nonlinear framework,
extending the methodologies introduced by Matos et al. (2013b). Additionally, exploring a
multiple-outcome skew-¢ nonlinear mixed-effects model could further advance the findings
of Lin & Wang (2017).
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Final Considerations

This section describes the technical production developed in this thesis.

Published papers

Valeriano, K. A., Galarza, C. E., and Matos, L. A. (2023). Moments and random
number generation for the truncated elliptical family of distributions. Statistics and
Computing, DOI: 10.1007/s11222-022-10200-4.

Valeriano, K. A., Galarza, C. E., Matos, L. A., and Lachos, V. H. (2023). Likelihood-
based inference for the multivariate skew-t regression with censored or missing
responses. Journal of Multivariate Analysis, DOIL: 10.1016/j.jmva.2023.105174.

Valeriano, K. A., Schumacher, F. L., Galarza, C. E., and Matos, L. A. (2024).
Censored autoregressive regression models with Student-¢ innovations. Canadian
Journal of Statistics, DOIL: 10.1002/cjs.11804.

R packages

The research conducted in this thesis resulted in the development of two

new R packages, relliptical and RcppCensSpatial, while in other instances, the

proposed methodologies were incorporated into existing packages such as ARCensReg and

skewlmm (currently in progress). A brief description of each package is provided below:

e relliptical: The Truncated Elliptical Family of Distributions

It offers random numbers generation from members of the truncated multivariate
elliptical family of distribution, such as the truncated versions of the Normal, Student-
t, Laplace, Pearson VII, Slash, and Logistic, among others. Particular distributions
can be provided by specifying the density generating function. It also computes the

first two moments (covariance matrix as well) for some particular distributions.

RcppCensSpatial: Spatial Estimation and Prediction for Censored/Missing Re-

sponses

It provides functions to estimate parameters in linear spatial models with cen-
sored/missing responses via the Expectation-Maximization (EM), the Stochastic
Approximation EM (SAEM), or the Monte Carlo EM (MCEM) algorithm. These

algorithms are widely used to compute the maximum likelihood (ML) estimates in


https://doi.org/10.1007/s11222-022-10200-4
https://doi.org/10.1016/j.jmva.2023.105174
https://doi.org/10.1002/cjs.11804
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problems with incomplete data. This package also approximates the standard error
of the estimates using the Louis method. Moreover, it has a function that performs

spatial prediction in new locations.

e ARCensRegq: Fitting Univariate Censored Linear Regression Model with Autoregres-

sive Errors

It fits a univariate left, right, or interval-censored linear regression model with
autoregressive errors, considering the normal or the Student-t distribution for the
innovations. It provides estimates and standard errors of the parameters, predicts

future observations, and supports missing values on the dependent variable.

e skewlmm: Scale Mixture of Skew-Normal Linear Mixed Models

It fits a scale mixture of skew-normal linear mixed models using an expecta-
tion—maximization (EM) type algorithm, including some possibilities for modeling
the within-subject dependence and censoring or missing observations in the response

variable.

7.3 Conclusions

This thesis explored a frequentist approach to modeling censored and missing
responses using the Student-¢ and skew-t distributions. These models extend the work of
Schumacher et al. (2017) within the context of time series and Mattos et al. (2022b) in linear
mixed-effects models. For multivariate regression, we proposed a model featuring skew-t
errors, building upon the skew-normal model developed by Galarza et al. (2022b). These
distributions are particularly attractive due to their ability to accommodate heavy tails
and skewness. Moreover, this research accounts for the missingness mechanism, assuming
it to be missing at random (MAR).

Additionally, we developed a method for generating random numbers from
the family of truncated elliptical distributions, extending the work of Ho et al. (2012).
This method was driven by the necessity to simulate from truncated distributions, which
facilitate the estimation procedures for the models discussed. For maximum likelihood
(ML) estimation, the EM and the Stochastic Approximation of the EM (SAEM) algorithms

were employed, accommodating both censored and missing responses.

Several simulation studies demonstrated the asymptotic properties of the ML
estimates, validated the reliability of standard error calculated by the Louis method or
the empirical information matrix, and confirmed the robustness of our proposed models in
scenarios involving perturbed observations. We also assessed model performance under
misspecification, particularly when data arise from heavy-tailed distributions. The practical

applicability of these models was further illustrated using real datasets. Each model has
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been implemented in an R package, except the multivariate skew-t regression model
(Chapter 5).

Moreover, this thesis conducted a comparative analysis of the EM, MCEM,
and SAEM algorithms for estimating the parameters of a Gaussian spatial censored linear
(SCL) model (Lachos et al., 2017; Ordonez et al., 2018). It also proposed a new package,
RcppCensSpatial, which estimates parameters and approximates the standard errors
more efficiently than the previously established R package CensSpatial (Ordonez et al.,

2020). This new package offers enhanced computational speed, improving its predecessor.

7.4 Future research

Future extensions in Chapter 2 may consider a broader class of density gener-
ating functions beyond the strictly decreasing ones currently used in the sampling method.
Additionally, alternative sampling methods for the truncated elliptical family could be
explored, such as IA>RMS (Martino et al., 2015a) and the fast universal self-tuned sam-
pler (FUSS) (Martino et al., 2015b) within a Gibbs framework. IA’RMS is noteworthy
for generating asymptotically independent samples while keeping computational costs
comparable to ARS and ARMS. FUSS, demonstrated through simulation studies, offers
faster sampling than some well-known MCMC methods for specific bivariate distributions,

with high accuracy and virtually independent sample generation.

In Chapter 4, future research directions include relaxing the assumption that
the first p observations are fully observed in order to fit a CAR#(p) model. Additionally, a
natural and interesting path for further research is extending this model to a multivariate

framework.

Further work in Chapter 5 might include generalizing the skew-t censored
regression model to a nonlinear context or developing a finite mixture of censored data
models using the multivariate skew-t distribution. This would be an extension of the

skew-normal finite mixture model proposed by De Alencar et al. (2021).

Extensions of Chapter 6 could involve developing a multiple-outcome skew-
normal and skew-t¢ linear mixed-effects model, building on the contributions of Wang et al.
(2018) and Lachos et al. (2019). Another direction may involve adapting the LMEC-ST
model to a nonlinear framework, extending methodologies like those introduced by Matos
et al. (2013b). Moreover, exploring a multiple-outcome skew-t nonlinear mixed-effects
model could advance the findings of Lin & Wang (2017).
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APPENDIX A - CHAPTER 2

A.1 Further results for some multivariate elliptical distributions

A.1.1 The multivariate Pearson VII distribution

A p-dimensional random vector X is said to have a multivariate Pearson VII
distribution with location parameter pu € R”, positive-definite scale matrix 3 € RP*?, extra

parameters m > p/2 and v > 0, if its pdf is given by

I'(m) ~1 1 - o

= 1 —(x—p) 2 (x —

fX(X) (WV)p/QF(m _ p/2) | | ( + Y (X Pl/) (X ll’) )

with x € RP. The random vector X can also be represented as a scale mixture of normal

(SMN) distributions, i.e., X = g + U~"?Z, where Z has a p-variate normal distribution

with mean 0 € R? and variance-covariance matrix X € RP*P. Here, U follows Gamma

distribution with scale parameter m — p/2 and rate parameter /2, and Z is independent

of U. This implies that X | (U = u) ~ N,(t,u*2) and U ~ Gamma(m — p/2,v/2).

Therefore, the mean and the variance-covariance matrix of X are

E(X) = E(E(X | U)) = p, ptl

vy

Cov(X) = Cov(E(X | U)) + E(Cov(X | U)) = BU)E = 7= > ;9-52_

A.1.1.1 Marginal and conditional distribution

Now suppose that the vector X is partitioned into two random vectors X; and
X, of dimensions p; and po, such that p = p; + ps, and consider the partition of p and %

used in Proposition 1, i.e.,

X Y1 X
X = ! , = Ha , and X = H 2.
X, o o1 Yo

First, notice that (X — p)' 271X — p) = 6,(X1) + 021(Xa.1), where §;(X;) = (X, —

) B0 (X =), 020 (Xaa) = (Xo—p01) ' 25 1(Xa—pa ), oy = po+Zan 57 (X — ),
and Yo = Yoy — 221Ef11212. By the results above, the marginal pdf of X; is given by

fx,(x1) = fx(x)dxs

RP2

B W)p/fp(@)_ oL JR (1 i 51(; U 52'1(;{ 2'1>)m b

= w1 000) L () e
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T(m — pa/2) . 0y (x,)\ ")
= b 2 (14 2220 RP!
fX1 (Xl) (WV)pl/QF(m — p/2) ‘ 11’ + U y X1 €

Hence, the marginal distribution of X is also Pearson VII with parameters g, 311, m—ps/2
and v, i.e., Xy ~ PVIL, (pq, X11,m — p2/2,v). On the other hand, the conditional pdf of
Xy | (X4 = x;) is given by

_ fx (%1, 72)

fX2|X1 (X2 | Xl) a fxl(Xl)
_ I'(m) | g2 021(x21) \ "
(v 4 61(x1)))P2T (m — pa/2) (1 T 51(X1)) ’

x; € RP' x5 € RP2. Therefore, the conditional distribution has also a Pearson VII
distribution with parameters po,, X271, m, and v + §;(x;), i.e., Xo | (X3 = x1) ~
PVIIP2 (/‘1’2.17 E2.17 m,v + 51 (Xl))

A.1.1.2 Existence of its truncated moments

Let X ~ PVIL,(, 3, m,v),m > p/2,v > 0, and let A < R” be a truncation
region of interest. Then, the expectation and the variance-covariance matrix of X given

X € A exist in the following cases:

o If A =RP or A is unbounded (at most one finite limit in each dimension), so the
expectation exists for m > (p+1)/2 and the covariance matrix exists for m > (p+2)/2,

as usual.

 If Ais bounded (all truncation points are finite), then E(X | X € A) and Cov(X | X €
A) exist for all m > p/2, since the distribution is bounded.

o If X can be partitioned into two random variables X; and X, of dimensions p; and
P2, such that the truncation region associated to X; (say, A;) is bounded, from the
last item we have E(X;|X € A) and Cov(X; |X € A) exist for all m > p/2 and
v > 0. On the other hand, it follows from Fubini’s theorem that E(X,|X € A) will
exist if and only if E(Xy | X) exists; this occurs for all m > (py 4+ 1)/2. Note that the
existence of E(X5|X;) also implies that Cov(X;, Xs | X € A) exists. Additionally,
Cov(Xy| X € A) exists if and only if Cov(Xy | X;) exists, which holds for all m >

(p2 +2)/2.

Remark: It is equivalent to saying that E(X|X € A) exists for all m if at least one
dimension containing a finite limit exists. Besides, if at least two dimensions containing
finite limits exist, we have that Cov(X | X € A) exists for all m > p/2.
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In order to illustrate the result, consider X ~ PVIIy(p, X, m,v), with v = 1,

1 0.20
pn =0 and ¥ = ( . We are interested in observing what happens with

0.20 1
the elements of E(X|X € A) and Cov(X|X € A) for A = {x e R : a < x < b} in the

following three scenarios:

a) m=2,b= (0,0

b) m = 1.40, b = (0.80,0)";

c) m=2,b=(0.80,0)";
and lower limit a = (—0.80, —0.60) " for all scenarios. Figure 35 displays the trace evolution
of the MC estimates for the mean and variance-covariance elements puq, s, 011, 012 and

099 for each case. The red dashed line represents the value for the parameter estimated

via MC with 10° samples, and we refer to this value as the “true value'.

Figure 35 — Trace plots of the evolution of the MC estimates for the mean and variance-
covariance elements of X | (X € A) under scenarios a), b), and ¢). The red
dashed line represents the true estimated value computed using numerical

methods
a) Two non-truncated variables, parameters m = 2 and v = 1.
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For the first case, we have that (p + 1)/2 = 3/2 < 2 = m, then only the
first moment exists. Therefore, we observe in the first row of Figure 35 that only the

estimates of p; and uy converge to their true values as the sample size increases. In the
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second scenario (middle row), we have that all elements converge except oa2. This happens
because the truncation limits for the first variable are finite and m > (p, + 1)/2 = 1. In
the last case, scenario c), convergence is attained for all parameters, since the condition
m > (p2 + 2)/2 = 3/2 holds. Note that even with 2000 MC simulations there exists a

significant variability in the chains.

A.1.2 The multivariate Slash distribution

A random vector X of length p has multivariate slash distribution with location
parameter pu € R, positive-definite scale matrix 3 € RP*P and v > 0 degrees of freedom,
denoted by X ~ SL,(p, 3, v), if its pdf is given by

1

fx(x) = IJJ u e, (x; w, u’IE) du, xeRP,
0

where ¢, (x; p, 2) is the pdf of a p-variate normal distribution with mean g and covariance
matrix X. We denote its pdf by SL,(x; pt, 3, v) which can be evaluated through numerical
methods, e.g., using the R function integrate. The random vector X can also be
represented in the family of the SMN distributions, this is, X = p + U~Y?Z, where
the random variables U and Z are both independent and have Beta(v, 1) and N,(0, %)
distributions, respectively. Therefore, the mean and variance-covariance matrix of the

random vector X are given by

E(X) = E(EX[U)) =E(un) = p.
Cov(X) = Cov(E(X | U)) + E(Cov(X | U)) = E(U )X =

14

>, v>1.
v—1

A.1.2.1 Marginal and conditional distribution

Considering a partition in the same manner as used for the Pearson VII

distribution, the marginal pdf of X, is given by

1
fx,(x1) = prg fx(x)dxy = J;R@ UL o, (x; p, v E) dudxo

1
VJ J W gy (X05 py, uT B 0) Gy (X5 pgy, uT B0 ) dudxs
re2 Jo

1
= VJ uu—1¢p1 (Xl; M, u_IZH) f ¢p2 (XQ; Mo 1, U_IEQJ) dX2 du

0 RP2

1
= Z/J u’ "y, (xl; ,ul,uflﬁn) du.
0

Thus, X; follows a slash distribution with location parameter pu, € R scale matrix
Y1 € RPY*PLand v > 0 degrees of freedom. On the other hand, the conditional pdf of
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X2 ‘ (Xl = Xl) iS

fx(x1,%2)

Jxi (x1)
1

J u”_lgbp (X; L, u_lE) du
0

fxox, (X2 | x1) =

x; (X1)

1
1% _ _ _
- J u” 1¢p1 (Xl;u‘hu 1211) (bpz (X2;“‘2.17u 1221) du.
fx,(x1) Jo

Then, it is possible to notice that the slash distribution is not closed under condition-

ing. Furthermore, the pdf of Xy |(X; = x;) belongs to the elliptical family of distri-
1

butions with dgf ¢®2)(t) = J u PP exp{—u(t + 81(x1))/2} du, ie., Xo| (X) = x;) ~
0

El(py 1,301, v; gg(ff)). To determine the mean of the random vector X, | (X; = x;), we
compute the conditional expected value of the ¢th element of Xy as follows

E(Xg; | X1 =x1) = J T2 [x,|x, (X2 | X1)dx2
RP2

1
v v—1 -1 1
- T9; u X713 , U 211 X9; U 22.1 dUdXQ
Jx.(x1) J]sz ZL Op ( K1 ) Pps ( k21 )
1%

1
J u’ o, (thulauilzll) J T2 Pp, (XQ;uz.puflzm) dxo du
0 RP2

T Ixy (x1)

uhv (M | (0
=2 e, (kg p,u T e ) du = pyl,  Vi,v >0,
le (Xl) J;) b1 ( 1 ) 2.1

where pg)l represents the ith element of the vector p, 1, and E(Xs | X; = x1) = ;. Now,
to compute the elements of the variance-covariance matrix of the conditional random

vector, we first determine E(Xy,Xo; | Xy = x;) for all 4,j = 1,...,po, as

E(X9 X | X1 =x1) = J T2i%2;5 [x,x, (X2 | X1)dx2
RP2

1
12 _ _ _
= f inijf T ey (X150, 0T B 0) By (X235 pgq,uT B01) dudxs
fx,(x1) Jree 0
12

1
J u’ ey, (X1;H17U1211)J T2i2j Ppy (X2 po 1, u” Ba1) dxo du
RP2

T fx(x1)
1
- vt : = 1_Gj) () ()
le(Xl) f d’pl (X17H17U 211) (u o571 + s 1#2.1) du
(i9) 1
721 o
- X1; ,’U E du +
le(Xl)L T (s 11) Mo 131

v SLpl(Xl;ul,Slw—l)> i) 0,0
o271 + , v>1,
v—1 ( SLyp, (x15 1, 811, v) 21 T H21h21

where JS{) is the (7, j)th element of the matrix ¥ ;. From these results, we have that
v (SLpl(Xl;Mp g, v — 1)) o)

Cov(Xa;, Xoj | X1 =x1) = v—1 SLy, (X1; py, 311, V)
p1 VD !
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v > 1. Therefore, the covariance matrix of the random vector X | (X1 = x;) will be given
by

v SLy, (x1; py, X1, v — 1)
Cov(Xs | X = x1) = ARCRT] e
OV( 2 | 1 Xl) v—1 ( SLpl(XBvaEU’V) !

A.2 CPU time to compute moments from truncated distributions

A complementary study of Simulation study II (Subsection 2.4.2) was conducted
to examine the computational time required for our method in order to estimate the first
two moments and the variance-covariance matrix of a p-variate random vector considering
different distributions in the truncated elliptical family, with p = 50 and 100. As in
Simulation study II, we consider 10%, 20%, and 40% of doubly truncated variables for

each case.

Table 23 shows the median of the CPU time (in seconds) needed for the
function mvtelliptical to compute the first two moments and the covariance matrix.
We considered a TMVN; a truncated contaminated normal with v = 1/2 and p = 1/5, a
truncated Pearson VII with parameters m = 55 and v = 3, a truncated slash with v = 2
degrees of freedom, and a truncated power exponential distribution with kurtosis 5 = 1/2.
For each case, our method was applied setting n = 10* and 10° with thinning = 3. Notice
that the time needed by the algorithm for TMVN, TMVT, and truncated Pearson VII
distributions are similar and depend only on the number of truncated variables and samples
used in the approximation. Our method requires more time to compute moments from the
truncated contaminated normal distribution when compared to the latter results. This is
because the algorithm uses a numerical method to calculate the inverse of the dgf. Besides,
it is interesting to note that there is no time difference between computing the moments for
a truncated slash distribution with five or ten doubly truncated variables. This occurs since
the function used to approximate the integral on the dgf is more time-consuming when
v+ p/2 — 1 is not an integer. Finally, the computation of the moments for the truncated
power exponential distribution required approximately the same time for random vectors
of equal length regardless of the number of doubly truncated variables. For this case, the

method samples values for the whole vector, leading to no time difference.

A3 Therelliptical R package

The relliptical package offers random numbers generation from members
of the truncated multivariate elliptical family of distribution such as the truncated versions
of the normal, Student-t, Pearson VII, slash, logistic, Kotz-type, among others. Particular

distributions can be provided by specifying the density-generating function. It also computes
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Table 23 — Median of the CPU time (in seconds) based on 100 simulations.

Distribution (v) Sample size p =50 p =100
10%  20%  40% 10% 20% 40%

Normal 107 0.028  0.083 0399 0081 0400  2.838

10° 0.285 0.840 3.999  0.805  4.003  28.892
Contaminated 10* 0.071 0.118 0.440 0.120 0.442 2.928
Normal (1/2, 1/5) 10° 0706  1.180 4405  1.192 4415  29.286

104 0.031  0.083 0403 0084 0403  2.891
Pearson VII (55, 3) 10° 0.309 0.838 4.030  0.839  4.036  28.944

10 0.202 0202 0548 0200 0549  3.113
Slash (2) 5

10 2020 2.026 5481  1.997 5489  31.160
Power 104 5101 5.095 5096  41.870  41.858  41.864
Exponential (1/2) 10° 51.038  51.013 50.999 418.675 418.604 418.651

the first two moments (covariance matrix as well) for some particular distributions. Next,

we will show the functions available.

A.3.1 Random number generator

Its main function for random number generation is called rtelliptical,
which is based on the methods described in Section 2.3, and whose signature is the
following.
rtelliptical (n=1e4, mu=rep (0, length(lower)), Sigma=diag(length (lower)),

lower, upper=rep (Inf, length(lower)), dist="Normal", nu=NULL, expr=NULL,
gFun=NULL, ginvFun=NULL, burn.in=0, thinning=1)

In this function, n > 1 is the number of observations to be sampled, nu is
the additional parameter or vector of parameters depending on the distribution of X, mu
is the location parameter, Sigma is the positive-definite scale matrix, and lower and
upper are the lower and upper truncation points, respectively. The truncated normal,
Student-t, power exponential, Pearson VII, slash, and contaminated normal distributions

can be specified through the argument dist.

The following examples illustrate the function rtelliptical, for drawing
samples from truncated bivariate distributions with location parameter p = (0,0)7,
scale matrix elements o011 = 099 = 1, and 012 = 09 = 0.70, and truncation region
A={x:a<x<b}, witha=(-2-2)" and b= (3,2)". The distributions considered

are the predefined ones in the package.

e Truncated normal

rtelliptical (n=1e4, mu=c(0,0), Sigma=matrix(c(1,0.7,0.7,1),2,2),
lower=c(-2,-2), upper=c(3,2), dist="Normal")
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o Truncated Student-t with v = 3 degrees of freedom

rtelliptical (n=1e4, mu=c(0,0), Sigma=matrix(c(1,0.7,0.7,1),2,2),
lower=c(-2,-2), upper=c(3,2), dist="t", nu=3)

e Truncated power exponential with 5 = 2

rtelliptical (n=1e4, mu=c(0,0), Sigma=matrix(c(1,0.7,0.7,1),2,2),
lower=c(-2,-2), upper=c(3,2), dist="PE", nu=2)

 Truncated Pearson VII with parameters m = 5/2 and v = 3

rtelliptical (n=1e4, mu=c(0,0), Sigma=matrix(c(1,0.7,0.7,1),2,2),
lower=c(-2,-2), upper=c(3,2), dist="PVII", nu=c(2.50,3))

e Truncated slash with v = 1.5 degrees of freedom

rtelliptical (n=1e4, mu=c(0,0), Sigma=matrix(c(1,0.7,0.7,1),2,2),
lower=c(-2,-2), upper=c(3,2), dist="Slash", nu=1.50)

o Truncated contaminated normal with v = 0.70 and p = 0.20

rtelliptical (n=1e4, mu=c(0,0), Sigma=matrix(c(1,0.7,0.7,1),2,2),
lower=c(-2,-2), upper=c(3,2), dist="CN", nu=c(0.70,0.20))

Note that no additional arguments are passed for the TMVN distribution. On
the opposite way, for the truncated contaminated normal and Pearson VII distributions,
nu is a vector of length two, and for the remaining distributions, this parameter is a non-
negative scalar. An important remark is that there exist closed-form expressions to compute
Ky = g '(y) for the normal, Student-t, power exponential, and Pearson VII distributions;
however, the contaminated normal and slash distributions require numerical methods
for this purpose. This value is calculated as the root of the function ¢g(t) —y = 0,¢ = 0,
through the Newton-Raphson algorithm for the contaminated normal, and using Brent’s
method (Brent, 2013), for the slash distribution, a mixture of linear interpolation, inverse

quadratic interpolation, and the bisection method.

This function also allows generating random numbers from other truncated
elliptical distributions not specified in the dist argument, by supplying the dgf through
arguments either expr or gFun. The easiest way is to provide the dgf expression to
argument expr as a character. The notation used in expr needs to be understood by the
RyacasO0 package (Andersen et al., 2020), and the R environment. For instance, for the
dgf g(t) = e, the user must provide expr = "exp (1)~ (—t) ". For this case, when a
character expression is provided to expr, the algorithm tries to compute a closed-form
expression for the inverse function of g(t); however, this is not always possible (a warning
message is returned). On the other hand, if it is not possible to pass an expression to expr,

due to the complexity of the expression, the user may provide a custom R function to the
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gFun argument. By default, its inverse function is approximated numerically; however, the
user may also provide its inverse to the ginvFun argument to gain some computational

time. When gFun is provided, arguments dist and expr are ignored.

For example, to generate samples from the bivariate truncated logistic distribu-
tion with the same parameters as before, and which has dgf g(¢t) = e */(1 + e %)%t > 0,
we can run the following code.

rtelliptical (n=1e4, mu=c(0,0), Sigma=matrix(c(1,0.7,0.7,1),2,2),
lower=c(-2,-2), upper=c(3,2), expr="exp(l)"(-t)/(l+exp(l)"(-t))"2")

Another distribution that belongs to the elliptical family is the Kotz-type distri-
bution with parameters r > 0,5 > 0, and 2N + p > 2, whose dgf is g(t) = t" te™ t > 0
(Fang, 2018). For this distribution, g(t) is not strictly decreasing for all parameter values,
however, for (2 —p)/2 < N < 1, it holds. Hence, our proposal works for » > 0, s > 0, and
(2—p)/2 < N < 1. For this type of more complex dgf, it is advisable to pass it through the
gFun argument as an R function (with other parameters as fixed values). In the following
example, we draw samples from a bivariate Kotz-type distribution with settings as before,
and extra parameters r = 2,s = 1/4, and N = 1/2.

rtelliptical (n=1e4, mu=c(0,0), Sigma=matrix(c(1,0.7,0.7,1),2,2),
lower=c(-2,-2), upper=c(3,2), gFun=function (t) {t”(-1/2) exp (-2*xt~(1/4))1})

Figure 36 shows the scatterplot and marginal histograms for the n = 10*

observations sampled from each of the truncated bivariate distributions referred to above.

Figure 36 — Scatterplot and marginal histograms for the n = 10* observations sampled for

some bivariate truncated elliptical distributions.
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As mentioned by Robert & Casella (2010) and Ho et al. (2012), the slice
sampling algorithm with Gibbs steps generates random samples conditioned on previous

values, resulting in a sequence of correlated samples. Thus, it is essential to analyze
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the dependence effect of the proposed algorithm. Figure 37 displays the autocorrelation
plots for each one of the distributions, where we notice that the autocorrelation drops
quickly and becomes negligibly small when lags become large, evidencing well mixing and
quickly converging for these examples. If necessary, initial observations can be discarded
by means of the burn. in argument. Finally, autocorrelation can be decimated by setting
the thinning argument. Thinning consists of picking separated points from the sample
at each kth step. The thinning factor reduces the autocorrelation of the random points
in the Gibbs sampling process. As natural, this value must be an integer greater than or

equal to 1.

Figure 37 — Sample autocorrelation plots of X; and X, sampled from the bivariate trun-
cated elliptical distributions in Figure 36.
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A.3.2 Mean and variance-covariance matrix computation

Algorithm 2 for the distributions detailed in Subsection 2.4.1 is available
through the function mvtelliptical, whose signature, together with default values, is
the following.
mvtelliptical (lower, upper=rep(Inf,length(lower)), mu=rep (0, length(lower)),

Sigma=diag(length(lower)), dist="Normal", nu=NULL, n=le4d4, burn.in=0,
thinning=3)

The arguments lower and upper are the lower and upper truncation points
of length p, respectively, mu is the location parameter of length p, Sigma is the p x p
positive-definite scale matrix, nu is the additional parameter or vector of parameters
depending on the dgf g. The argument dist indicates the distribution to be used. The
parameters n, burn.in, and thinning are related to the Monte Carlo approximation,
where n is the number of samples to be generated, burn. in is the number of samples
to be discarded as burn-in phase, and thinning is a factor for reducing autocorrelation

between observations.
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B.1 Elements of the observed information matrix

In Subsection 3.3.4, we defined the observed information matrix for the spatial

censored linear (SCL) model based on Louis’ method, which is given by

I,(0) = E[B.(y.; 0) | y,] —E[Sc(y.0)S. (v.:0) | ¥,] +So(y,;0)S, (v,,0), (B.1)

where

%L(0sy.)
0000"

_ 0l(8;y,)

B.(y.0) = 20

, Se(y.;0)

c)

, and S,(y,:0) = E[Sc(y.;0)|y,]-

The elements of matrix H(0) = E[B.(y.; 0)|y,] are the following:
H,,r = -X'37'X,
Hg,2 = X' 'R Y(XB - ),
Hp, = o?X S 'REHXB - 9),
Hy. = X SIS (XB - 9),
1 _ _ —_— 1 .1 .
H(U2)2 = —5 |:lf7“ (—E 1RE 1R) +tr (nyE(02)2> - BTXTE(UQ)Q (2y - X/B):| s
where f];,lz)z — 2 'RYTIRE,
1 . — .1
H,,. = —§[t7~ <2‘1R¢ (I 022‘1R)> +tr (nyzd)jg> ~BTXTE, . (25 - Xﬂ)],
where E;jz = (02R¢2_1R - R¢ + 02RE_1R¢> IR
1 —_— .. P p— ~
Hop = =3 [tr (-Z7'S7'R) + tr (nyzT;ﬁ) _BTXTEL L (25 — XB)] ,
where £, = ¥ (SR + RZ ) B,
1 . . . — w1
H, = —§[tr <02§3—1 <R¢2 _ 02R¢E‘1R¢>> +tr (nyzq;) —BTXTS,; (25 — XB) ]
where 5];21 =o?2! (202R¢2_1R¢ — R¢2> DI
1 1 _ e | .1 =R
Hyps = =5 [tr (—022 RS 1) +tr (ny2¢72) ~BTXTE,L (25 - Xﬂ)] ,
where E;Tlg =o?3! <R¢2_1 + E_1R¢> )y
1 _ _ —_— . 1 .1 .
H(T2)2 = —5 |:t7’ (—2 12 1) +tr <ny2(72)2> - ,BTXTE(T2)2 (2}7 - X,B)] s

where 53(_712)2 SI) N0 Mt Y
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20.(0; : R
with Hy,2 = E lm yO], for any parameter in @ = (8", 02, ¢, 72)", R, = aﬁgb’ and
- R
R¢2 = W

Moreover, the elements of the vector S(0) = S,(y,; 0) = E[S.(y,;0)|y,] are
given by

S =X'27'(y - XB),

S2 =~ [t (Z7R) —tr (y SRS ) + 4TX TSRS (25 - X)),
2

S, = —% [tr (2*1R¢,> —r (yAyTzfqubz*l) L BTXTE IR, S (25 — XB)] ,
1 —= ~
S = —3 [tr (1) —tr (ny2—12—1) L ATXTE IR (2 - Xﬁ)] ,
0, :
where S, = E [Wc(aq;yc) yO] and Ry = 5@3 For more details about the functions

considered to compute the correlation matrix R = R(¢) and their derivatives, please see
Valeriano et al. (2021b).

B.2 Extra simulation results

Simulation study I. This simulation aimed to evaluate the impact in the
MCEM estimates of the number of random observations used in the Monte Carlo (MC)
approximation. Thus, Figure 38 shows the mean bias (black point) of the MCEM estimates
+1 standard deviation for each parameter by censoring proportion and number of random
vectors (L) employed. We observe that the mean bias (for fy, 51, and fs) is close to
zero. However, the standard deviations of §y seem to be the same independent of L and
the censoring rate, while for 8; and s, the deviations increase with the censoring level.
Moreover, the mean bias of 02, ¢, and 72 is lower than zero, in most cases, except for 72

estimated with L = 20.

Simulation study II. Figures 39 and 40 display the boxplot for each parameter,
sample size, and level of censoring estimated under the MCEM and SAEM algorithms,
respectively. Here, the red line denotes the true parameter value. It can be seen that in
most cases, the median is close to the real value, and there are few outliers. It is worth
noting that the interquartile range increases with the censoring proportion and decreases
with the sample size, suggesting the consistency of the estimates for all parameters, except

for By, which seems to remain constant.
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Figure 38 — Simulation I. Mean bias and +1 standard deviation of MCEM estimates based

on 300 MC samples.
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Figure 39 — Simulation II. Boxplot of the MCEM estimates considering different sample
sizes and censoring proportions. Red lines represent the true parameter values.
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Figure 40 — Simulation II. Boxplot of the SAEM estimates considering different sample
sizes and censoring proportions. Red lines represent the true parameter values.
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C.1 Model estimation details

Consider the censored autoregressive regression model of order p with Student-¢

innovations defined in Section 4.2, with a complete log-likelihood function given by

1 1 <

.(0;y,) = 5 gv) — (n—p)lno? — — Z uy(yy — wy)? | + cte, (C.1)

7" o1

p+
where cte represents a constant independent of the vector of parameters 8 = (ﬁT, o', 02, l/)T,
wie =X B+ Y — XapB)' ¢ 9(v) = (n = p)g1(v) + vgs with g1(v) = vIn(v/2) -

2InT (v/2) and gy = Z (Inwy — uy).
t=p+1

Hence, to obtain the ML estimates of @, we now apply the EM algorithm
(Dempster et al., 1977), which at the E-step calculates the conditional expectation of the
complete data log-likelihood function, given by

Qi) = E[t(o:y.)|V.C.0"]

1] == 1 [(—k) —(k — (k)
= |0 - et = L (2" e )|

2
where
— (k) N
0" = w-paw)+v Y ()" -a),
t=p+1

(k) " (k) —(k) ~(k
uy? = ) (uy? —2uyt pg + G W?g) ,

t=p+1
— k LS — (k) — &)k
Uyy*( ) = Z <Uth( ) - uy; Kt py — M(t)uytl + Ug )M(t)u(t,p) )

t=p+1

—; (k) 5k =K —®&T
uyl = ), (uy? —uyl pg — pepuyt )u(t,p)u?t,p)) :

t=p+1
with p) = x; B and Kt p) = Xtp)B- The remaining expressions are the following condi-

tional expectations: ln/(1;) = E[ln(0;) | V,C, 6' ] a? = E[U; | V,C, 6 ] uyy,"” =
E[U,Y, Yy | V,C, 0", uyi = E[UY; | V,C,8", uyl = E[UY},, | V,C,0"] for
ief{l,2yand te{p+1,...,n}, such that Y, ) = Y, and Y, ) = Y(t,p)Y )

Note that the E-step reduces to the computation of ln(u\t)(k), s, u/y?t(k),
ng;(k), wy; <k), uy; (k>, and Jy\?(k), for t € {p + 1,...,n}. However, it is worth mentioning
that calculating those expectations becomes a challenge when we have successive censored
observations. Therefore, we consider a variation of the EM algorithm called the SAEM

algorithm (Delyon et al., 1999), which at the kth iteration proceeds as follows:
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E-step:

~(k ~(k
e Simulation: y*9 from f(y,, | V,y,, 1 TR 0( )) and u{* from fug | y(u),e( )), for

te{p+1,...,n}and £ € {1,..., L}, which are the truncated multivariate normal (after
conditioning on the observed data V) and gamma distribution, respectively, as will be

demonstrated in the next section. Then, construct the vectors y* = (yo ,yﬂf OT )7
and u®? = (ugi’@ o ule T,

Lr--HUp

k,0)
)

e Stochastic Approximation: given the sequence (y( u(k’e)), the conditional expecta-

tions in Q) (@) are replaced by the following stochastic approximations:

a® _ gD ( Zu(u alk > |
B O — (k1)
In(uy) = ln(ut) + Ok ( Zln w0~ In(uy) > :

1 L
—(k —(k— k,l k.l N4 k—
wyy, " =y, "V + 6 <LZU§ Lyt Oy — gy, 1)>,

=1
—~ (k)  —~(k-1) 1 & (he i(k,0) (k=1)
uyi = uyi 40y (L M0yt oy
=1
k) (k1) 1S ko itey —E=D
uyb  =uyp  + 0 (L Y u Oy — uyi
=1

. (k0 k0 2(k,¢ 2
for 7 € {1,2}, such that y(t(p)) = yg )) (yt 1 ,...,yt p) and y(t{p) =YupYip) -

M-step:

e Maximization: update 9( : by maximizing (;(€) over 6 to obtain a new estimate 0 )

which leads to the expressions:

—1
~ (k+1) () .
¢ = (uy* ) ayy. ™,
~ 1 — (k) A+ T (k+1)T/\ ~ (k+1)
G2 = — (uyi —2¢ uyy." + ¢ >

n

—1
~(k+1 - ~(k+1)T _—_ ~
5( +1) _ ( 2 A(k k+1)A k+1) > Z (uyt(k) o ¢( +1) uyt(k))a§k+1)’

t=p+1 t=p+1
— (k)

P = argmax  g(v) |,

~ (k+1
with agkﬂ) X — X(Ttp)cb( ’ ), forte{p+1,...,n}.

C.2 Full conditional distributions

Here we derive the full conditional distributions needed to perform the E-step
of the SAEM algorithm, i.e., f(u|y,0) and f(y,, | 0,y,,0), where u = (upy1,...,u,)"
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are the mixture weights, and y, and y,, are the observed and the censored/missing part
of y, respectively. We first compute the conditional probability density function (pdf) of

the mixture weights u, which is given by

f(0,y,,y,10)
uly,0 o cf (WY, Ym | 0
fuly.0) oy 0 fw,y, v, 16)
n T T T~ T 2
o 1_[ u§”‘1>/2 exp{—zg <1/+ (yt_xtﬁ_y(tm);b—i_ﬂ X(t,p)d)) )}7
o
t=p+1

atfl

which implies that {u,;} are independent from each other with f(u, | y, 8)ocuy* ™" exp{—bu,},
for a; = (v+1)/2 and b, = (v + 0?/0?)/2, where o, = y; — %, B— (Yp) —Xt.)B8) " ¢. Notice
that f(u; | y, @) corresponds to the pdf of a gamma distribution with shape parameter
(v +1)/2 and rate parameter (v + o7/0?)/2, i.e.,

v+1 v+op
2 2

- 2 /72
ut%Gamma( L ), te{p+1,...,n}

We now focus on computing the conditional distribution of the censored part
Y,,- We start by expressing the model defined in Section 4.2 by (4.1)—(4.2) as a function
of the first p observations y, ., = (Yps Yp—1, - - - ,yl)T. To obtain this, we use the VAR(1)

model representation, as Zhou et al. (2020) suggested, as follows
W; = @Wt_l + O,

where a; = (1,0, ...,0)" is a vector of dimension p, ® = [¢ A"]" is a px p matrix in which
¢ is the vector of autoregressive coefficients and A is a (p — 1) x p matrix with the identity
matrix in its first p — 1 columns and Os in the last one, and w; = (9, Jr—1, - - - ,gjt_pH)T is
a vector of dimension p with ¢, = 5, —x/ 8, for t € {p,p + 1,...,n}. Through a recursive

process based on VAR(1) form, we have

tl=p+1 = w1 =Pw, +api1.
t=p+2 = Wy =0wW, 1+ 0,0 =P(PwW, + 1) + 0y
= <I>2wp + Pay, 1 + oo
t=p+3 = Wyz=0W, 0+ a,3=2(®wW, + Pay, + o) + apis

= ®’w, + P’ + Payyn + s

k—1
t = p + kE = Wp+k = @Wp_;,_k;_l + ap+k = (IDkWp + Z ¢]ap+k;_j.
j=0
Note that our autoregressive model can be recovered through the first element
of the preceding vectors as follows

k—1
T

L Vpim = XpripB) + Z (‘I)j)n Mp+k—j s (C.2)

7=0

Yp+k = X;-k/B + (¢k>
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where ®" represents the matrix ® multiplied by itself k& times, (@k) is a p x 1 vector

1.
whose elements correspond to the first row of ®*, and (q;k)n is the element (1,1) of ®".

From (C.2), it is possible to deduce that the conditional distribution of y,
given the first p observations y,.,,) and the mixture weights u is normal, for all k €
{1,...,n — p}. Hence, our interest is to compute the parameters that characterize the
normal distribution, i.e., the mean and the variance-covariance matrix. The conditional
expectation is given by

~ T E\ T

H(k) = E[Ypx | W, Y (p+1,p) 0] = Xp+k5 + (‘I’ )1.(y(p+1,p) - X(p+1,p)5)~ (C.3)

On the other hand, the conditional variance-covariance can be computed by
r—1 2

- o . i
owy = Cov(Yprw, Your |0, y(erLp)’H) - Z U . ((I)j)ll (q)lk l|+])
j=0 p+r—7 11
S oot L '
= Z . (@ _J)H(CID _3)11, for r = min(k, ). (C.4)
j=1 "PtJ

Assuming that the first p observations of the response vector y are completely
observed, i.e., they are not censored or missing. Let y be partitioned into two vectors, y;., =
(Y1, ,yp)T e R” containing the first p observed values andy ., = (yp11, - - - L Yn)| € R"TP
containing the remaining observations, such that y = (ylp,yjl:p)T. Let y, € R™ and
Ym € R"™ be the observed and the censored/missing part of y_,.,, respectively. Then,

using the fact that y, | W, Y (pi1,p): 0 1s normally distributed for all k = 1,...,n — p,

d d -
we have that Y_1p ‘ W, ¥Yips 0 = Yo: ¥Ym | u7y1:p70 =Yoo ¥Ym | uaY(p-i—Lp)?o ~ NTL—P(”’J 2)7
where the ith element of f is fi(;) and the element (4, j) of X is equal to &), which can
be computed from (C.3) and (C.4), respectively, for all ,7 = 1,...,n — p. The expression

d L
= means “has the same distribution as”.

Finally, to compute the conditional distribution of y,, | Wy, ¥ 0, we

p+1,p)’
rearrange the elements of y_, ., ft, and > as follows

[ — 2OO 2O'rrL
y—l:p:< Yo )7 /1:< fLO )7 and 22( - = >
Ym K Yo imm

Then, using the results for the conditional distribution of a normal distribution, we obtain

Ym | W, Yo Y(p+1,p) 0 ~ Nnm (m, S),

= —1

with m = @, + Smoi;} (y,— ft,) and S = Som — B

00

C.3 Gradient and hessian matrix of the complete-data log-likelihood

function

Here, we derive the calculations required to obtain the observed Fisher infor-

mation matrix by the stochastic approximation procedure described in Section 1.2. Let
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(.(0;y,) be the complete log-likelihood function defined by (C.1). Then, the elements of
the gradient vector are

aﬁc(;j;yc) _ ”;p (m (g) +1-14 (%)) *

n

Z (Inuy — uy)

t=p+1

DN | —

le(0:iy)  n—p 1 X
Oo2 N 202 + 20% t—;-l Ut (yt Wt> 7
ol(By,) 1 <
09 o? D) e[ (e = X B) = 242 B]
t=p+1
He(Biy,) 1 < T T
B a?HZﬂ“t [eu(ye = (19 @) — cuer B,
' d I'(x
With Z(p) = Y — X B, 0 = % — X @, and ¢(z) = o Inl'(z) = F((x))

Besides, the elements of the Hessian matrix are given by:

0%0.(0;y,) n—p (1 1 v
o2 2 ( —aw <2>> ,
Ple(B:y) oy POy o POyl _
0o20v ’ 0pov ’ 0BV '
*l(0;y,) _n—p 1 2
0(02)? T 25t b Z (g = )"

t=p+1

0%0.(0;y.) IS
opoor ot 2wl

Z(t,p) (yt - XtTIB) - Z(tvp)Z(Tt,p)(p] ,

U [Oét (yt - yEl;,p)(tb) - atOétT ] 5

0*l(6;y.) 1 <
0Boc: ot _;

0%0.(0;y.) 1 < T
T A ALT T T2 Ut Z(tp)2(tp)>
0P o’ t;rl '

0%0.(0;y, 1 &
O30 _ LS (a6 + X7 B — ) X,y — cuzly]

W gt:p”
M _ _i i utata;r7
0BoB "
J2
with ¥y (z) = dz2 In I'(z).

C.4 Additional numerical results

This section displays additional results for the simulation study I, the Ammonia-
nitrogen application in Section 4.4, and a new application related to total phosphorus

concentration analysis.
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C.4.1 Simulation study |I: Asymptotic properties for the degrees of freedom

This simulation study aimed to provide empirical evidence about the consistency
of the ML estimates for the degrees of freedom v under different scenarios. Boxplots for
the degrees of freedom v estimates under different settings of sample sizes and detection
limits are shown in Figure 41. The red line denotes the true parameter value. Here, it is
possible to observe that the median of the estimates is close to the true value (v = 4),
independent of the sample size and detection limit. Furthermore, interquartile ranges

decrease as sample sizes increase, suggesting the consistency of the estimates.

Figure 41 — Simulation I. Boxplot of the estimates of v in the CAR#(2) model by sample
size and detection limits.
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C.4.2 Application: Ammonia-nitrogen concentration

For the sake of comparison, we fit a censored normal regression model given by

Y = Bo + PpoDO; + BoupH, + BrTy + &,

where y; denotes the square root of the ammonia-nitrogen levels (in pg/L) with 42.34%
of the observations censored/missing, and & represents the independent and normally
distributed error term. Figure 42 displays the quantile-quantile plot and the partial
autocorrelation coefficients of the standardized residuals computed for the fitted model
with the censored and missing observations imputed by the conditional mean. Notice that
the assumption of independent errors is invalid; hence, a model with autocorrelated errors

should be considered.

C.4.3 Application: Total phosphorus concentration

In this analysis, we are interested in tracking the phosphorus concentration
levels over time as an indicator of the river water quality since, for instance, excessive
phosphorus in surface water may result in eutrophication. This dataset is available in the

R package ARCensReg, and it was previously described in Subsection 1.3.3.
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Figure 42 — Quantile residuals for a model with normally distributed independent errors
fitted to the ammonia-nitrogen concentration dataset.
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As mentioned in Wang & Chan (2018), P levels are generally correlated with the
water discharge (@), measured in cubic feet per second; then, our objective is to explore
the relationship between P and ) when the response contains censored and missing
observations. The dataset was train-test split to evaluate the prediction accuracy. The
training dataset consists of 169 observations, where 20.71% are left-censored or missing,
while the testing dataset contains 12 fully observed values. Following Wang & Chan
(2018), the logarithmic transformation of P and @) must be considered to make the P-Q

relationship linear. Then, we fitted the following model:
4
In(P) = Y [BojSi + BuSin(Q)] + &, t=p+1,....n, (C.5)
j=1

where &, follows an autoregressive model and S; is a dummy seasonal variable for quarters
7 =1,2,3, and 4. The first quarter corresponds from January to March, the second from
April to June, and so on. In this model, 3y; and j3;; are respectively the intercept and

slope for quarter j, for j = 1,2, 3, and 4.

This dataset was previously analyzed by Schumacher et al. (2017). The authors
concluded that a censored autoregressive model of order 1 was the best to fit this data
based on information criteria and mean squared prediction error (MSPE). The authors
also pointed out that the data has some influential observations, so it seems reasonable
to consider a model with innovations following a heavy-tailed distribution. However, it is
worth noting that considering Student-t innovations for the model defined in (C.5) implies
that the conditional distribution of the phosphorus concentration itself is log-Student ¢ (or
log-t for short). The log-t distribution has applications in, for instance, finance (Barroso
et al., 2020) and hydrology (Viglione, 2010), and it is extremely heavy-tailed with an
infinite mean. Additionally, following Marchenko & Genton (2010), the log-t model may
be preferable to the normal model, especially for estimating extreme events, due to its

robustness.

For comparison purposes, the model in (C.5) was fitted considering an AR(1)

model for the regression error with innovations 7; being independent and identically
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distributed as N (0, ¢?) and #(0, 0, v) (denoted by CAR(1) and CARE(1), respectively).
Parameter estimates and their corresponding standard errors (SEs) are displayed in
Table 24. The MSPE and the mean absolute prediction error (MAPE) were also computed
considering one-step-ahead predictions for the testing dataset. These criteria indicate that
the heavy-tailed Student-t (v = 5.394) model provides better predictions than the normal
model for the phosphorus concentration data. We can also note that the estimates for
Boj»7 = 1,2,3,4 under the CAR#(1) model are negative and greater than the estimates
obtained from the CAR(1) model. On the other hand, estimates for slopes (;; are all
positive real numbers and, except for the second quarter, they are significantly different
from zero, evidencing the correlation between the water discharge and the phosphorus
concentration. Regarding the autoregressive coefficient ¢, both models estimated similar

values.

Table 24 — Phosphorus concentration. Parameter estimates and their standard errors (SE)
for the CAR#(1) and CAR(1) models.

Parameters CARH() CAR(1)

Estimate SE 95% CI Estimate  SE 95% CI
Bo1 -4.345 0.623 (-5.565 , -3.124) -4.691 0.544 (-5.758 , -3.624)
Do -2.748 0.767 (-4.252, -1.244) -3.029 0.772  (-4.542 | -1.516)
Bos -4.142 0.422  (-4.970 , -3.315) -4.177 0.457 (-5.072 , -3.283)
Boa -4.657 0.543 (-5.722, -3.593) -5.020 0.573 (-6.143 , -3.896)
511 0.296 0.109  (0.083, 0.509) 0.376 0.091  (0.197, 0.555)
B12 0.142 0.108  (-0.069 , 0.353) 0.186 0.108  (-0.026 , 0.398)
513 0.363 0.070  (0.226 , 0.500) 0.365 0.077  (0.214 , 0.515)
14 0.352 0.097  (0.162 , 0.543) 0.413 0.103  (0.212, 0.614)
D1 -0.086 0.088 -0.075 0.090
o 0.181  0.040 0.268  0.033
v 5.394 2.661 - -
MSPE 0.102 0.126
MAPE 0.241 0.254

Figure 43 presents from left to right: a Q-Q plot, a residual vs. time plot, a
histogram, and the sample autocorrelation plot for residual analysis for both models. The
Q-Q plot for the CAR(1) model (top) presents some points outside the confidence bands
on the upper tail, and we also see a few larger residual values from the scatterplot and
histogram. For the CAR#(1) model (bottom), we see in the Q-Q plot that all points form a
roughly straight line and lie within the confidence bands; further, the histogram seems to
correspond to a normally distributed variable, and the dispersion plot seems to be related
to independent residuals. Therefore, the CAR#(1) model fits the phosphorus concentration
data better than the CAR(1) model.

Figure 44 shows the observed values (solid black line) and the imputed values

for the censored and missing observations from October 1998 to October 2012 (training
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Figure 43 — Phosphorus concentration.

Sample Quantiles

Sample Quantiles

Plots of residuals for the CAR(1) and CAR#(1)

models.
06 1.00
pr 3 .
3 21 0.751
0
& Z 041 LL 0.50-
c Q
2 o+ o} <
£ B 021 025 T T [_I_I_]
3 Ll L
o, 0.00 T T
T T T T T T T 001 == : : —_—
-2 0 2 0 50 100 150 -2 0 2 0 5 10 15 20
Theoretical Quantiles Time Quantile Residual Lag
1.00-
o) = 0.6
3 24 0.751
7] > i
2 E 0.4 0504
2 o4 2 <
= 02 0251
o o g O TN e oA oo v A0l 1 e
| 8, 0.00 N |
24 g T | T | | TT | l
004 —aBOIPIIIBRL. | e
-2 0 2 0 50 100 150 -2 0 2 0 5 10 15 20
Theoretical Quantiles Time Quantile Residual Lag

dataset). The vertical dashed black lines denote the period with missing values. The

predicted values for the testing data are displayed in the yellow box, where the light blue

line represents the values predicted through the CAR(1) model and the pink line predicted
from the CAR#(1) model. We see slight differences between the predicted values obtained
under both fitted models. Besides, the general behavior of the imputed values for the

missing period seems to capture the seasonal behavior of the time series well and is similar
for both models.

Figure 44 — Phosphorus concentration. Observed (black solid line) and predicted values
considering Student-t (pink line) and normal (light blue line) innovations.
Black dashed lines represent the period with missing observations.
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In addition, for assessing the convergence of SAEM parameter estimates, con-

vergence plots for our proposal are displayed in Figure 45.

Figure 45 — Phosphorus concentration. Convergence of the SAEM parameter estimates

for the CAR#(1) model.
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D.1 Proof of Propositions

Proof of Proposition 6. Consider the partition Y = (Y],Y;)" and the

corresponding partitions of p, 3 and ¢. We based our proof on the factorization of

fY(Y) = le,Yz (YD YQ> as le,Yz (YD Y2> = le (YI>fY2|Y1=y1 (YQ)‘ Fil“St, for the symmetric
part, we have that

tp<y’ M, 27 V) = tm (YD /’Ll? E117 V>tp2 (y27 /~'l’2.17 222.17 v+ p1)7 (Dl)

with gy = py + S E0 (y; — ), Taza = Tz — Zon B11' o, Bon = Bt /2 (yy), and
vA(y1) = (v +p1)/(v +8(y1)).

Let now c1o = (1 + @3 Ton1p0) %, @1 = @1 + (' Siagpy, 121 = v(y))(r +
@, (y, — 11)), and v, = v + p;. By noting after some straightforward algebra that

NI Py —p) =0 (y—p) = @1(y1 — ) + P3(ys — Hyy) and ATX = ¢ S =
P1X11P, + pg X215, We obtain

{Ts—1/2 . . T2.1 .
T ((7'1 + A (v — e))v(y)iv +p1) =T ((1 AL o) V2.1)a (D.2)
and
T T
T|—————v | =T| ———v |, D.3
((1 +ATA)L2 ) ((1 A A2 ) (B3
where A; = 6122}{24701, 71 = c127 and g = E;é?lch. Additionally, it is easy to see that
+p V+ D Va1t P2
Vy) = v = ( = >=y2y Ve (ys).
¥ v+o(y)  v+6(y1) \va1 +0(ya; o, Xa21) Y, (2)

From this last equation, it holds that

T((A+7)(y)iv+p) = T((rox + AJ1 Tt (2 — Ho1)JWvas (V2)ivad +12),  (D.4)

with A = AT3S7Y2(Y — ), Hence, using (D.1), (D.2) and (D.3), we can rewrite the density
of Y =(Y],Y,)" as
T((r + XS (y — p))v(y)iv +p)
T(T/(14+ XTA)2;0)
“—1/2
T((7'2.1 + )‘;1222.{ (Y2 = Ho.1))Vysa (¥2)i v + p2)
T (7‘1/(1 + ;\15\1)1/2; 1/)

F(y) = tp(y; 1, 2, v)

= tp(y7 l'l'v 27 V)
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T((n+ M 30 (5 — m))vy)sv + p1)
T (7‘1/(1 + )\IT;\l)l/Q; V)

~ —1/2
T (71 + A1 Sont (V2 — to.1)Vya s (¥2); V2 + D)

T (7'2.1/(1 + A;1>\2.1)1/2; V2.1)
= ESTPI (Y1; Moy, 21, 5\1,71; V) X ESTP2(Y2;IJ’2.1a z~322.1, A2, To1, V +p1)-

fx(y) = lp, (Y15 1, 211, V)

X by (Va5 Mot Yoo1, V1)

]

Proof of Proposition 7. First note that Y | (¢ <Y < 8) ~ TST,(u, X, A,
v; (e, B)). By direct integration of the simplified expressions (5.15) and (5.16), it is readily
that

2l (V+1)/F( ) (Y7l147 V+1I‘ V+1) STP(y;IJ’727>‘7V)
E[¢(0,Y)g(Y d
010X 90 e m STy B A ) Pylan B3 A0 Y
o (L)/T(2) 1

8
i 9W)tp(ys g, 55T v + 1)dy
WV(1+>\T}\)P(O"§§H,E,A,V) fa ( )P( 1 )

2 T BleBip Ty 4 )

i w1 +ATA) TG PoleBip B A 0) Elg(W1)]
and
EurndUo0¥) o= ¥ < gl [ e St 2 S B ity
"~ Pyla ﬂ;;lt,Z,A,y) Lﬁg(Y)STp(y;u, oS A v+ 2)dy
e syl
Wi ~ Tty (p, 5T, v+ 15 (e, B)) and Wy ~ TST, (1, 755, A, v + 2; (e, B)). B

Proof of Proposition 8. It follows from the conditional distribution of an ST
distribution that Yy | (Y1, a0 < Y2 < By) ~ TEST,, (o1, X221, Az1, Ta1, v21; (€2, B3)),
with conditional parameters as in Proposition 6. It is straightforward that

E[6(8.Y)g(Y )|Y1, as < Yo < B,]

r i) JBZ tp(yit, 55T, v + 1) EST,, (ygi to, B22.1, Ao1, 721, V2.1)
as STp(Yi 16T 0) Py, (g, Bai Bo1s Bo22.1, X215 T2.1, V2.1)

2(}’2)(1}’2
+ATN)

1/ 1+>\T

B2 tpy (Yai Mo 1, mrﬂ,h va1+1) EST,,(yo; o1, 222-17 A2.1,T21,V2.1) g(y)dy
| _ 2
as ESsz(Y2; 215 2221, A2.1, 7215 V21) Py (@2, Ba; .15 X221, A1, o1, V2.1)
r(”; )ty (31311 25 T01. v + 1) P, Boi 1, 225 T, va + 1)

4/ (1+ATX) 2) STy (y15 1, 11, A1, v) Pp2(a2u/82;p’2.13222.17)\2.177—2.11V2.1)

x g1(Y1)E[g2(WT)]

+ M\tw

[

)tpl(YDPLla V+1F117V+ 1)
P1 Y17N172117>\17 )

91(Y1)

[SIN m‘
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and

Euvry[Ug(Y) |a<Y <]

:JEQ STy(y; 1, T, A v+ 2) EST,, (y2; Ha. 1,222 1,A2.1,T2.1,V2.1) g(y)dy
as ST, (Y7N727>\7V) 'sz(ag,,BQ,[Jzil,222,1,)\2,1,T2.1,V2.1) 2
ST, (y17 K1, %2113 5‘13 v+ 2)
=—= = < g1(Y1)
STp1(Y1§H172117>\17V)
B2 EST,, (Yo Baxs 5o 1+2222 1,A2.1, 4/ 2= 1+ To1, V2.1 + 2)
XJ 92(y2)dys
s sz(a2>ﬁ2,H2_1,222.1,>\2.1,72.1,1/2.1)
STy, (Y15 15 755 211, A1, v+ 2) Pro(02, B g 1, ﬁizzh A21, V";,';TQT2.1, Vo1 +2)
STpl(YﬁMuEth\hV) sz(a2752#‘2.1,222.17>\2.1,7'2.171/2.1)

x g1(Y1)E[g2(W3)],

where g(Y) = g1(Y1)g2(Ys), Wi ~ Tty (151, ;245001121 + 1; (2, B,)), and Wi ~
TEST,, (K21, v 1+2222 1, A21,V (V21 + 2) /121 Toa, Va1 + 2; (02, B5)) [

D.2 Additional results from Section 5.4

D.2.1 Simulation Study |

This simulation study aimed to provide evidence about the consistency of
the ML estimates obtained through the proposed ST-CR model considering left and
right-censored datasets. It was also considered no-censored data for comparison. Figure 46
displays the boxplot of the estimates by sample size and type of censoring. The red line
denotes the true parameter value. In general, the median of the estimates is close to the true
value for all scenarios. However, for right-censored datasets, the median underestimates
011 and o099, and overestimates o15. Furthermore, the interquartile range decreases as the

sample size increases, suggesting the consistency of the estimates.

D.2.2 Simulation Study Il

To assess the effect of the skewness parameter A in the estimation process for
left-censored datasets, we simulated 500 MC samples of size n = 300 from the bivariate
ST-CR model with the same parameter values described in Section 4, and the following

four scenarios for A and the detection limit v;:

i) A=(2,-3)", v§ = (—1.426, —0.110) ';
i) A=(2,3)", v§ = (—1.553,-0.160) ";
iii) A= (-2,3)T, v§ = (~1.223,0.037)"; and

iv) A= (-2,-3)", v§ = (—1.455,-0.300)".
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The values of v§ assure almost 70% of the desirable censoring proportion for
the first component of the response vector and 30% for the second component. We fitted
the ST-CR model for each case. The summary statistics are shown in Table 25, where
MC-AV denotes the mean of the 500 MC estimates, and IM-SE represents the average of
the 500 standard errors approximated from the empirical information matrix. This table
shows that the mean (MC-AV) of the estimates for the regression coefficients are close to
the true parameter value independent of the skewness parameter. In general, the results

are similar to those obtained in simulation II.

Table 25 — Simulation II. Summary statistics based on 500 MC samples of size 300
generated from the bivariate skew-t distribution with skewness parameter
X = (A1, X)) and average 15% of left-censored observations. MC-AV denotes
the mean of the estimates, and IM-SE refers to the average number of standard

errors.

pap, M =2 2= =3 M=2 =3 M=-2 =3  A=-2 \=-3

MC-AV ~ IM-SE  MC-AV  IM-SE  MC-AV  IM-SE MC-AV  IM-SE
B0 1.110 0.154 1.253 0.198 1.063 0.138 1.127 0.159
B -1.981 0.122 21,952 0116 -1.988 0131  -2.014 0.133
Bao  2.070 0.074 2.045 0.107 1.985 0.073 1.986 0.084
Bo1  -1.006 0.059 0978 0062  -1.011  0.061  -1.008 0.063
o 4.387 0.776 3.549 0.609 3.780 0.585 3.620 0.481
o1 -0.296 0.199 20466 0.175  -0.340  0.246  -0.927 0.277
oy 1.024 0.158 1.060 0.171 1.586 0.247 1.664 0.298
M 1.993 0.567 3.140 0915  -1.644 0545  -0.741 0.499
o -1.514 0.459 3.195 0.874 3.094 0.811  -2.497 0.647

v 3.987 2.630 4.697 4.602
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Figure 46 — Simulation 1. Boxplot of the estimates obtained under the ST-CR model
considering different sample sizes and types of censoring based on 500 Monte

Carlo samples. The red line denotes the true parameter value.
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E.1 Marginal distribution for the LME-ST model

Following Arellano-Valle & Genton (2010b), Proposition 5, if Y ~ ST, (u, Q, A, v),
then AY + b ~ ST, (4,24, A4, v) for any r x p matrix A of rank » < p and r x 1
vector b, where g, = Ap + b, Q4 = AQAT, and Ay = ~v;'Q,2AQV2\, with
Ya=1+ATA-ATQVZPATQ'AQY2A.

For the ith subject in the LME-ST model, the joint distribution of (b;,&;)" is
given by

(5)en((2) (22)(2) ) oo
£ 0 0 Q 0

Therefore, to compute the marginal distribution of Y; = X;8 + Z;b; + §;, we set the
n; x 1 vector b = X;8, and the n; x (¢ + n;) matrix A = [Z; 1, ], with I,,, denoting the

diagonal matrix of dimensions n; x n;. Then Y; ~ ST, (pt 4, 24, A4, v), with

By = XiIB+<Zi Ini><HOA)=Xzﬂ+HZz‘A,

D 0 Z!
i 0 Q L,

DY? 0 A
— -10—1/2 _ ~1o~12m /2 .
AA = Ta QA ( Zz Inz > < 0 QZI/Q 0 =74 QA ZZD A, with

ya = 1+ ATA=ATDY2Z]Q'Z,D'*\
= 1+A'D'?(D-DZ](Q + Z,DZ])'Z,D) D /*\
= 1+A'DVAD ! +Z/Q;'Z,) "D 2N,

E.2 Details for the expectations needed in the EM algorithm of the
LMEC-ST model

This section derives the conditional expectations required to perform the E-step
in the linear mixed-effects censored skew-t (LMEC-ST) model.

Note that:
bi | Yi7ti7uia 0 ~ Np(siti + ri,ui_lBi)
tilyi, ui, 0 ~ TN(k+ pi, u; ' MF; (5, 0))

Yi ’ 0 ~ STnz<XllB + HZiAaziaj\’hV)a
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where s; = (I, — B;Z/ Q7 'Z)A, r; = B,Z/ Q' (y, — X;8), B; = (T"' + Z/Q;'Z,)~!
pi = MEATZI Oy, — XiB — KZ;A), and M; = (1 + ATZ] U7 'Z,A)7V? with ¥, =
Q; +ZTZ/.

To compute the expected values needed in the E-step, first note that for any mul-
tiplicative separable measurable function of U;, T;, b;, and Y, such that ¢(U;, T;,b;, Y;) =
91(Y:)92(U;)g3(T;) ga(b;), we have that

E[Q(Uz’,Tubz’aYi)‘Vz‘, Ci] = E[gl(Yi)E[g2(Ui)93(n)g4(bi) | Yi] \ Vi, Ci]
= E[Ql(Yi)E[Qz(Ui)E[%(E)E[%(bi) ‘ Ui’Tiin] ‘ Ui’Yi] | Yi] ‘ Vi’Ci]'
Hence,
a® "
[U |V17 Cza 0 ] [E[U1|Yz] | Vi7 Ci7 0 ]7
uyg(k) —B[U;Y!|V, C;, 0] = B[Y] E[U:[Y,] | Vi, C:, "],

—~ NG AR ~ ()T s —1(k) [ (k) ~
TS R B RS A N A A AR Y
— (k) ~(k )T+~ —1(k) , ) ~
a2 = B[UT2V;, C, 80" = 7205 1+ oz i2W AN 278 g™ — G a%)
~2(k) g 2 BT a1 k) k) ~(k) ~ —1(k) o~ (k
w3 L A OAY g e o - aPat " 4 VR e V28"

(k)

+ 2RO gy

utyz - E[UTY |V17 CZ; 0 ] (k)uy *) Mzz(k) (uyz - uyZ(k)lJ’Ek)T)\II'L
(k)

— ~(k —~ k) (k k) o~ ~ (k
ath; = E[U,Tb,|Vi, C, 0% = w2 3% + BYzT 0, " (wty,” — at, " x,8"),
(k)gg ) Bk

- — ~ ~(k

+ B, Z;Qi <Uyz‘(k) - U(k Xz’,@( )> ;
/\(k),\ o~ ~(k

ub? = E[Ub2[V,,C;, 8" ] — ut? sWgeT 4 gtk )(utyf ) _ ,<k>X,B< >)T

— —(k
+8" + 8270y, -

ub; = E[Ubi|V;,C,, 8" = i,

®x.3"sWT L 8Yzra YRV a; l(kZ-ﬁf—k),

1(k) ,— (k)
(

uby! = E[U;bY]|V,,C;, 8" ]=§£’“>@-(’” + BT Py - x B ey,

~(k —k) g~ A~ (k) ~
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for r € {0, 1,2}. Subsequently, we have the implementable expressions to the conditional

expectations under the following three possible scenarios:
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1. If the ith subject has only non-censored components, E[Y?|V;, C;, 9( )] =y;; then

~k) al
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where 3% = 1+ A" zT 8" WZ,AY 30— 1yl =y, and y? = yiy7.

2. If the 7th subject has only censored components, we have

o b k) 2 .
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where w® = E[W,; | 8] and #2% = E[W, W | 8] for s € {1,2}, with

S

Wli ~ Ttnl (l’l’zv Z‘_;I_’ia v+ 17 (rlia rZi)) and W2i ~ TSTTL-L(”I"U +27 Aza v+ 2 (rlia rZi))'

3. If the ith subject has both censored and uncensored components and given that the

following processes (Y; | V;, C;) and (Y;|V;, C;,Y?) are equivalent, we have
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and we, ™ — Epwe weT | 9™ for s € 1,2}, such that
k) v zce
Wi ~ T (“50( )’ #‘I’jcov v’ + 1 (riivrgi)> ;
co = cc. v+ 2
Wgz ~ TEST”f (ufov z/;}-i-Q EZCC 07 )‘z@? ZVCO Tico7 Vico + 2; (rtlziv rgz)) )
(A

with W, being partitioned like 3;, v/ = v+ng, W, = (U5 — TOWO W) /1% (y?),

with v*(y?) = (v+n9)/(v+0(yy; ud, ), 72 = v(y)) (@) (y7 — 1Y), and 12 (y?) =
(v+nd)/(v+6(y7 1, 7).
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