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Abstract
Anomalies in photovoltaic (PV) systems are phenomena responsible for deviations from
the normal behavior of a system. These deviations are natural in a PV system during
its useful life, and constant monitoring is important to ensure efficiency and return on
investment. Monitoring can be done, for example, by comparing simulations carried out
before installing the PV system. However, there is a challenge in analyzing various data,
understanding, and even classifying the problem, since it would be necessary to analyze
data in a smaller range than just the monthly or annual energy generation provided by
simulation software. Furthermore, simulations are also subject to variation depending on
the solarimetric data used. One of the solutions for these analyses is the application of
data science concepts, especially machine learning techniques. In this sense, this work
aimed to investigate and propose a flow process to classify anomalies in PV systems with
a supervised approach. To achieve this, the work went through the installation phases
of a model PV system within the Sustainable Campus project, data collection, analysis
of the installation with PV simulators, and finally, data science studies with supervised
machine learning techniques. As results, we highlighted the evaluations of several nearby
PV systems using software, creation of a methodology for exploratory analysis of PV
data (macro analysis), creation of datasets for training/testing, and a new proposal flow
process for an algorithm for classifying anomalies (micro analysis). The proposed flow
process was a Random Forest ensemble with K-nearest neighbors (k-NN) and an inference
machine for specific classes, tested on a real and synthetic basis. Testing indicated that
the method classified anomalies achieved an AUC of 0.9815 for the synthetic dataset and
an AUC of 0.9861 for the real dataset, and accuracy of 0.9647 for the real dataset. Thus,
it was perceived that exploratory analysis is capable of providing clues to anomalies, and
anomaly classification can be a viable and important step to limit the scope of action of
the maintenance team.

Keywords: Photovoltaic Systems; Anomalies; Machine Learning; Anomalies in Photo-
voltaic Systems



Resumo
Anomalias em sistemas fotovoltaicos (FV) são fenômenos responsáveis por desvios do
comportamento normal de um sistema. Esses desvios são naturais em um sistema FV
durante sua vida útil, sendo importante o acompanhamento constante para garantir a
eficiência e retorno do investimento. O acompanhamento pode ser feito, por exemplo,
com a comparação de simulações realizadas antes da instalação do sistema FV. Porém,
existe um desafio em analisar diversos dados, entender, e até classificar o problema, já que,
seria preciso analisar dados em um intervalo menor do que somente a geração de energia
mensal ou anual fornecida por software de simulação. Além disso, simulações também são
passíveis de variação dependendo dos dados solarimétricos utilizados. Uma das soluções
para essas análises é a aplicação dos conceitos de ciência de dados, sobretudo, técnicas
de aprendizado de máquinas. Neste sentido, esse trabalho teve como objetivo investigar e
propor um fluxo de processo para classificar anomalias em sistemas FV com abordagem
supervisionada. Para isso, o trabalho passou pelas fases de instalação de um sistema FV
modelo dentro do projeto Campus Sustentável, coleta de dados, análise da instalação com
simuladores FV, e por fim, os estudos de ciência de dados com técnicas de aprendizado de
máquina supervisionada. Como resultados, destacou-se as avaliações de diversos sistemas
FV próximos por software, criação de metodologia para análise exploratória de dados
FV (análise macro), criação de datasets para treino/teste, e uma proposta de processo
de fluxo para um algoritmo de classificação de anomalias (análise micro). O processo de
fluxo proposto utilizou um ensemble de Random Forest com K-nearest neighbors(k-NN)
e uma máquina de inferência para classes específicas, testado em base real e sintética. Os
testes indicaram que o método classificou anomalias alcançou uma AUC de 0,9815 para o
conjunto de dados sintético e uma AUC de 0,9861 para o conjunto de dados real, e precisão
de 0,9647 para o conjunto de dados real. Assim, percebeu-se que a análise exploratória
é uma etapa capaz de mostrar indícios de anomalias e métodos para classificação de
anomalias se mostraram viáveis e importantes para limitar o escopo de atuação da equipe
de manutenção.

Palavras-chaves: Sistemas Fotovoltaicos; Anomalias; Aprendizagem de Máquina; Anoma-
lias em Sistemas Fotovoltaicos.
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1 Introduction

1.1 Analysis of Photovoltaic Systems and Anomalies

Monitoring and analyzing photovoltaic (PV) systems is a necessary task to
ensure financial return and extend the useful life of the equipment. With monitoring and
maintenance it becomes possible to have more efficient systems, as the identification of
anomalies helps to avoid low levels of energy production [1]. This task is often overlooked
by integrators due to the costs involved, or even lack of knowledge.

The lack of monitoring and evaluation in PV systems can result in failures
or interference in energy production. These deviations from conventional behavior are
commonly called anomalies. When identified, it becomes imperative to take corrective
actions. These interventions can take place on various components, such as PV modules,
inverters, electrical cables, among others, as recommended in the maintenance guidelines
proposed by Spertino and Corona [2].

Silva [3] summarized the types of losses/anomalies that exist in PV systems.
These losses were manufacturing mismatch and operation mismatch [4], as a solution one
must comply with manufacturing standards [5] or use different architectures [6,7]; partial
and total shading which is generally caused by dirt, clouds, constructions, among others
[8–11], and as a solution after identification it is desired to optimize the project; Soiling [8,
11,12], which is also linked to shading; Variations in irradiance, which is a natural anomaly
due to the aeration of gases in the atmosphere, the passage of clouds, reflection, among
other phenomena [3]; Temperature, natural climate variations [13], soiling [11], defects
in components and poor sizing; Hotspot [14]; failures in DC/DC Converters or DC/AC
Converters, whether in switching [15, 16], temperature; parasitic resistances, inductances
and capacitances; oversizing or undersizing; electromagnetic interference [17]; Quality of
Electricity, disturbances in the electrical network that interfere with the system [18];
Connections and Cabling, these are generally failures caused during design and installation
that worsen over time [3]; and aging and degradation of the system, which is normal during
its useful life, as long as adequate maintenance is carried out.

The reality is that these faults can be identified through the data monitored by
the PV converter [19]. PV converters perform a massive data collection, forming datasets.
For the integrator, it is still a challenge to manage and understand these data. Thus, data
science can be important for validating the integrity, analyzing, and classifying these data
through machine learning (ML). Analyzing data-driven systems provides an opportunity
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to comprehend underlying information and detect potential anomalies. Furthermore, it
facilitates the recognition of patterns, features, and trends in the data.

1.2 Grid-connected Photovoltaic Systems

Grid-connected PV systems stand out for their ability to utilize the local utility
grid, enhancing profitability and versatility in applications, which is the case for the
majority of systems, particularly in Brazil. The Figure 1.1 illustrates the main types of
systems that are purely connected to the electrical grid, i.e., without the use of batteries,
diesel generators, or other forms of on-site energy.

(a) (b) (c)

Figure 1.1 – Main types of PV systems connected to the electrical grid: (a) Conventional,
(b) microinverters, and (c) Power Optimizers [20].

The grid-connected PV system is composed, in addition to protection elements,
disconnection devices, and mechanical components (supports), of two basic elements:
PV modules and converters. PV modules are responsible for capturing and converting
energy from the sun through the PV effect. However, for the PV module to function, it
is necessary to use a converter, which will process this energy from the PV module and
enable the system to inject it into the electrical grid. All of this is done following local and
international standards/guidelines, which ensure the safety and quality of the operation.

The connection method and type of converter determine the operation of a
PV system. Conventional systems, as shown in Figure 1.1(a), use a single converter,
commonly referred to as an inverter, which is known in Brazilian standards as a UCP
(Power Conditioning Unit). In this type of system, the PV modules are directly connected
to each other, forming a series and/or parallel connection, in one or more inputs. It is in
this case that the concept of mismatch arises, which is imbalance exists between modules
connected in series and/or parallel due to extrinsic and/or intrinsic factors related to the
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PV cell [3, 4]. It is worth noting that there are inverters with more than one input that
combine sets of PV modules internally, and others have more than one internal DC/DC
converter (more than one MPPT), which improves the system’s flexibility. It is important
to highlight that, in this thesis, the systems covered are as shown in Figure 1.1(a), with
one or several UCP.

This has led to the emergence of other forms of connection and the use of
converters in PV applications. One of the objectives was to avoid direct connection be-
tween PV modules. The solution shown in Figure 1.1(b), which is the microinverters,
works by being an inverter for a small group of PV modules. On the other hand, the so-
lution shown in Figure 1.1(c), power optimizers, adds a DC/DC converter in addition to
the inverter, which separates the PV modules and controls them individually or in small
groups. Both solutions sought to mitigate mismatch; however, they added new safety and
maintenance features since it is possible to monitor at the module level with these two
latter solutions [20].

The fact is that all three solutions generate data that can aid in anomaly
classification through ML. However, managing multiple systems and their data becomes
challenging without the use of intelligent solutions. Many issues can go unnoticed by
merely observing inverter data, such as unmonitored problems in the combine box (a box
that combines multiple PV strings and protections) or a simple bypass diode failure. This
work primarily focused on the conventional solution, as it is still widely used. However,
the tests can be replicated for other PV architectures. Moreover, with module-level data,
identifying potential anomalies becomes easier.

To underscore the importance of grid-connected PV systems in Brazil, one can
observe the exponential growth of the technology. Currently, there are over 41.1 GW in
operation, creating 1.2 million new jobs and avoiding 47.6 million tons of CO2 emissions
[21]. This growth is driving economic activity and enhancing the country’s sustainability.
Figure 1.2 depicts the evolution in recent years, categorized into Distributed Generation
(DG) and Centralized Generation (CG). DG systems have an installed power level of up
to 3 MW, while Centralized Generation exceeds this limit. Thus, with such growth, it
becomes necessary to analyze the performance and anomaly detection on various fronts
to avoid financial waste in the use of PV systems.
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Figure 1.2 – Growth of DG and CG in Brazil until March 2024. Adapted from [21]

1.3 Machine Learning and Supervised Approach

ML is the science of programming computers to enable them to learn from
data [22]. In this way, it is possible to escape the traditional programming approach in
which it was necessary to create lists with several complex (conditional) rules to extract
or analyze behavior from a set of data, and even so, sometimes it was not possible to
extract all the information , as these were complex problems.

For this, as generally illustrated in Figure 1.3, a robust and reliable data set
is necessary that will be subsequently prepared for analysis according to the preparation
methodology adopted by the data scientist (dataprep). In the preparation stage, there is
also the partitioning of data into training and testing sets, in some cases also validation;
the percentage of data allocation is also a decision to be made. Subsequently, the data
go through the training/testing process with the chosen algorithm, and the results are
obtained. The result can be demonstrated through storytelling techniques for better use.
With these steps completed, new data can be applied to the model.
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Figure 1.3 – Schematic of generic ML application.

In the data preparation stage, the application of Data-Driven Analysis can be
essential. These initial analyses, using statistical methods, can aid in detecting noise and
outliers. Often, a thorough data analysis using statistical methods is sufficient to iden-
tify issues or anomalies in a PV system, for example, and subsequently improve anomaly
classification. These analyses also help in pattern recognition, feature selection (data cor-
relation), and extracting meaningful insights from available data.

ML fields of application include computer vision, prediction, semantic analysis,
natural language processing, and information retrieval [23]. Within these domains, ML
models empower engineers, researchers, data scientists, and analysts to produce depend-
able and valid results and decisions [24].

In Géron (2019) [22], several criteria that can be met by ML algorithms are
listed, with the recognition that an algorithm can fulfill more than one criterion. These
criteria include: their capacity for human supervision during training (supervised, unsu-
pervised, semi-supervised, and reinforcement learning methods); their speed of incremen-
tal learning (online and batch learning); and their capability to identify patterns in data,
allowing for the creation of predictive models or simple comparison of new data points
with existing ones (Instance-Based Versus Learning, and Model-Based Learning) [22].
Figure 1.4 shows the ML types defined by [22].
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Figure 1.4 – Types of ML. Adapted from [22].

Supervised methods can classify a desired outcome through training with la-
beled datasets [25]. Labeling data can pose a challenge depending on the type of data
being analyzed and the availability of experts. For PV projects, the labeling process needs
to be done by experts or using labeling algorithms when synthetic data are available. The
fact remains that with supervised methods, accuracy can be higher compared to other
methods, as labeling facilitates training.
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1.4 Challenges in Supervised Data Classification

The data classification process involves distinguishing and categorizing data
into different relevant groups, making it a significant research topic due to its importance
in human activities [26]. ML techniques have significantly enhanced the classification
process; however, several challenges persist.

The formulation of the data classification problem is presented by Czarnowski
and Jędrzejowicz [26]. When it comes to data classification, it is necessary to define a
set to serve as an example to the algorithm (represented by 𝑈), and this set must be
non-empty and finite.

A data 𝑥 ∈ 𝑈 is described by a defined set of features, 𝐴 = {𝑎1, 𝑎2, . . . , 𝑎𝑛},
where 𝑛 denotes the number of features. For each feature 𝑎𝑖, there exists a value 𝑎𝑖(𝑥) ∈
𝑉𝑎𝑖

, with 𝑉𝑎𝑖
being the set of potential values for the feature 𝑎𝑖 [26]. As a result, learning

from multiple labeled data instances enables the determination of the dependency between
these class labels and the features, facilitating the application of this relationship to new
data.

The class labels are members of a finite set of predefined decision classes,
𝐶 = {𝑐1, . . . , 𝑐𝑘}, where 𝑘 denotes the total number of these classes [26]. Consequently, the
set 𝑈 for the classification task is represented, according to Czarnowski and Jędrzejowicz
[26], as follows in Equation 1.1:

𝑈 = {[𝑥𝑖𝑗, 𝑑(𝑥𝑗)] : 𝑖 = 1, . . . , 𝑛; 𝑗 = 1, . . . , 𝑁} (1.1)

In summary, a single data can be represented by [𝑥𝑖𝑗, 𝑑(𝑥𝑗)], where the set 𝑈

consists of 𝑁 such vectors, and 𝑑(𝑥) denotes the class label value for the example 𝑥, with
∀𝑥∈𝑈𝑑(𝑥) ∈ 𝐶 [26].

When applying ML, it is feasible to generate a classifier ℎ ∈ 𝐻 from the set 𝑈 ,
where 𝐻 denotes the hypothesis space. With a dataset 𝑈 , a set of hypotheses 𝐻, and a
performance criterion or criteria 𝐹 , the learning algorithm produces a hypothesis ℎ ∈ 𝐻.
Consequently, learning from examples involves creating algorithms to find the best ℎ ∈ 𝐻

relative to the performance values defined in 𝐹 [26].

Thus, the output of the classifier is assessed using the performance measure 𝑓 ∈
𝐹 . This process of learning from examples can be framed as maximizing the performance
measure relative to the hypothesis ℎ [26], as seen in Equation 1.2:

ℎ = arg max
ℎ∈𝐻

𝑓(ℎ) (1.2)



Chapter 1. Introduction 27

In this structure, a classifier ℎ is defined as a mathematical function that
assigns examples from 𝐷 to a predefined set of classes [26], as shown in Equation 1.3. It
is important to highlight that the classification process involves different steps depending
on the algorithm used and dataset.

ℎ : 𝑈 → {∅, 𝐶1, 𝐶2, . . . , 𝐶𝑘} (1.3)

However, data classification poses various challenges such as data preprocess-
ing, handling imbalanced datasets, feature selection, data variability, classes with similar
characteristics, and the volume of data.

The data preprocessing stage is important because it directly impacts the
quality of the training, validation, and testing phases. It involves checking for missing
values, dealing with noise depending on the application, and identifying outliers in the
data collection process.

The challenge of dealing with imbalanced datasets exists mainly when it comes
to anomalies within a dataset that is predominantly normal. This issue is particularly pro-
nounced in the classification of data generated by PV systems, as these systems typically
operate normally most of the time. Therefore, it is necessary to develop strategies to
make anomalies more representative during model training. Imbalanced data can lead to
overfitting, where the model replicates the behavior of the majority class [27], rather than
learning to identify anomalies. Consequently, taxonomy strategies are often proposed in
the literature to address this issue. Some of the strategies are performing resampling [28],
synthetic data generation [29], using class weights [30], or even adopting a set of these.

Another challenge is Data Variability, which is particularly pronounced in PV
systems. An example of data variability is when a single dataset exhibits changes in data
patterns across different periods. PV systems, being exposed to varying weather conditions
and seasons, often experience this phenomenon. To address this, various strategies can be
employed, such as utilizing models that are more robust to data variability or dividing
the dataset according to different periods.

Depending on the classification problem, there may also be the challenge of
classes with similar characteristics (class overlap [31]). This occurs when the features
defining the classes exhibit very similar behavior, making them difficult to distinguish. In
such cases, it may be necessary to seek out new features. For instance, in PV systems, a
damaged bypass diode in a PV module might produce behavior similar to a certain level
of shading in the DC voltage and current features. This can be problematic when trying
to separate faults but may not be an issue when the goal is merely to identify the anomaly
and classify it into a broader category of faults (as proposed in this thesis).
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The volume of data can also present a challenge during the classification pro-
cess. Managing data quality becomes difficult with large volumes, and the data can over-
whelm classification systems. While this is not typically an issue for PV systems at the
inverter level, it becomes considerable when dealing with central PV power plants and
multiple inverters together. This problem is addressed with models designed for Big Data
Classification [32].

1.5 Objectives

The general objective of the work is to investigate and classify anomalies in
PV systems through the application of a supervised approach. To achieve the general
objectives, the following specific objectives will be considered:

• Analyze and compare different systems through simulations and, subsequently, an-
alyze the behavior of energy generation between nearby PV installations;

• Develop a methodology for exploratory analysis of dataset with field PV data;

• Develop procedures for creating synthetic datasets with anomalies from solar irra-
diance field data;

• Implement a proposed process flow for a supervised method of type ensemble to
identify anomalies in PV systems.

1.6 Contributions

This work has as scientific/technical contributions to literature the following
points:

• Development and validation a new methodology for generating a dataset for train-
ing/testing ML algorithms for detecting/classifying anomalies using supervised ap-
proach;

• Proposal for a methodology for exploratory analysis of PV data;

• Proposal for a process flow for a supervised ML method of the ensemble type;

• Understand the variation in generation behavior for PV facilities nearby and how
data from those facilities report.
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1.7 Thesis Structure

This thesis was subdivided into four scientific papers, each of which is consid-
ered an integral chapter of the thesis. The selection of these papers was based on their
degree of relevance to the project, although other works have been published and are
listed at the end of the thesis.

In the second chapter, the scientific paper entitled “Case Study of Photovoltaic
Power Plants in a Model of Sustainable University in Brazil” is presented, published in
the journal Renewable Energy by Elsevier in August 2022. The present study contributed
to the design, simulation and monitoring of PV installations at the Universidade Estadual
de Campinas (Unicamp), allowing the analysis of the variation in performance of several
plants in an area of 5 km, being a difference in relation to works already existing in the
literature. Developments regarding solar PV within the project were presented. Addition-
ally, the economic evaluation of PV systems when operated together is addressed, within
the context of the free energy market model.

The third chapter was composed of the scientific paper entitled “Evaluat-
ing the Significance of Solarimetric Data for Photovoltaic System Simulation in a Real-
World Case” presented and published at the 2024 Brazilian Power Electronics Conference
(COBEP). The contribution of the paper was to analyze the integration of real solarimetric
data obtained close to the installation site (PV system of the Unicamp’s Multidisciplinary
Gymnasium) within the PVsyst software, compared with the use of data from solarimetric
bases (Meteonorm) used in the installation project. In addition, statistical studies were
carried out on the solarimetric database. The data collected from the station was analyzed
for inclusion in other studies conducted in this thesis.

The fourth chapter consisted of the scientific paper entitled “Data-Driven Anal-
ysis of Solar Photovoltaic Systems: Correlation and Distribution Patterns” presented and
published at the 2024 Brazilian Power Electronics Conference (COBEP). In the literature,
a notable challenge has been identified in terms of outlining the appropriate approach for
data analysis during the data preparation stage (dataprep). In response to this, a novel
methodology has been formulated as a contribution, drawing upon analyzes employed in
prior studies. This methodology proposes a distinct approach to the analysis of PV data.

The fifth chapter brings the article entitled “Classification of Anomalies in
Photovoltaic Systems using Supervised Machine Learning Techniques and Real Data” is
presented, published in the Energy Reports by Elsevier in June 2024. As a contribution
in this paper, methods for classification of anomalies, developed a procedure for creating
synthetic datasets with anomalies from solar irradiance field data, and finalized with a
proposal process flow for a supervised method of type ensemble to identify anomalies.
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The proposed method was compared with other methods on a synthetic and real dataset.
Finally, the considerations obtained from the results of each chapter were synthesized in
a discussion section and the conclusions.
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2 Case Study of Photovoltaic Power Plants in
a Model of Sustainable University in Brazil

Paper published in Renewable Energy [33] ©2022 Elsevier. Reprinted, with
permission, from de Silva, J.L. S. Case Study of Photovoltaic Power Plants in a Model of
Sustainable University in Brazil, Renewable Energy, August, 2022.

This manuscript, authored by João Lucas de Souza Silva, Karen Barbosa de
Melo, Kaio Vieira dos Santos, Elson Yoiti Sakô, Michelle Kitayama da Silva, Hugo Soeiro
Moreira, Giulianno Bolognesi Archilli, João Guilherme Ito Cypriano, Rafael Espino Cam-
pos, Luiz Carlos Pereira da Silva, and Marcelo Gradella Villalva. The paper is associated
with the Digital Object Identifier (DOI): <https://doi.org/10.1016/j.renene.2022.06.103.
>. This work was developed under the Electricity Sector Research and Development Pro-
gram PD-00063-3032/2017 - PA3032: “Sustainable campus model at the University of
Campinas - Brazil: An integrated living lab for renewable energy, electric mobility, en-
ergy efficiency, monitoring and energy demand management”, regulated by the National
Electricity Agency (ANEEL in Portuguese), in partnership with CPFL Brazil (Local
Electricity Distributor). This work was also partially funded by CAPES (Coordenação de
Aperfeiçoamento de Pessoal de Nível Superior) and BYD Energy Brazil with resources
from the PADIS/MCTI/MDIC program.

Abstract: Universities play an important role in the search for a sustainable
environment. The challenge for universities is to outline models of a sustainable society
and show their benefits, seeking the engagement of all. In this opportunity, the University
of Campinas (UNICAMP), with support from CPFL Brazil (Local Electricity Distrib-
utor), created a project called “Sustainable Campus” in August 2017. The Sustainable
Campus project encompasses several sub-projects which aim to enhance the sustainabil-
ity of the university. Among the subprojects (SP) of Sustainable Campus, the subproject
photovoltaic (PV) was designed to follow up on the construction and operation of 6 PV
power plants gathering a power equivalent of 535.26 kWp. In this way, this work explores
the initiatives of the Sustainable Campus project with a focus on PV plants. Thus, it is
possible to validate the simulations carried out with the PV plants and verify the im-
pact of the system on the university. For this, the simulator data were compared with
the measurement of the PV plants. Assembling the information, it was possible to verify
different behaviours in PV plants in a range of 5 km. Quantitatively, for a year of data
collected, an actual energy generation of 784.29 MWh was observed, while the simulated
result showed a total of 759.04 MWh. PV generation resulted in 1.13% of the energy con-

https://doi.org/10.1016/j.renene.2022.06.103.
https://doi.org/10.1016/j.renene.2022.06.103.
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sumed by the university due to the large size of the campus. Furthermore, as UNICAMP
is a consumer that is in the free energy market model, the analysis of a possible financial
return is presented. With an estimated payback of 7.65 years considering the average cost
of R$ 4.64/Wp, which makes the system viable. Finally, the success of this project aims
to bias other universities to deploy renewable energy sources, contributing to sustainable
development and scaling the initiative to other sectors.

Keywords: Sustainable, Photovoltaic, Photovoltaic Plants, Sustainable Uni-
versity, Sustainable Campus.

2.1 Introduction

Several transformations are happening in the electric sector throughout the
world, motivated by the search for a more sustainable, technological, and self-sufficient
energy conversion, as well as the diversification of the energy matrix. However, the chal-
lenges and actions for sustainability may differ according to each country and its pecu-
liarities [34]. All in pursuit of economic and social well-being, making possible a more
sustainable use of environmental resources [35].

This could not be different within universities, given the challenges of seek-
ing the best solutions for the electric sector. In mobilising for a more sustainable world,
universities have the role of proposing solutions, testing ideas in laboratories, and train-
ing and educating new leaders to promote a sustainable future for the next generations.
In the last decade, a number of universities have started engaging with sustainable prac-
tices and sustainable development within their activities and operation. These sustainable
practices involved signing national and international declarations, and partnershis aiming
sustainable commitments [36]. The foundations of a “sustainable university” exists when
it has an administration that respects green environmental, economic and social practices,
whilst providing research and encouraging the community outside the university to adopt
practices aiming a sustainable civilization [37].

Therefore, the University of Campinas (UNICAMP), with support from CPFL
Brazil (Local Electricity Distributor), created a project called “Sustainable Campus” in
August 2017, with several sub-projects that seek to make the university sustainable [38].
The Project “Sustainable Campus” is composed by twelve subprojects, focusing in differ-
ents areas of research. In the following subsections, these subprojects will be presented
briefly. Figure 2.1 presents a graphic summary of all the subprojects within the “Sustain-
able Campus” project.

One of the subprojects of the “Sustainable Campus” of UNICAMP and the
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Figure 2.1 – Graphic summary of UNICAMP’s “Sustainable Campus” project [38].

focus of this paper was the solar photovoltaic (PV) subgroup. Solar PV energy is a promiss-
ing energy source as the sun’s energy is a clean, safe, and inexhaustible resource. Also,
Brazil is one of the leading markets in South America for this technology [39]. Thus, PV
solar energy deserves attention in the search for sustainable environments.

In parallel with the PV project, UNICAMP chose to integrate the free energy
market contract model. This option in Brazil has been applied to consumers with large
loads, who can freely negotiate the purchase of energy in the market, having the advantage
of paying for a lower energy price [40]. In this model, the energy produced by a PV system
must be used immediately by the loads or it will not bring profit, since it cannot participate
in a later compensation model. Thus, there is a challenge in making PV installations viable
in this scenario of lower electricity costs, and immediate use of energy. This results in few
free-market customers with PV plants and little data in the literature.

In this way, this paper presents the case study of the six PV plants of the
PV subproject of the “Sustainable Campus”. The presentation of the plants, simulation,
and comparison with 12 months of real data for each PV plant was performed. Thus, it
was possible to analyze a year of data with a simulated year in the PVsyst software [41].
Besides, it was commented on several points of the “Sustainable Campus” project to
present and encourage the scientific community to develop similar projects. The following
contributions are obtained from the project:
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• Check several PV installations of the “Sustainable Campus” of UNICAMP compared
to simulation software;

• Understand the variation in generation behavior for PV facilities nearby and how
data from those facilities relate;

• Create a sustainable university model and to demonstrate its importance to the
community.

• Economic evaluation of PV systems for consumers in the free market model.

After this introduction, section 2 comments on some research initiatives involv-
ing sustainability, followed by section 3 that explores the PV subproject. Subsequently,
the methodology of the present study was presented, followed by the results obtained and
discussions. Finally, proposals for future PV installations and conclusions were presented.

2.2 Sustainable campus initiatives around the world

University campuses are excellent places to approach sustainable and smart
initiatives because they are big enough for studies and small enough for implementation
[42]. The smart/sustainable campus proposal must be scalable. Sustainable campuses are
within the smart campus group. There are several initiatives within the smart campuses,
such as smart building, smart environment, mobility, energy efficiency, renewable energy,
energy management, among others.

In terms of renewable energy, many campuses create microgrids as they end up
studying different energy sources. The microgrid is important because it facilitates energy
management. For example, at Hangzhou Dianzi University there is a hybrid system with
a 120 kWp PV system, 120 kWp diesel generator, set of 100 kW super-capacitors (EDLC -
Electric Double Layer Capacitor), and 50 kW/50 kWh lead-acid battery [43]. The highlight
of Hangzhou Dianzi was the high penetration of renewable energy (50%), providing an
interesting scenario for study.

The University of California-Irvine (USA) also stands out for having 1 MW
of solar energy in 2014, with a planned expansion to 4 MW, reducing utility bills, with
initiatives other than solar energy [44]. At University Politehnica of Bucharest (Romania),
there are studies to optimize the operation of smart campuses in order to reduce costs
[45, 46]. Off-grid PV systems and other initiatives were installed on the Auckland Park
campus of the University of Johannesburg (South Africa) to meet the demand on the
campus [47]. At the University of Genova (Italy) there are studies to explore microgrids
with PV, storage and integration of electric vehicles [48].
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With a proposal to produce buildings that reduce energy costs and waste, uni-
versities began to apply smart buildings. Angelis et al. [49] evaluated productions with
renewable energies, with a PV system of 10-15 kW at the University of Brescia. Chris-
tensen et al. [50] evaluated buildings on a university campus in Denmark; Chalfoun [51]
studied projects of smart buildings at the University of Arizona (USA). Escobedo et
al. [52] evaluated issues related to energy consumption and greenhouse gases in construct-
ing the National Autonomous University of Mexico (Mexico). Leon et. al. [53] assessed
environmental impacts of the University of Basque Country and the city of Donostian-San
Sebatián - Spain, where the university is located, since 205, in order to indentify reform
scenarios to make the university more sustainable, enabling the university to align its
efforts with the Convenant of Mayors of Climate and Energy.

To assess the interaction of the various research initiatives that make up a
sustainable campus, the UI website GreenMetric World University Rankings was used in
[54]. The score considers infrastructure, energy, water, transport, education and research.
However, it is also linked to the size (area) of the Campus. In 2020, in the overall ranking,
stood out Wageningen University & Research (Netherland), University of Oxford (United
Kingdom), University of Nottingham (United Kingdom), as shown in Figure 2.2-(a). The
universities of the United Kingdom and the Netherland stand out in the ranking.

In Brazil, the University of Sao Paulo, the Federal University of Lavras and the
University of Campinas stand out in UI GreenMetric World University Rankings. Despite
the high investment in sustainability studies at the University of Campinas, supported by
CPFL Brazil (Local Electricity Distributor), more initiatives are needed to serve the entire
campus due to the university’s size in the area. Figure 2.2-(b) shows the 10 universities
in Brazil in UI GreenMetric.

(a) (b)

Figure 2.2 – UI GreenMetric World University Rankings: (a) The top ten scores in the
world, and (b) The ten best scores in Brazil [54].
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2.3 Photovoltaic mini-generation subgroup on the Sustainable Cam-
pus

2.3.1 Photovoltaic Generation

The implementation of photovoltaic (PV) generation at UNICAMP is an im-
portant initiative to reduce the university’s energy costs, and mainly, to establish a living
laboratory for research, training, and education of technicians and specialists in PV energy
generation.

Unicamp currently has six sites with PV installations of the Sustainable Cam-
pus project:

• Unicamp’s Multidisciplinary Gymnasium (UMG) with 336.96 kWp;

• School of Electrical and Computer Engineering (FEEC) with 94.62 kWp, divided
into FEEC 1 and FEEC 2;

• Interdisciplinary Energy Planning Center (NIPE) with 38.88 kWp;

• Exploratory Science Museum with 4.05 kWp;

• Extecamp with 22.95 kWp;

• School of Civil Engineering with (FEC) with 37.80 kWp.

The sum of all these systems results in a total of 535.26 kWp. PV systems are
shown in Figure 2.3.

The data from these PV systems allows the validation of research results re-
lated to the different PV modules evaluation; solarimetric studies; solar irradiance model-
ing; modeling of PV modules; study of energy simulation methodology and performance
evaluation of PV systems; development of simulation software for the performance eval-
uation of PV systems; development of I-V curve tracer equipment for commissioning PV
systems.
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(a) (b)

(c) (d)

(e) (f)

Figure 2.3 – Photovoltaic system of: (a) Unicamp’s Multidisciplinary Gymnasium; (b)
School of Electrical and Computer Engineering (FEEC); (c) Interdisciplinary
Energy Planning Center (NIPE); (d) Exploratory Science Museum; (e) Ex-
tecamp; (f) School of Civil Engineering (FEC).
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2.3.2 IV Curve Tracer

An I-V curve tracer with low-cost and high precision was developed as a so-
lution for small PV systems installers [55]. This device was tested in partial shading
conditions, which generates I-V curves that requires a complex algorithm to trace, and
the obtained results were close to those of high-cost commercial tracers. The average er-
rors of voltage and current in relation to the commercial IV curve tracer were 2.46% and
0.98%, respectively, for the knee points of IV curve and 2.35% and 1.3%, respectively, for
the inflection points.

The I-V curves in partial shading occur for PV modules at different tempera-
tures and/or irradiance during use. This can occur due to shading by objects, dirt, dust,
bird droppings, and fog [56]. The Figure 2.4 shows examples of curves generated under
partial shading conditions in modeling. The gray areas represent the different levels of
shading, which give rise to the knees and inflection points on the curve.

(a) (b)

(c)

Figure 2.4 – Examples of PV modules and string under partial shading conditions [55].

The Figure 2.5 shows the developed equipment, and the Figure 2.6 shows
curves obtained with the commercial tracer I-V and the developed equipment. The equip-
ment developed has the potential for a much lower cost than the commercial one and is
easier to configure.
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Figure 2.5 – I-V curve tracer developed at LESF (Laboratory of Energy and Photovoltaic
Systems) at UNICAMP [55].

Figure 2.6 – Example of I-V curves for a string of PV modules, HT is the commercial
tracer curve, and Eq the tracer curve developed [55].

2.3.3 Photovoltaic systems simulation software

The group responsible for the PV subproject is developing a software that
simulates the aforementioned PV plants within the scope of research on solar irradiance
and geometry modeling. This software uses the open-source tool pvlib-python [57] and
will have an interface to present the simulation results of the installed PV systems. The
main factors considered in this software are the solarimetric database it adopts, model
of PV module and inverter. Shading is not taken into account in the developed software.
The preliminary result has Figure 2.7 as an interface with the plans of the present project
for simulation.
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Figure 2.7 – Software interface with the project’s pre-loaded PV plants.

2.3.4 Training courses

The PV subproject offered, since 2017, courses to disseminate the most relevant
concepts of the PV universe, including academic and market approaches to the public.
This initiative gathered around 3,000 students from all over Brazil, developing skills and
enhancing the level of PV projects found in our country.

The first course, “Introduction to Solar Photovoltaic Energy - Isolated Systems
and Connected to the Grid”, aims to present fundamental concepts of PV solar energy,
it shows the panorama of the Brazilian and world market, teach the basic dimensioning
of PV systems, design of isolated systems and design of systems connected to the electric
grid, present resolution 482 of ANEEL and other essential regulations of the PV sector.

The second course, “Design and Dimensioning of Solar Power Plants and Pho-
tovoltaic Systems with PVSyst” aims to teach how to design projects using the PVSyst
software. With this software, it is possible to design PV systems connected to the grid,
isolated and pumping. Two significant differentials are the bases of equipment cataloged
by manufacturers of modules, inverters, optimizers, batteries, charge controllers, gener-
ators, pumps, and the 3D drawing tool. Thus, the user can obtain information about a
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vast range of equipment on the market and make 3D simulations of where the PV instal-
lation will occur, for example, to measure the impact of shadows on the system’s power
generation.

The third course, “Installation and Integration of Photovoltaic Systems Con-
nected to the Electric Grid” teaches all the steps of a complete installation. Students learn
to climb on two types of roofs (ceramic and metallic), technical skill and safety measures
to work at heights, handle tools, cables, and PV modules on top of the roof. Each group
of students does all the electrical installation of modules, cables, protection devices, and
inverters until the connection to the power grid. Finally, all groups commission their sys-
tems, conducting tests to ensure that the entire system can be safely connected to the
power grid, and connect them. All students see their systems generating energy.

The courses are sought after by a wide range of people with different interests,
from undergraduate and graduate students from various courses to engineers, architects,
entrepreneurs, administrators, lawyers, landscapers, physicists, among other professions.

2.4 Methodology

The PV plants of UNICAMP were all simulated in PVsyst software to compare
with the actual data and to check if the data are consistent or if there are problems with
the installation. With the simulation, it is possible to predict the PV system’s production,
which makes it possible to take full advantage of a given PV plant from the design stage
by positioning the modules in locations with less shading and choosing the best string
arrangement. After the system is installed, it is possible to perceive possible problems if
the system does not generate the expected amount of energy.

PVsyst software is dedicated to the study, design, and analysis of PV systems.
PVsyst can simulate grid-connected, autonomous pumping systems and systems with
direct current supply, using an extensive database of PV modules and inverters. It is a
highly versatile software. Also, it presents a complete analysis of the system, including
optimization of dimensioning, energy estimation over the years, losses due to near and far
shadowing with 3D modeling, analysis of financial conditions, and return estimates. Allied
to PVsyst, Meteonorm’s 7.2 solarimetric base was used, which presents good results for
the region [58]. It is worth noting that the simulation results can vary according to the
parameters selected by the user, and the precision is not linked only to the software. The
goal is to try to get a conservative forecast number for the project. In the simulations of this
paper, the parameters and modeling were the PVsyst software standards, only choosing
the components and performing the 3D design for shadow impact of each installation.



Chapter 2. Case Study of Photovoltaic Power Plants in a Model of Sustainable University in Brazil 42

PVsyst is a commercial software, where the modeling used for the simulation
is implicit. However, it is possible to mention some models used by the software. The
models used in PVsyst were: the Erbs model [59] for irradiance decomposition, the Perez
model [60] for the irradiance transposition, and the one diode model for the panel model
described in [61].

After the PV plants were in operation and simulated, data for 12 months of
power generation were collected. The data obtained are the values of energy injected into
the electrical grid. As the plants were installed at different times, the data collected are not
simultaneous. In other words, the 12 months were used, however, with a small difference
between plants. The first plant to be activated was the GMU, followed by FEEC 2, both
in April 2019. The last plant to be activated was the NIPE plant in October 2019. The
PV plants are described in Tables 2.1 to 2.7.

For the analysis with simulation software, the important thing is that the
analyzes are made with annual data (12 months) of power generation. The data were
processed, and tables and graphical analyzes were produced for each PV plant, looking
for problems and whether the expected energy was generated.

The uncertainty found in the literature for grid-connected PV systems must be
less than ±30% monthly and less than ± 10% annually [62]. Generally, this uncertainty
is linked to solarimetric data or errors in preparing the simulation. The modeling of PV
modules and converters is already quite accurate [63].

Table 2.1 – Configuration of the PV system of the Unicamp’s Multidisciplinary Gymna-
sium.

Equipment Model Amount
PV Modules Canadian CS6K-270P 1248

Inverters Ingecon Sun 55TL PRO 5

Table 2.2 – Configuration of the PV system of the School of Electrical and Computer
Engineering (FEEC) 1.

Equipment Model Amount
PV Modules BYD 320P6D-36 174

Inverters Fronius Symo 15.0-3 208 PRO 3
Inverters Fronius Primo 8.2-1 208 PRO 1
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Table 2.3 – Configuration of the PV system of the School of Electrical and Computer
Engineering (FEEC) 2.

Equipment Model Amount
PV Modules BYD 320P6D-36 93
PV Modules Canadian CS6K-270P 34

Inverters Fronius Symo 15.0-3 208 PRO 2
Inverters Fronius Primo 8.2-1 208 PRO 1
Inverters Fronius Primo 4.0-1 208 PRO 1

Table 2.4 – Configuration of the PV system of the Interdisciplinary Energy Planning Cen-
ter (NIPE).

Equipment Model Amount
PV Modules Canadian CS6K-270P 144

Inverters Fronius Symo 15.0-3 208 PRO 1
Inverters Fronius Primo 8.2-1 208 PRO 2
Inverters Fronius Primo 6.0-1 208 PRO 1

Table 2.5 – Configuration of the PV system of the Exploratory Science Museum.

Equipment Model Amount
PV Modules Canadian CS6K-270P 15

Inverters Fronius Primo 6.0-1 1

Table 2.6 – Configuration of the PV system of the Extecamp.

Equipment Model Amount
PV Modules Canadian CS6K-270P 85

Inverters Fronius Symo 12.0-3 208-240 2

Table 2.7 – Configuration of the PV system of the School of Civil Engineering (FEC).

Equipment Model Amount
PV Modules Canadian CS6K-270P 140

Inverters Fronius Symo 12.0-3 208-240 3
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Eq. 2.1 was applied to analyze the error between the real and the simulated
data, both for monthly and average annual errors. Thus, it was possible to analyze trends
in the different PV plants’ errors and non-standard data for possible corrections and
studies. Positive errors indicate that the system generated more than expected in the
simulations. Therefore, the simulation was conservative. Negative errors indicate that the
energy generation predicted by the simulation was greater than the actual generation.
Therefore, the simulation was optimistic. An optimistic simulation represents a problem
for the consumer who has purchased or planned a PV system. Ideally, the actual system
will generate the amount of energy promised, or a slightly larger amount. Therefore, PV
software allows the use of probability indicators to make the result more conservative.

𝐸𝑟𝑟𝑜𝑟(%) =
(︃

𝐸𝑛𝑒𝑟𝑔𝑦𝑅𝑒𝑎𝑙 − 𝐸𝑛𝑒𝑟𝑔𝑦𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑

𝐸𝑛𝑒𝑟𝑔𝑦𝑅𝑒𝑎𝑙

)︃
· 100 (2.1)

2.5 Results and discussion

2.5.1 Technical evaluation

The first installation analyzed and compared with the data for the generation
of energy injected into the power grid was the Unicamp Multisport Gymnasium. This
installation is the one with the highest installed PV power. Table 2.8 shows the comparison
of simulated data with reals in one year of data.

The data presented showed a higher average annual energy generation for the
actual data compared to the simulation. This type of result is interesting, as it shows that
the PV system produced more than expected. As well, the PV system had an error within
the expected by the literature. Thus, it can be said that PVsyst was more conservative in
this installation and that the operation took place as expected for the first year.
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Table 2.8 – Comparison of power generation for Unicamp’s Multisport Gymnasium with
simulated data in PVsyst

Month Energy (MWh) Error (%)
Real PVsyst

January 48.62 42.60 12.38
February 38.92 41.98 -7.86

March 50.83 41.26 18.83
April 42.02 36.88 12.23
May 32.98 34.70 -5.22
June 33.59 31.28 6.88
July 35.74 35.87 -0.36

August 38.32 40.21 -4.93
September 41.76 40.41 3.23
October 52.67 42.98 18.40

November 48.70 47.94 1.56
December 49.47 45.05 8.93
Average 42.80 40.10 6.32

Total 513.62 481.16 -

Table 2.9 shows the result for the set of PV plants of FEEC 1. In this instal-
lation, a problem occurred during the first year of data collection, which was the circuit
breaker trip. In February, for example, the circuit breaker was tripped several days, as it
was a vacation month and the problem was not corrected at early stage. Thus, the real
generation was smaller than the simulated generation. However, the result was still close.
Without the problem, energy generation would probably be closer.

Table 2.9 – Comparison of power generation for FEEC 1 with simulated data in PVsyst

Month Energy (MWh) Error (%)
Real PVsyst

January 6.80 7.36 -8.22
February 5.28 7.16 -35.53

March 7.55 6.91 8.52
April 6.54 6.05 7.49
May 5.20 5.59 -7.44
June 4.30 4.98 -15.81
July 5.48 5.71 -4.11

August 5.95 6.54 -9.88
September 6.45 6.72 -4.16
October 8.17 7.30 10.71

November 6.73 8.23 -22.23
December 6.82 7.77 -13.93
Average 6.27 6.69 -6.67

Total 75.27 80.29 -
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Table 2.10 shows the result for the set of PV plants from FEEC 2. One detail
is that FEEC 2 is composed of a set of PV plants that are used to collect results and tests
from a microgrid and converters. In this case, some plants are constantly disconnected for
short periods. However, sometimes there is a long disconnection period, an example is the
month of June. Thus, as in FEEC 1, the actual generation was less than the simulated
generation.

Table 2.10 – Comparison of power generation for FEEC 2 with simulated data in PVsyst

Month Energy (MWh) Error (%)
Real PVsyst

January 4.68 4.83 -3.12
February 3.77 4.79 -27.14

March 5.18 4.79 7.49
April 4.44 4.35 2.09
May 3.84 4.12 -7.37
June 2.40 3.75 -56.13
July 3.73 4.30 -15.20

August 3.92 4.75 -21.15
September 4.25 4.72 -11.04
October 5.38 4.95 8.01

November 4.89 5.42 -10.80
December 4.93 5.10 -3.35
Average 4.28 4.65 -8.65

Total 51.41 55.86 -

Table 2.11 presents the result for NIPE. In this installation, the real average
generation was much higher than the simulated, with an error in a few months greater
than that indicated in the literature for software simulation. The justification may be that
the installation has a scenario that can cause shadows, and perhaps the data added in the
software did not faithfully replicate the shadow profile. Thus, the losses in the simulation
were more conservative compared to the actual data. This can occur in real installations,
and it is interesting and important that the real PV plant has a higher generation than the
simulated one, observing the customer’s perspective and values promised by the integrator.
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Table 2.11 – Comparison of power generation for NIPE with simulated data in PVsyst

Month Energy (MWh) Error (%)
Real PVsyst

January 5.14 4.92 4.30
February 4.20 4.66 -11.03

March 5.94 4.31 27.44
April 5.32 3.54 33.54
May 5.00 3.10 37.96
June 4.04 2.68 33.78
July 5.05 3.01 40.31

August 4.86 3.71 23.63
September 5.03 4.11 18.38
October 5.97 4.70 21.26

November 5.10 5.46 -7.00
December 5.13 5.22 -1.83
Average 5.06 4.12 18.69

Total 60.78 49.42 -

Table 2.12 shows data for the Unicamp exploratory museum. In this installa-
tion two months (April and May) the installation was shutdown during the period that
the exploratory museum at Unicamp was closed. The actual data was smaller than the
simulated ones, due to these months without operation. However, the behavior of the
other months was adequate, with the exception of March, which probably also stayed
disconnected for a few days.

Table 2.12 – Comparison of power generation for the Unicamp exploratory Museum with
simulated data in PVsyst

Month Energy (MWh) Error (%)
Real PVsyst

January 0.60 0.51 14.86
February 0.49 0.51 -4.95

March 0.35 0.51 -44.65
April 0.00 0.47 -
May 0.15 0.46 -
June 0.40 0.42 -4.28
July 0.51 0.48 6.01

August 0.52 0.52 -0.87
September 0.55 0.51 8.27
October 0.68 0.53 22.48

November 0.60 0.58 3.68
December 0.61 0.54 11.59
Average 0.45 0.50 -10.39

Total 5.46 6.03 -
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For the installation of Extecamp, the results can be seen in Table 2.13. The
result for Extecamp, considering the annual average, was close to the simulated and
within the expected according to the literature indicators for PV simulation error. The
estimated generation in PVsyst ended up being slightly higher than the real one. This
result is normal and can occur, as there are variations in the actual irradiance data for
that of the meteonorm used in the simulation.

Table 2.13 – Annual results for PV power plant of the School of the Extecamp

Month Energy (MWh) Error (%)
Real PVsyst

January 3.03 2.97 2.13
February 2.39 2.89 -20.72

March 3.04 2.78 8.56
April 2.60 2.43 6.64
May 2.18 2.25 -3.18
June 1.84 2.01 -9.07
July 2.21 2.31 -4.62

August 2.17 2.62 -20.87
September 2.59 2.72 -5.10
October 3.30 2.94 10.80

November 3.03 3.32 -9.42
December 3.15 3.14 0.32
Average 2.63 2.70 -2.67

Total 31.54 32.38 -

The last PV plant analyzed was the FEC plant shown in Table 2.14. It can
be seen with the average annual value that the real generation was -16.67% less than
the simulated one. When realizing this result with the analysis, possible problems in the
installation were studied. The diagnosis was that one of the inverters does not reach
maximum power for much of the day, which could be a problem with the MPPT or
inverter control. Thus, the importance of simulating, comparing results, and monitoring
the system is perceived.
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Table 2.14 – Annual results for PV power plant of the School of the FEC

Month Energy (MWh) Error (%)
Real PVsyst

January 3.67 4.79 -30.57
February 3.03 4.70 -54.91

March 4.32 4.61 -6.81
April 3.99 4.13 -3.58
May 3.64 3.90 -7.18
June 2.86 3.53 -23.56
July 4.50 4.04 10.33

August 4.42 4.51 -1.95
September 3.75 4.52 -20.26
October 4.38 4.81 -9.88

November 3.92 5.35 -36.63
December 3.74 5.04 -34.70
Average 3.85 4.49 -16.67

Total 46.21 53.92 -

Subsequently, all tables were joined in a single one to compare the performance
of all installations together and to analyze the behavior of the irradiance base, checking if
there is any standard behavior between the simulations. Table 2.15 shows the result. The
annual average of real energy generation was 3.22% higher than that simulated. Thus,
the PV generation of the campus generated more than estimated, despite the problems
that can be corrected, such as installing the FEC or the inevitable, such as the FEEC 2,
which is a study facility and will undergo shutdowns during its useful life.

Table 2.15 – Comparison of power generation with all PV plants together with simulated
data in PVsyst.

Month Energy (MWh) Error (%)
Real PVsyst

January 72.55 67.98 6.30
February 58.09 66.69 -14.82

March 77.21 65.17 15.59
April 64.91 57.85 10.89
May 52.99 54.12 -2.13
June 49.43 48.64 1.60
July 57.22 55.71 2.63

August 60.15 62.85 -4.49
September 64.38 63.69 1.07
October 80.54 68.20 15.32

November 72.98 76.30 -4.55
December 73.85 71.85 2.70
Average 65.36 63.25 3.22

Total 784.29 759.04 -
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Figure 2.8 presents each PV plant’s errors to study the upward or downward
trend of the set of errors calculated from the measured and simulated data. The result
shows that the pattern of increasing or reducing monthly errors is similar for most PV
plants.

The most divergent curve is that of the Nipe plant, where the error is positive
most of the time, that is, the real energy generation is greater than expected from the
simulations. The justification may be the fact that the installation has a scenario that can
cause shading and, also, has high slopes. A possible explanation for this is the addition of
factors that did not faithfully replicate the shadow profile in the simulation, generating
errors concerning the real data. This situation can easily occur in installations, so it is
interesting and important that the installed PV system has more energy generation than
expected in the simulations. For the PV integrator to meet the customer’s expectations
and demands.

Figure 2.8 – Error up/down trend (%) for all PV plants.

Figure 2.9 presents a boxplot to graphically represent the pattern of errors,
allowing to visualize the dispersion, symmetry, and discrepant data of a data set. Figure
2.9 shows that the Museum plan has less variability and a median close to zero, while the
Unicamp’s Multisport Gymnasium and Extecamp plants have similar variability. However,
the Extecamp boxplot is more asymmetrical since the median is closer to the quartile 25%.
Two outliers, which are nonstandard errors in the data, occurred. One at FEEC 2, possibly
due to the plant’s shutdown for studies carried out in a laboratory; and another at the
Museum, due to the shutdown of the PV system by employees during a period when the
museum was closed.
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Figure 2.9 – Error up/down trend (%) for all PV plants.

Figure 2.10 shows measured data of energy injected into the electrical grid
by the PV plants. It is observed that, in the first year of operation of UNICAMP’s PV
plants, the lowest generation of energy occurred in June, while the highest generation of
energy occurred in October. A correlation of the data in Figure 2.10 with Figure 2.11 is
shown, which shows the irradiance data in the PVsyst database. However, the differences
are normal since the simulation follows the database, and the actual data may vary in
certain months. Also, there are slight variations in the irradiance base due to the location
used for each installation when generating the data on the meteonorm, or versions of
meteonorm.

Figure 2.10 – Generation of UNICAMP PV plants in MWh.
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Figure 2.11 – Meteonorm irradiance data in PVsyst software in the region of Campinas-
Brazil.

The real and simulated capacity factor (CF) was also calculated and plotted
in Figure 2.12. The equation used was the 2.2 [64].It can be seen that the CF was in a
close range, with the exception of the UMG, as it is an installation without shading by
objects or buildings. The result shows that in total the CF was higher for the real data.
This fact is due to the UMG that exerts greater weight, as it is a larger installation.

𝐶𝐹 = 𝑁𝑒𝑡 𝐴𝐶 𝑒𝑛𝑒𝑟𝑔𝑦 (𝑊ℎ)
𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑜𝑢𝑡𝑝𝑢𝑡 𝑝𝑜𝑤𝑒𝑟 (𝑊 ) · 8760 ℎ

(2.2)

Figure 2.12 – Real and simulated capacity factor of PV installations.

To verify the impact of PV production on the university’s energy consumption,
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the annual consumption of 2019 was used and compared with the first twelve months of
the PV plants. The result was presented in table 2.16, verifying that all PV plants produce
about 1.13 % of the energy. The year 2019 was chosen since later, other energy bills were
impacted by the quarantine during COVID-19, showing a large reduction in consumption.
To meet UNICAMP’s consumption, more than 40 MWp of PV power would be needed due
to the size of the campus, also called the university city. This would pass from Brazilian
resolution to distributed generation. Thus, the energy consumed began to be purchased
in the free contracting environment model, originated by a renewable source. In Figure
2.13, the difference between consumption and energy generated by PV plants can be seen
in a graph.

Table 2.16 – Comparison of energy consumed by UNICAMP in relation to the amount of
energy converted by PV plants.

Months Energy Consumption 2019 (MWh) First months of PV energy generation (MWh) Energy generated (%)
1 6,738.97 72.55 1.08
2 5,768.16 58.09 1.01
3 6,189.12 77.21 1.25
4 6,264.38 64.91 1.04
5 5,798.96 52.99 0.91
6 4,847.49 49.43 1.02
7 4,699.87 57.22 1.22
8 5,149.54 60.15 1.17
9 5,841.89 64.38 1.10

10 6,707.65 80.54 1.20
11 6,128.38 72.98 1.19
12 5,462.49 73.85 1.35

Total 69,596.9 784.29 1.13

Figure 2.13 – UNICAMP’s energy consumption in 2019 and energy converted by PV
plants in the first months in MWh.
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2.5.2 Economic evaluation

The UNICAMP is a consumer of the free energy market in Brazil. The Free
energy market is a type of modality in which the consumer buys energy from other plants
through contracts. Therefore, the cost of energy is lower than that of the local distributor.
In the free energy market, the energy produced by the PV system is consumed by the
load instantly or injected into the grid, in the second case, without financial return.

To show the economic evaluation of PV systems in this type of market, several
figures of economic merit are presented in this section: Payback, Net Present Value (NPV),
Internal Rate of Return (IRR), and Levelized Cost of Energy (LCOE).

Payback is the time to return the investment. NPV is the figure of merit that
represents the present value of future payments discounted based on an interest rate
(discount rate). The equation 2.3 presents the NPV calculation, where, Ct total costs of
the solar plant during its useful life, d the discount rate, t number of years, and I is the
initial investment. The IRR is the rate equivalent to the discount rate that a cash flow
must have for the NPV to be equal to zero.

𝑁𝑃𝑉 =
(︃

𝑇∑︁
𝑡=1

𝐶𝑡/ (1 + 𝑑)𝑡

)︃
− 𝐼 (2.3)

Finally, LCOE, is the leveled value that costs the electrical energy produced by
the PV system over its lifetime, calculated by the equation 2.4 [65]. For these calculations,
the parameters in the Table 2.17 were used. The currency amount in real (R$) may be
converted into dollars by applying a conversion rate of approximately R$ 5 per dollar. As
there are taxes, and the direct conversion sometimes does not represent the correct value,
the use in real (R$) currency was chosen for the paper.

𝐿𝐶𝑂𝐸 =
∑︀𝑡=0

𝑇 𝐶𝑡/ (1 + 𝑑)𝑡∑︀𝑡=0
𝑇 𝐸𝑡/ (1 + 𝑑)𝑡 (2.4)

Table 2.17 – Parameters for economic evaluation

Parameter Value
System Cost R$/Wp 4.64
O&M annual 1% of the system cost

Energy inflation per year 8%
Annual Degradation Losses (PID) 0,5%

Discount rate 10 %

As a result, the values in the Table 2.18 were obtained. The financial return
was higher than predicted in the simulations based on the first year of recorded data. The
LCOE was presented considering the NPV and without using the discount rate.
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Table 2.18 – Result of the economic evaluation

Figures of Merit Simulation Real Data
Payback 7.65 Years 7.44 Years

NPV R$ 2,000,339.05 R$ 2,158,264.23
IRR 16.33 % 16.77 %

LCOE-NPV R$ 0,414/kWh R$ 0,4/kWh
LCOE R$ 0,174/kWh R$ 0,168/kWh

The payback based on data from the first measured year plus degradation
resulted in 7.44 years, and simulation 7.65 years. In Figure 2.14 it is possible to verify
the cash flow with this return period. The payback increased considerably because it is
in the free energy market, unlike what it would be for consumers who buy energy from
the distributor, and it has a higher energy rate, resulting in lower paybacks.

However, consumers who are in the free energy market have the benefit of
acquiring energy from renewable sources at a low cost, being an option instead of using
PV systems. Or make use of both (like the UNICAMP), even with a higher payback than
it would be for a consumer of the local distributor.

Figure 2.14 – Accumulated Cash Flow for both scenarios.

2.6 Conclusions and future works

This paper presented studies and information relevant to the insertion of PV
solar energy at UNICAMP. For a year of data collected, a real generation of 784.29 MWh
was observed, compared to simulation results of 759.04 MWh for the same system. This
shows that the PV plants are generating in the expected value range, even with FEEC 2
system being turned off for studies in certain periods and some problems that occurred
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during the 12 months that were commented above. With payback of less than 8 years and
LCOE of R$ 0.4/kWh based on the first year of data.

The impact of current PV plants is 1.13 % of the consumption obtained in the
year 2019. The result is a consequence of the university’s high consumption, which would
need more than 40 MWp of PV plant. However, as it is a consumer of the free energy
market and has demand at night, it would not be possible to maintain itself with PV
energy alone, without a storage system, which is not feasible at the moment.

The insertion of other PV plants in UNICAMP continues with an electro-post
for electric buses with 19 kWp, Microgrids with 607 kWp, an energy efficiency program
(PEE) in hospitals with 1,095 kWp and a 6 kWp PV kiosk. It is expected that, in the
upcoming two years, the total power of PV systems at UNICAMP will be approximately
2.2 MWp. These new PV systems are from other projects linked to the “sustainable
campus". In addition, new projects are underway to scale sustainable campus initiatives
to other public buildings in São Paulo, Brazil.

With the studies carried out by the group, we hope to encourage the con-
struction of other PV plants within UNICAMP, as we have a current success story and
encourage other universities to use renewable energy sources, contributing to sustainable
development and more studies for the sector. The project also served to study new PV
module technologies; modeling and creating a tool for simulation of campus PV systems;
creation of a low-cost PV curves tracer prototype to assist in the commissioning of small
PV installers; and dissemination of knowledge through training and workshops. All of this
content was of paramount importance for the success of the Sustainable Campus project
and exchanges of experience with the market and academic community.

For future work related to PV plants, it is intended to analyze the mismatch
of different types of PV modules in different PV plants; check the degradation of the
different PV modules; evaluate the reliability of PV inverters; and impact of dirt in the
region on energy conversion by PV plants.
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Supplementary material

Update of Sustainable Campus project initiatives

The Sustainable Campus project remained active after the publication of the
article presenting the results of its first cycle. By 2024, there are 7 projects within the
Sustainable Campus with companies and/or government entities for improvements and
studies on the Unicamp campus, with approximately 45 partners. Over 6 years, more
than R$ 50 million in external funding and R$ 40 million from Unicamp’s own resources
have been secured for project initiatives. The result is an annual savings of over R$ 15
million. Through the project, 34 courses have been developed based on research findings,
benefiting 932 students as of 2024.

Regarding energy efficiency, the project has replaced over 30,000 bulbs with
LEDs and is currently replacing over 100,000 more internally, along with 2,615 street
lights on campus. Additionally, more than 2,000 air conditioners have been upgraded to
more efficient models. The PV systems have also been expanded; by 2024, there is an
installed capacity of 2.5 MWp, with plans to expand to 5 MWp with new systems to be
installed.

Within the Sustainable Campus project, the CPTEn (São Paulo Center for
Energy Transition Studies) was established with support from FAPESP, aimed at experi-
menting with new energy transition solutions and technologies. The project now involves
about 209 researchers and has 8 sources of funding to support students. Project partners
include UNESP, UTFPR, USP, UFG, Mackenzie, PUC Minas, IFSP, PUC-Campinas,
Uninove, CTI Renato Archer, TU Delft, and LUT University. The project has already
published 221 articles.

Month of the first data obtained from real generation

Table 2.19 – Month of the first data obtained from real generation

PV Installation First data
Gymnasium May/2019
FEEC I August/2019
FEEC II September/2019
NIPE October/2019
Museum September/2019
Extecamp September/2019
FEC September/2019
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Note on nomenclature

In scientific literature, the term “Error” is commonly used to compare real data
with simulated data, as is done in this thesis. However, some authors prefer to reserve the
term “Error” exclusively for the comparison between two real datasets or two simulations
(with one serving as a reference). In such cases, the term “Discrepancy” may be more
appropriate.
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Abstract: Solarimetric stations in photovoltaic (PV) systems serve an essen-
tial role in identifying issues and evaluating performance by providing data for simu-
lations. This study aims to illustrate the value of employing solarimetric station data
through a case study of a PV installation. The methodology involved using solarimetric
station data, comprising global, direct normal, and diffuse irradiance, to generate Plane
of Array (POA) irradiance data. The POA data were input into the PVsyst software to
simulate and compare with actual energy generation. A significantly lower discrepancy of
0.21% was discovered between the real and simulated data using POA, versus a 3.13%
discrepancy with meteonorm data in PVsyst. This outcome emphasizes the enhancement
in simulation precision when integrating real-world POA data, highlighting the necessity
to leverage authentic irradiance data for accurate PV system simulations. Additionally,
statistical analyses were conducted to comprehend the relation between POA and the
generation data.
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3.1 Introduction

A solarimetric station or solar weather station, is a set of instruments for
measuring various aspects/characteristics of sunlight intensity and weather conditions
[67, 68]. It typically consists of devices, such as pyranometers to measure global solar
radiation, pyrheliometers for direct solar radiation, and sensors for other meteorological
parameters like temperature, wind speed, and humidity. Some stations also include devices
to measure diffuse solar radiation, albedometer [69], and sunlight incidence angle, mainly
in studies of photovoltaic (PV) plants.

These stations provide comprehensive, accurate, and real-time solar irradiance
and meteorological data, which are integral for precise planning, design, and performance
assessment of PV power systems. For example, they can be used to perform simulations
in PV software more accurately, since part of the error comes from the solarimetric bases
of satellites. Simulation outcomes may vary with data used [70].

In this context, this paper presents a case study analyzing the energy gener-
ation of a PV system using data from a solarimetric station. A comprehensive dataset
was collected from both the solarimetric station and PV inverters at the same location
over the same year. The data were then processed to generate Plane of Array (POA)
irradiance [71] information and used in PVsyst simulations to validate against real-world
outcomes. This process allowed for an assessment of the similarity between the expected
generation, obtained through simulations, and the real production when using local data
in PVsyst.

The results were compared with previous simulation data created for the design
of the PV plant using PVsyst and Meteonorm. Additionally, a statistical evaluation was
conducted to understand the relationship between the POA data and PV power, adding
further depth to the analysis. The scientific and technical contributions were as follows:

• Integration of Real-World Data: This work incorporates real-world data from a
solarimetric station and PV inverters, emphasizing the importance of using actual
data in the analysis and simulation of PV systems.

• Validation of Simulation Models: The study validates the accuracy of simulations
performed in PVsyst using data generated by the conversion model for the POA
Irradiance. This contributes to the reliability of simulation tools in predicting real-
world outcomes.
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• Comparison with Existing Simulation Data: The paper compares the results with
previous simulation data created using PVsyst and Meteonorm. This provides in-
sights into the consistency and accuracy of different simulation methods, guiding
best practices for PV system design.

• Statistical Analysis of Irradiance and PV Power: It includes statistical evaluation
to understand the relationship between POA data and PV power production. This
contributes to a scientific understanding of the factors influencing PV system per-
formance in real-world scenarios.

3.2 Solarimetric Data

3.2.1 Components of solar irradiance

The Fig. 1 showcases the components of solar irradiance. The segment of ir-
radiance that hits the Earth’s surface along the line from the observer to the center of
the sun, untouched by external factors such as dust, gasses, clouds, or other particles, is
referred to as Direct Normal Irradiance (DNI) [72]. There is also a portion of irradiance
that journeys through the atmosphere, undergoing scattering events, for instance by a
cloud, which is termed Diffuse Horizontal Irradiance (DHI). The amalgamation of these
two, the direct and diffuse horizontal irradiance, results in what is known as the global
horizontal irradiance [73].

Figure 3.1 – Components of solar irradiance.

Knowing this, the global horizontal irradiance can be defined as the aggregate
of solar energy that reaches the Earth’s surface, as expressed in Eq. (3.1). Knowledge of the
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global (GHI), direct (DNI) and diffuse irradiance (DHI) spectrum incident on the earth’s
surface is crucial to understand and analyze the power generation of PV systems [73].

𝐺𝐻𝐼 = 𝐷𝑁𝐼 · 𝑐𝑜𝑠 (𝜃) + 𝐷𝐻𝐼 (3.1)

3.2.2 Plane of Array (POA) irradiance data

In the context of PV systems, it’s crucial to convert irradiance to the POA,
which corresponds to the inclined plane of the PV module. This is because the system
is usually tilted at a certain angle to optimize the usage of irradiance, particularly when
considering the annual average for fixed systems. Transposition models ascertain the total
POA irradiance by computing the individual contributions from direct, ground-reflected
diffuse, and sky diffuse components incident on the POA [74]. One of the classic examples
for POA irradiance modeling is the Perez model [75].

3.2.3 Solarimetric Station

The solarimetric station used in the tests is shown in the Fig. 3.2. This station
provided the capability for meticulous data collection. Since 2020, it has been possible
to collect a full year’s worth of data on PV energy generation as well as solarimetric
information.

A solarimetric station is composed by sensors that measure solarimetric and
meteorological parameters of the environment, as shown in the Table I. This data pro-
vides important information regarding the performance assessment of PV power plants.
The Unicamp Solarimetric Station has two pyranometers, that measure GHI and DHI
(measured with a shading plate that follows the sun track and block the DNI), and one
pyrheliometer (provides the DNI component from GHI).

Table 3.1 – Solarimetric station sensors and measured environmental factors

Sensors Measured Parameters Unit
Pyranometer Global Solar Irradiance W/𝑚2

Thermohygrometer Ambient Air Temperature and Humidity °C and %
Anemometer Wind speed and direction m/s and
Pluviometer Rainfall cm
Albedometer Albedo Dimensionless

The IEC 61724-1 (Photovoltaic System Performance Part 1: Monitoring) [76]
is the standard that provides informations about which parameters are needed and how to
measure them in a solarimetric station and throughout the PV power plant. This standard
classifies the PV monitoring systems between two classes: Class A and B. Both of them
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Figure 3.2 – Unicamp Solarimetric Station.

measure irradiance, environmental factors and electrical output data, the difference being
the types of parameters that need to be measured, the samples and records interval, and
the sensors classifications.

The main sensor used in a solarimetric station is the pyranometer, which mea-
sures the global solar irradiance on different situations, depending on tilt and position in
the field. The pyranometer has three classifications, according to the ISO 9060:2018 [77]:
Class A, B and C, going from highest to lowest. The pyranometer used on this study has
a Class B classification.

3.2.4 POA irradiance modeling according to the PV Software

In this work, a pyranometer wasn’t installed in the same tilt as the PV mod-
ules, because the solarimetric station wasn’t set up for this PV study. Thus, the POA
parameter was calculated, where the horizontal values from irradiance components col-
lected on the solarimetric station were applied. To find the POA value it’s necessary to
sum the three components of irradiance that reach the PV module’s surface [78]: incident
beam irradiance (Ib), incident sky diffuse irradiance (Id), and incident ground-reflected
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irradiance (Ir), as can be seen in Eq. (3.2).

𝑃𝑂𝐴 = 𝐼𝑏 + 𝐼𝑑 + 𝐼𝑟 (3.2)

The software calculated each one of the irradiance components in Eq. (3.2),
according to physical modules, to provide the POA value. To find the Ib, the Eq. (3.3)
was used to transpose the DNI from horizontal plane to PV module surface [78].

𝐼𝑏 = 𝐸𝑏 · 𝑐𝑜𝑠 (𝐴𝑂𝐼) (3.3)

AOI is the "Angle of Incidence", which is the sun incidence angle defined as
the angle between beam irradiance and the normal line considering the subarray surface.
Eb is the Direct Normal Irradiance (W/𝑚2) [78]. For the Id value, the software has three
options of physical models, but only one can be choosen to make the estimative. For this
study, the equation defined to calculate the incident sky diffuse irradiance was from the
Perez 1990 model [75], as it can be seen in Eq. (3.4).

𝐼𝑑 = 𝐷𝑖 + 𝐷𝑐 + 𝐷ℎ (3.4)

The Perez model is a more complex computacional method then the other
two (Isotropic and HDKR), due to the fact that it considers the isotropic (Di), circum-
solar (Dc) and horizon brightening (Dh) components of incident diffuse irradiance [78].
Furthermore, the SAM’s Perez sky diffuse irradiance model has a modification in the
implementation that treats diffuse irradiance as isotropic for 87,5° <= Z <= 90°, as Z is
the solar zenith angle [78]. Also, the Perez model differs from the isotropic and HDKR
in the use of empirical coefficients present on the table from [78], which is derived from
measurements over a range of sky conditions and locations instead of mathematical rep-
resentations of the sky diffuse components. Each component from the diffuse irradiance
on the Perez model has your modelling showed in [78].

Finally, to provide the Ir, the software applied Eq. (3.5). The equation is a
function of the beam normal irradiance and sun zenith angle, sky diffuse irradiance, and
albedo (ground reflectance) [79]:

𝐼𝑟 = 𝜌 · (𝐸𝑏 · 𝑐𝑜𝑠𝑍 + 𝐸𝑑) ·
(︃

1 − 𝑐𝑜𝑠𝛽

2

)︃
(3.5)

According to Eq. (3.5), the Albedo (𝜌) is considered, being the reflectance
property of the material, which makes up the surface through which light is reflected and
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reaches the module‘s surface, 𝐸𝑑 is the diffuse irradiance and 𝛽 is the subarray surface‘s
tilt. For more details about albedo selection, the [78] report provides these information.

3.3 Simulation Software: PVsyst

To effectively design PV systems and gather comprehensive data for future
analyses, simulations are highly recommended. One prevalent software in the industry
that aids in such simulations is PVsyst [80]. This software offers the ability to specify
equipment, examine potential shading effects, assess various losses, and perform other cru-
cial studies. To facilitate these simulations, PVsyst incorporates a solarimetric database,
usually Meteonorm. However, to enhance the accuracy of these simulations, incorporating
site-specific real data, when available, is considered beneficial and advantageous.

3.4 Methodology

Firstly, we collected data from the solarimetric station for the year 2020, which
included global, direct normal, and diffuse irradiance measurements. The data and instal-
lation are part of the Unicamp Sustainable Campus project - “Projeto Campus Susten-
tável” (see Fig. 3.3). The collected data was then converted into POA irradiance data
format.

Table 3.2 – Comparison between real and simulated data
Month Real (MWh) PVsyst Projected (MWh) PVsyst with POA (MWh) Error - Real x Projected Error - Real x POA

January 48.61 42.60 44.92 12.36% 7.59%
February 38.92 41.98 33.47 -7.86% 14.02%

March 50.85 41.26 48.21 18.86% 5.20%
April 42.02 36.88 39.39 12.23% 6.26%
May 35.00 34.70 39.08 0.86% -11.66%
June 29.28 31.28 33.08 -6.83% -12.97%
July 34.38 35.87 38.29 -4.33% -11.37%

August 35.50 40.21 39.08 -13.27% -10.08%
September 40.59 40.41 44.28 0.44% -9.08%

October 42.55 42.98 44.45 -1.01% -4.46%
November 52.49 47.94 44.30 8.67% 15.61%
December 46.53 45.05 47.14 3.18% -1.32%

Total 496.72 481.16 495.67 3.13% 0.21%

In later stage, the converted POA data was imported into PVsyst for simulation
purposes. This data was compared with the original project’s simulation data, which had
been modeled using Meteonorm data. The primary aim of this comparison was to analyze
and quantify the discrepancies between the simulated and actual energy production of
the PV system, thus enabling a better understanding of the influence and importance
of utilizing accurate irradiance data for PV system simulations. The findings from this
study stress the significance of harnessing real-world solarimetric station data to boost
the precision of PV system simulations and performance evaluations. The flowchart of the
steps described in the methodology can be seen in the Fig. 3.4.
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Figure 3.3 – PV plant installed at UNICAMP.

Equation (3.6) was employed for assessing the discrepancy between actual (Yi)
and simulated data (Ŷi), both on a monthly and annual average scale [80]. This facilitates
a comparison between the simulated power generation using either meteorological or POA
irradiance data and the actual data.

𝐸𝑟𝑟𝑜𝑟(%) =
(︃

𝑌𝑖 − 𝑌𝑖

𝑌𝑖

)︃
· 100 (3.6)

3.5 Results and Discussions

The Table 3.2 showcases a comparative analysis of the generated energy, the
projected output in PVsyst prior to acquisition of the solarimetric data, and the simulation
in PVsyst post incorporation of local solarimetric data. When compared to the real data,
the simulation with Meteonorm data exhibited an error of 3.13%, whereas the simulation
incorporating local solarimetric data exhibited a significantly lower error of 0.21%. While
both simulations were close to the real data, the performance noticeably improved when
solarimetric data collected from an onsite station was utilized in the simulation.
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Figure 3.4 – Flowchart of methodology.

Another insightful visualization, generated using Tableau 2023, is the com-
parative analysis of the daily curves of the PV system and the POA irradiance (Fig.
3.5). Visually, these curves exhibit similar characteristics, differing in the few delays of
occurrence, likely attributable to the data recording process and averaging techniques.

Figure 3.5 – Graph of selected days for DC power (Pdc) and POA irradiance.

In Fig. 3.6, histograms were plotted for POA irradiance and Pdc, highlighting
a similarity in the behavior of the curves, particularly in the blue-shaded region. This in-
dicates that the measured solarimetric data closely follows the data for energy generation.
The histograms provide a visual confirmation of the correlation between solar irradiance
(POA) and power output (Pdc), demonstrating their interdependence in the context of
PV system performance analysis. Some additional PV installation data can be found on
the platform www.profjl.com/projetoif.
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Figure 3.6 – Year 2020 histogram for DC power (Pdc) and POA irradiance.

Finally, Pearson correlation was applied between the POA irradiance and the
data from the PV inverters at the Unicamp Gymnasium. The matrix was constructed
using a 15-minute step for the data. Pearson correlation yields a correlation coefficient
that ranges from -1 to 1 [81, 82]. A value of 1 indicates a perfect positive correlation,
signifying that both variables increase in perfect proportion. Conversely, a value of -1
indicates a perfect negative correlation, implying that one variable increases as the other
decreases. A value close to 0 suggests a weak linear relationship between the variables.
The matrix obtained is illustrated in Fig 3.7. As a result, it was observed that there is a
strong positive correlation between POA irradiance and the installation data, confirming
the importance of using local data in simulations.
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Figure 3.7 – Correlation matrix for POA irradiance and inverters data.

3.6 Conclusion

This paper stressed the significance of incorporating solarimetric data in PV
systems simulations, demonstrated through a case study. The use of local solarimetric
data was found to enhance the performance of PVsyst simulations, yielding a discrepancy
of a mere 0.21% when juxtaposed with real energy generation. Furthermore, the analysis
included graphical comparisons and an examination of the data distribution between the
POA irradiance and the power output from the inverter, details of which will be elaborated
upon in the full version of this paper. Looking towards future investigations, the intention
is to apply the same methodology to other PV installations. This is motivated by the
aspiration to reinforce the utilization of solarimetric data in performance evaluations and
thereby further optimize the simulation’s reliability. The results from this study serve as a
compelling testament to the critical role of solarimetric data in advancing the precision of
PV system’s simulations. In addition, it is interesting to conduct further tests with POA
irradiance data from pyranometers of different classes without using data conversion in
the horizontal plane.
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Abstract: With the increasing number of photovoltaic (PV) systems, it has
become increasingly important to understand the behavior of all variables that permeate a
system and their relationships to detect anomalies and optimize system performance. This
work proposes applying Data Science concepts to three years’ worth of data from a 336.96
kWp system located in Campinas, Brazil. One of the challenges seen in the literature was
defining what to apply to analyze the data. To this end, a new methodology was devised
based on analyzes applied in other works, proposing a way of analyzing PV data. For
the PV plant studied, the results showed that there was a reduction in energy generation
over the years, possibly due to degradation or soiling in the modules, and the correlation
of variables for the inverter model studied. The application of data science techniques
can provide valuable information to optimize system performance, increase energy effi-
ciency, and reduce maintenance costs, especially when combined with PV inverters power
electronic data.

Keywords: Photovoltaic systems, data science, pearson correlation, histogram.
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4.1 Introduction

With the aim of diversifying energy sources, promoting sustainability and re-
ducing costs, the use of photovoltaic (PV) systems has grown all over the world [20].
However, it is crucial to regularly assess the performance of these systems to ensure that
technical and economic forecasts are sustained. In this sense, data science can be a valu-
able ally.

Analyzing data-driven systems is crucial, as it provides an opportunity to com-
prehend the underlying data and identify potential anomalies or latent issues. Conducting
this preliminary analysis not only contributes to the early detection of any irregularities
but also enables an understanding of patterns, characteristics, and trends within the data.
Furthermore, it can assist in the appropriate selection of machine learning algorithms and
types, thereby facilitating the process of model implementation and optimization, if nec-
essary.

Exploratory data analysis consists of clarifying the structure of the data and,
when necessary, enabling transformation into a format that enables the extraction of the
necessary information [84]. Depending on the case, methods can be applied to filter data,
reduce dimensionality, clean noise, for example, Principal Component Analysis (PCA)
[85].

Several works in the literature utilize datasets for various analyses of PV sys-
tems [86–91]. However, there is a certain difficulty in finding a standardized methodology
for conducting exploratory analyses on PV systems. Each study adopts a different ap-
proach to process and perform the necessary tests. This variability may be attributed to
the diverse nature of these systems and data acquisition. In this study, the methodology
for exploratory analysis is grounded in datasets extracted from PV inverters, containing
basic input and output information, such as voltages and currents.

Thus, this study presents a novel methodology for assessing data extracted
from PV systems. To achieve this, data from a 336.96 kWp PV system located at the
University of Campinas, Brazil, as part of the Campus Sustentavel project [33], were
utilized. The performance of the PV system was evaluated using data science techniques,
encompassing data collection and preprocessing, Pearson’s correlation analysis, histogram
analysis, and forecasting employing the Weibull distribution. With the analyzes carried
out and tests, this work resulted in the following contributions:

• Creation of a methodology for exploratory analysis of PV systems.

• Examination of three years’ worth of authentic PV data through data-science ap-
proaches.
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• Provision of insights for optimizing PV system output and identifying potential
issues.

• Facilitation of data-driven decision-making for future PV installations.

4.2 Data Science and PV systems

4.2.1 Grid-connected PV power system

A grid-connected PV system is made up of several components that work
together to produce electricity from sunlight. Fig. 4.1 illustrates a conventional PV archi-
tecture when connected to the electrical grid [20].

Figure 4.1 – Conventional PV Architecture. Adapt [20].

PV modules are responsible for transforming sunlight into electrical energy.
The PV inverter converts the energy produced by the set of PV modules into energy
usable by the electrical grid. Data collection in a PV system connected to the electrical
grid is done by the PV inverter [19], which as a rule, records information about energy
generation, such as the amount produced and the efficiency of the system.

4.2.2 Pearson’s Correlation

Pearson’s correlation is a widely used statistical tool that measures the lin-
ear association between two quantitative variables. This correlation coefficient can be
computed only if data regarding at least two quantitative variables are available. The
Pearson’s correlation coefficient ranges from -1 to +1, where values near +1 imply a
strong positive correlation between the variables, values near -1 suggest a strong negative
correlation, and values close to zero indicate either a weak correlation or no correlation
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at all [82]. Numerous studies employ Pearson correlation as a well-established measure in
the literature, including applications within the field of solar research [92–94].

4.2.3 Histograms and Data Distributions

Histograms represent a powerful statistical technique employed for depicting
the distribution of data within a dataset [95]. This visualization tool works by breaking
down the data range into smaller intervals or classes and then counting the number
of observations present in each class. The resulting bar chart illustrates the frequency
for each class, enabling the identification of patterns, including skewness and kurtosis.
Additionally, histograms can be instrumental in identifying outliers within a dataset,
such as data gathered from a PV inverter.

When it comes to data distributions, it is basically a mathematical function
capable of returning the probability that a random variable assumes a certain value.
Therefore, it is useful for modeling the distribution of a random variable in terms of its
mean, standard deviation, and other statistical properties. A very common example in
renewable energy applications is the Weibull distribution, being applied in works like [96].

Numerous studies employ histograms in conjunction with data science in the
realm of solar energy research. In the study by [97], histograms played a pivotal role in
gaining insights into the degradation of PV cells, providing a valuable tool for compre-
hending the dataset employed by the authors. In contrast, [68] noted in their concluding
remarks that histograms were utilized to demonstrate the departure from a normal distri-
bution in solar irradiance. In a distinct approach, [98] harnessed histograms to scrutinize
the error associated with training, validation, and testing of machine learning models
employing neural networks for solar resource assessment, ultimately aiding in the deter-
mination of suitable locations for solar system installations.

4.2.4 Boxplot

The boxplot technique is a graphical method employed to detect outliers. This
method is notable for not including extremely outlier values when calculating a measure
of dispersion. Internal and external boundaries are defined based on quartiles, preventing
extreme values from distorting the analysis [99].

In [68], the boxplot was employed to assess the extent to which a dataset
adheres to a normal distribution when dealing with solar irradiance. In [100], it was used
to evaluate the detection of potential faults, integrated into the methodology for analyzing
the quality of PV systems with descriptive statistics. In another study [101], the boxplot
technique was also applied to detect faults in PV system strings.
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Figure 4.2 – Description of the PV Project at the Unicamp Gymnasium.

4.3 Sustainable Campus Project

The University of Campinas (UNICAMP), in collaboration with CPFL Brazil
(the local electricity distributor), initiated the "Sustainable Campus" project in August
2017, aimed at promoting sustainability across the university [38]. This comprehensive
project encompasses twelve subprojects, each concentrating on various research areas. The
data used was from the PV solar energy subproject, especially in the largest installation,
which was the Gymnasium. Fig. 4.3 shows the installation used for the research.

Figure 4.3 – PV Installation at the Unicamp Gymnasium, Brazil.

The installation, with a capacity of 336.96 kWp, consists of five inverters, each
with the same power rating. Consequently, each inverter can be regarded as an individual
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system since the data is obtained from each inverter. Figure 4.2 provides a description of
the project, including the number of modules in each inverter and their respective models.

4.4 Methodology

First, Pearson’s correlation analysis is performed to investigate the relationship
between variables, enabling the identification of potential interdependencies among the
data. Next, analyses of data distributions are conducted to understand their variability
and statistical characteristics. To visualize these comparisons, histogram plots are used,
providing a clear and concise representation of data distribution. Additionally, boxplots
are employed, highlighting the median, quartiles, and outliers of the data for each year
or season (due to page limitations). This allows for easy comparison and identification of
any variations. Finally, an annual energy generation study is conducted, and the results
are analyzed to internally construct a storytelling narrative.

All the discussed implementations were based on statistical methods found in
the literature [68,92–94,96–98,100,101]. In this work, we propose the use of the flowchart
in Fig. 4.4 as a data-driven methodology for standardizing such analyses or as a starting
point.
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Figure 4.4 – Flowchart for Exploratory Analysis of data collected from PV systems.



Chapter 4. Data-Driven Analysis of Solar Photovoltaic Systems 77

Lastly, the Weibull distribution is applied to calculate the probability of the
inverter operating at maximum power, providing valuable insights for system sizing and
efficiency. This information can be used to optimize operation and maintenance strategies,
maximizing energy generation and reducing costs in the PV system. Overall, our method-
ology enables a comprehensive analysis of PV systems, facilitating the identification of
patterns, correlations, and optimization opportunities for improved system performance.

4.5 Results and Discussions

After the data had been processed, the statistical analyses outlined in Fig. 4.4
were conducted. The initial analysis involved Pearson’s correlation, which was computed
for the entire system as a whole and separately for individual inverters. As illustrated in
Fig. 4.5, the correlation analysis was performed on the three years of data for all inverters
combined. Fig. 4.6 further presents the correlation results separated by year for Inverter
A, given its resemblance to the patterns observed in the other inverters, although these
are not presented in this paper.

As part of the discussion, it was observed that current exhibited a perfect
positive correlation with power, indicating their proportionality. In contrast, voltage and
frequency demonstrated weak or negligible correlations with power and current. These
findings align with the inherent complexities of PV inverters, stemming from intricate
interactions between the electrical characteristics of PV modules and the control processes
within the PV inverter. In the event of a non-positive correlation between current and
power, it could potentially signify the presence of an anomaly.

The next step involved annual histograms for each inverter, along with annual
comparisons. The results are presented in Fig. 4.7, 4.8, 4.9, 4.10, and 4.7. Two noteworthy
observations emerged from the histogram analysis. Firstly, it was evident that in the first
year, the inverter exhibited higher power values compared to the subsequent years, indi-
cating visible degradation—a phenomenon expected in a PV system. However, as a second
observation, it became apparent that Inverters D and E experienced a significantly more
substantial reduction in power compared to the other inverters, hinting at an anomaly,
despite having fewer PV modules.
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Figure 4.5 – Correlation Matrix of the Unicamp Gymnasium dataset for three years.

Figure 4.6 – Correlation Matrices for Inverter A at the Unicamp Gymnasium.

Figure 4.7 – Histogram for Inverter A at the Unicamp Gymnasium.
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Figure 4.8 – Histogram for Inverter B at the Unicamp Gymnasium.

Figure 4.9 – Histogram for Inverter C at the Unicamp Gymnasium.
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Figure 4.10 – Histogram for Inverter D at the Unicamp Gymnasium.

Figure 4.11 – Histogram for Inverter E at the Unicamp Gymnasium.

The Weibull distribution also was applied and an attempt was made to verify
the probability of the inverter working at its maximum in a data set for each year. The
result obtained showed that the probability has been reducing each year (8.23%; 7.25%;
5.87%), proving the degradation of the system or soiling. Thus, it is necessary to evaluate
and define new maintenance routines.

Subsequently, boxplots were generated with the initial focus on assessing the
power output of all PV inverters throughout the years 2020, 2021, and 2022. Notably, in-
verter A exhibited a consistent performance profile (see Fig. 4.12), indicative of normalcy,
while in the case of inverter D (see Fig. 4.13), significant disparities emerged across the
years. This underscores the efficacy of the boxplot tool within this context. Notably,
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within inverter D, the boxplot for the year 2022 exhibited distinct behavior compared to
the others, standing out due to a significant reduction in power. This reduction also led to
a notable deviation of the median from the mean; however, in the case of inverter D, the
boxplot was considerably more compressed. This observation raises a flag for potential
anomalies. While a decrease in irradiance levels could conceivably lead to a reduction in
the boxplot values for 2022, the magnitude of reduction in inverter D appears to deviate
from the patterns observed in the other inverters.

Figure 4.12 – Annual boxplot of Inverter A at the Unicamp Gymnasium.

Figure 4.13 – Annual boxplot of Inverter D at the Unicamp Gymnasium.
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Subsequently, an investigation into PV generation was conducted. To this end,
graphical representations were generated depicting the total PV generation for the year
(see Fig. 4.14), as well as the generation attributed to each inverter over the span of three
years (see Fig. 4.15). The graph presented in Fig. 4.14 highlights a discernible decrease
of 10.90 % between the years 2021 and 2022. In Fig. 4.15, a reflection of the findings
from the previously examined boxplot analysis is evident, with inverter D exhibiting a
notably substantial reduction in generation, prominently during the year 2022. These
results substantiate the imperative for an exhaustive examination of the installation,
with a specific focus on inverter D. Drawing upon these insights, it becomes feasible to
craft an easily comprehensible narrative, a strategy that aligns seamlessly with the art of
storytelling (ex. https://www.profjl.com/projetoif).

Figure 4.14 – Total energy generation for the PV installation of the Unicamp Gymnasium.
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Figure 4.15 – Total energy generation of each PV Inverter at the Unicamp Gymnasium.

4.6 Conclusion

The presented data underscores a notable downward trend in the occurrence
of higher power outputs from the PV system over the years, indicative of a decrease in its
overall production. To safeguard against further declines, it is imperative to delve into the
root causes driving this trend. Furthermore, the investigation unveiled that, within this
system, DC current exerts a more substantial influence on power output than voltage. As
a primary outcome, this study accentuates the system’s potential for early detection of
performance deviations, a phenomenon notably exemplified in the case of inverter D.

Therefore, the application of data science techniques proves indispensable for
comprehending the PV system’s dynamics, particularly with regard to the PV power
converter. As well, such analytical approaches aid in elucidating the dataset’s intricacies
and serve as a preparatory step for more intricate analyses involving artificial intelligence.



84

5 Classification of Anomalies in Photovoltaic
Systems using Supervised Machine Learn-
ing Techniques and Real Data

Paper published in Energy Reports [102] ©2024 Elsevier. Reprinted, with per-
mission, from de Silva, J.L. S. Classification of Anomalies in Photovoltaic Systems using
Supervised Machine Learning Techniques and Real Data, June, 2024.

This manuscript, authored by João Lucas de Souza Silva, Eslam Mahmoud,
Rômullo Randell Macedo Carvalho, Tárcio André dos Santos Barros. The paper is associ-
ated with the Digital Object Identifier (DOI): <10.1016/j.egyr.2024.04.040>. This work
was developed with TotalEnergies financial support. In addition, we are grateful to all
collaborators from University of Campinas (UNICAMP). We acknowledge the support
of ANP (Brazilian National Oil, Natural Gas and Biofuels Agency) through the R&D
levy regulation. Acknowledgements are extended to the Center for Energy and Petroleum
Studies (CEPETRO) and School of Electrical and Computer Engineering (FEEC). The
authors would like to thank the Campus Sustainable Project Unicamp for the data. Fur-
thermore, the authors extend their gratitude to the late Professor Marcelo Villalva (1978-
2023), foremost figures in the global solar energy scenario, for providing us with all the
knowledge and opportunities during our professional engagement.

Abstract: In a photovoltaic (PV) plant, various types of anomalies can lead
to a decrease in energy conversion efficiency. These anomalies represent deviations from
the normal behavior of the plant. Understanding the system’s behavior and identifying
deviations from normality are crucial for implementing preventive and corrective mea-
sures to ensure the expected economic return on investment in the plant. One effective
approach for anomaly detection and classification is the utilization of Supervised Machine
Learning Techniques (SMLT). However, this approach comes with several challenges, in-
cluding the classification of the training dataset, temporal variations, uncertainties, model
interpretability, data scarcity, and generalization of the model to different systems and
locations, among others. In this way, this study aims to explore the application of SMLT
in PV systems and compare different methods. To achieve this, a methodology was de-
veloped to create a training and testing synthetic dataset based on real irradiance data,
followed by a new process flow for ensemble SMLT. Finally, the new process flow for en-
semble SMLT was tested on a real PV plant and synthetic dataset. The methodology for
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the proposed algorithm was an ensemble of Random Forest with K-nearest neighbors (k-
NN) and an inference machine for specific classes. The results indicate that the algorithm
successfully classified anomalies, achieving an AUC of 0.9815 for the synthetic dataset
and an AUC of 0.9861 for the real dataset, as well as an accuracy of 0.9647 for the real
dataset. It is evident that SMLT can serve as valuable tools for detecting and addressing
issues, particularly due to the abundance of data and the diverse characteristics inherent
to PV plants.

Keywords: Anomalies, Photovoltaic, Photovoltaic Plants, Photovoltaic Anoma-
lies, Machine Learning.

5.1 Introduction

Evaluating and monitoring photovoltaic (PV) plants has become important to
ensure that technical and economic forecasts are sustained, especially with the constant
expansion of PV systems with an interest in sustainability and reducing energy costs
[20]. This expansion created a market with products of dubious origin and unqualified
labor, which makes the existence of tools for the regular evaluation of plants even more
important.

During the evaluation of a PV plant, anomalies can be found at all stages
of the energy generation chain, and this directly reflects on the data provided by the
PV converter. Anomalies in the literature regarding PV modules are subdivided into
irreversible failures and temporary failures [103], both of which result in a reduction in
generation capacity, generally added to losses due to mismatch [4]. Irreversible failures
are caused by physical damage, whether mechanical, electrical, or environmental, as well
as natural degradation. Temporary failures are generally characterized by shadowing, and
this can be corrected depending on the nature of the cause [56].

Likewise, it is important to categorize PV converter failures as irreversible and
temporary. Irreversible failures are generally linked to problems in the power electronics,
resulting from a variety of factors. These include temperature variations, fluctuations in
the electrical network, construction errors, switching losses, parasitic resistances, induc-
tances, capacitances, incorrect sizing, and electromagnetic interference, among other chal-
lenges. Temporary failures in PV converters, on the other hand, can be induced by factors
such as temperature variations, where the inverter adjusts its operational power [64].

The fact is that PV converter monitoring data can capture these failures [19].
PV converters carry out a massive collection of data, and this makes it difficult for PV
integrators to work in various installations. In this sense, data science can be a valuable
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ally for integrity verification and analysis. Data-driven systems analysis provides an op-
portunity to understand the underlying data and identify potential anomalies or latent
problems. As well, it also allows an understanding of patterns, characteristics, and trends
in the data. Along these lines, it is interesting to carry out exploratory analyzes on PV
plants and search for anomalies using machine learning (ML) methods.

Regarding exploratory analyses, works in the literature prepare datasets or
perform analyzes with these data. For example, in [86], data analysis was conducted
using Python on a real 500 kW plant in India. In [87], an important dataset was developed
with 42 systems deployed in five campuses of La Trobe University, Victoria, Australia.
The work mainly described data cleaning (preparation). In [89], the authors proposed a
methodology to assess the maximum power of a PV plant through data analysis, mainly
based on the characterization of irradiance sensors. Zhang [90] used data to verify the
spatial correlation of different PV systems in different locations. Finally, Sundararajan [91]
created a roadmap to prepare data for the performance analysis of PV plants. However,
there is some difficulty in finding a standardized methodology for carrying out exploratory
analyzes or data preparation on PV plants. Each study takes a different approach to
processing and performing the necessary tests. This variability can be attributed to the
diverse nature of these systems and data acquisition.

In the case of applying machine learning algorithms, it is clear in the liter-
ature that due to the difficulty in classifying and finding some specific failures, authors
concentrate on parts of the system or just some failures. In [104] the authors studied
some types of ML applications, such as AutoEncoder Long Short-Term Memory (AE-
LSTM), Facebook-Prophet and Isolation Forest, in addition to citing other similar works.
In [105] the authors applied ML to classify possible anomalies in the PV module. In [106]
a compilation of possible ML applications in PV plants was carried out. In [107], the
identification of faults in PV modules was studied, however neural networks were trained
for each network for a type of fault, not being a flexible alternative.

In this scenario, this paper proposes contributions to training/testing anomaly
classification in PV dataset. To achieve this, it was proposed to create a synthetic dataset
and another with real data. The general objective was to investigate and classify anomalies
in PV systems through the Supervised Machine Learning Techniques (SMLT). Contribu-
tions include:

• Novel approach compared to the literature, employing SMOTE and an ensemble of
SMLT for anomaly classification;

• Proposal for a methodology for generating a dataset for training/testing ML algo-
rithms for detecting/classifying anomalies;
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• Tested classic supervised ML methods applied to datasets;

• Used, monitored, and tested a minigeneration PV installation in the University of
Campinas (Unicamp) Sustainable Campus project to validate the studies.

After this introduction, Section 5.2 provides the background of the work, be-
ginning with insights into anomalies in PV systems and concluding with an exploration
of ML methods. Section 5.3 outlines the methodology employed in this study, followed by
the presentation of results and discussions, including the proposal of synthetic datasets,
analyses of real datasets, and the application of SMLT.

5.2 Background

5.2.1 Anomalies in Photovoltaic Systems

Anomalies in PV systems have the potential to influence the efficiency of elec-
trical energy production, a factor that plays a crucial role in the financial return of an
enterprise. It is important to highlight that such deviations can occur due to problems
ranging from the grouping of PV modules to the integration with the electricity grid [3],
as illustrated in Figure 5.1 examples.

Figure 5.1 – Various problems that cause anomalies in PV systems.

However, most of the problems that appear in PV plants will inevitably be
reflected, directly or indirectly, in the behavior of PV modules. This factor, in turn,
makes the application of detection algorithms a more accessible approach. As an example,
a failure in a converter can cause the modules to enter a short-circuit (SC) or open-circuit
(OC) state.

The origins of anomalies include several factors, manifesting themselves, es-
pecially when the designer does not pay attention to crucial aspects of the PV project.
An example of this is the insufficient understanding of how to avoid the occurrence of
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anomalies in response to the specific environmental conditions of the system’s location or
the choice of lower-quality components. It is important to highlight that the presence of
anomalies is inherent to any installation. This arises from the existence of unavoidable
elements, such as the interruption of the electrical supply by the grid or the progressive
degradation of system components, for example, [3].

As many types of anomalies are correlated, each author deals with the types of
failures/faults differently. For example, Vieira [107] divides faults and faults in modules
into a mismatch, bypass diode, module disconnection, asymmetric faults, electric arc,
atmospheric discharges and grounding faults. Hong and Pula [108] divided them into
a mismatch, SC, OC, bypass diode problems, line fault, grounding faults, junction box
problems, electric arc, bridge failure (low resistance in the PV module cables), problems in
the maximum power location algorithm, inverter problem, network problem and natural
disaster.

Many works restrict it to fewer classes or types of failures, which makes it
difficult to apply in practice. Garoudja observed the DC side to detect SC and OC in
PV modules with Direct Propagation Neural Network [109]. Harrou [110] used the un-
supervised Support Vector Machine (SVM) to detect SC, OC and shadows. Chen [111]
worked more concerned with degradation and open circuit failure; for this, he applied
Random Forest, and also used the measurement of the DC part. Li [112] worked based
on the I-V curve of the PV module, which makes it difficult to apply in real-time, but
he tested methods such as K-Nearest Neighbor (k-NN), Decision Tree (DT), Regression
forest (RF), and Naïve Bayesian (NB). In Hong [108], a bibliographical review of several
works involving detection/classification was presented, and it is possible to verify that a
large part uses data from the DC part and there is no consensus on how to classify the
types of anomalies. Thus, each research acts on a type of anomaly.

For this work, the focus was on simplifying the classification of anomalies,
accompanied by the assignment of a number to each class, in order to assist with labeling
during ML training. This approach is due to the fact that anomalies in PV plants impact
the behavior of the PV module, and the data available for standard analysis in a PV
plant is limited (features). Generally, the available data are current, voltage, and power
extracted from the PV inverter.

For example, works like [113] perform this class simplification. In [114], the
elbow method was applied to define the optimal number of clusters (which serves as a
basis for the number of classes) in real data from PV datasets, in this case, the ideal
number of clusters is found by the point of “elbow”, or inflection point of the graph
obtained. With the elbow method, the Brazil dataset used resulted in a graph similar (in
cluster numbers) to the work of [114] presented in Figure 5.2. Thus, Table 5.1 shows the
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classes studied in the present work.

Figure 5.2 – Application of the elbow method on the Unicamp Photovoltaic Plant dataset.

Table 5.1 – Classes assigned for each type of anomaly.

Class Anomaly Description
0 Normal Behavior -
1 Attenuation Reduction in working power
2 Open-Circuit Record of the PV module voltage reading in open-circuit
3 Short-Circuit Record of the PV module current reading in short-circuit
4 N/A Other unlisted problems, such as monitoring failure

The positive point of classifying into groups is that when the algorithm iden-
tifies an anomaly within a specific class, the scope for correcting the failure is already
delimited. With a limited scope, maintenance and detailed searches in large PV plants
are easier.

5.2.2 Machine Learning Methods

Machine learning can be defined as a science that, through computer pro-
gramming, is capable of learning from data [22]. To this end, there are different types of
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machine learning, which are classified in different ways depending on the author. In [22],
machine learning systems are separated into three criteria: ability to be trained or not
with human supervision (supervised, unsupervised, semi-supervised, and reinforcement
learning methods); Incremental learning speed (online and batch learning); or whether
they are able to detect patterns in data with the ability to create a predictive model or
just compare new points with known data points (Instance-Based Versus Learning, and
Model-Based Learning).

Supervised methods are highlighted by the possibility of classifying a result of
interest [25]. However, the data used in training must be classified for learning. This can
present a challenge in solar PV related projects, where manual classification of anomalies
can be complex. However, when performing this classification and training the model,
identification accuracy tends to be higher than other methods, as data labeling facilitates
learning.

Supervised methods are categorized into probabilistic classifiers, linear clas-
sifiers, and other classifications [115]. Among the algorithms applicable to supervised
learning are: Naive Bayes (NB) [116], Bayesian Network (BN) [117], Maximum En-
tropy Classifier (MEC) [118], Support Vector Machine (SVM) [119], Multilayer Perceptron
(MLP) [120], Logistic Regression (LR) [121], Rule-Based Classifiers [122], Decision Tree
(DT) [123], Random Forest [124], Neural Networks (NN) [125], CBR [126], Boosting [127],
and Quadratic Classifiers [128].

5.3 Metodology

In the first part, synthetic datasets were prepared based on PV modeling with
real irradiance data and anomalies were inserted. In the second part, a PV system installed
at Unicamp was studied and a methodology for exploratory data analysis was devised with
the aim of checking anomalies and preparing the dataset for analysis with ML algorithms.
And, the project will end with the study/elaboration of ML algorithms applied to the
available datasets.

The synthetic dataset is important to train/test the algorithm on something
known, but then testing with real data is necessary to validate. Based on the work of [113]
in which the authors proposed a dataset with I-V curves for detecting faults in PV systems,
here the creation of the dataset with measured irradiance data was proposed. Different
from the aforementioned work, the objective was, based on the irradiance measured by
a solarimetric station, to create a synthetic energy generation scenario for a PV module,
obtaining data from the PV inverter, not the I-V curve.
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In the second part, exploratory analysis was necessary to evaluate the data
that would be worked on later with SMLT. In this work, the methodology for exploratory
analysis is based on datasets extracted from PV inverters, with basic input and output
information (voltages and currents). The purpose of developing an exploratory methodol-
ogy is to raise questions such as: (1) What is the correlation between the inverter data? (2)
Are there any unusual patterns in energy generation when compared to other months or
years? (3) Can possible anomalies be identified through this analysis? Furthermore, with
the exploratory approach, it is feasible to provide the user with a deeper understanding
of the behavior of the PV plant in question. The methodology used was proposed for this
work in [83].

Finally, in the third part, the application of conventional algorithms from the
literature, such as those mentioned in the previous section, is proposed, in addition to a
new methodology for applying the SMLT in the scenario with PV data. The algorithms
will be applied to synthetic and real bases. The real base had some problems added to
the purpose of the study.

To evaluate the results, a confusion matrix will be obtained for each test, and
performance indicators will be calculated. The confusion matrix is essentially a table that
shows how often classifications were correct or incorrect in different classes. In the matrix,
rows represent the actual data (true labels), while columns represent the predicted labels.

With the matrix, it is possible to obtain the precision, an indicator for the
accuracy of positive predictions. In other words, it represents how often the algorithm
was correct, whether it was detecting an anomaly or not [22]. This indicator is good for
balanced datasets, but not for datasets where anomalies are sparse compared to non-
anomalies. This is because you can have high precision in detecting non-anomalies and
fail to detect the actual anomalies. Precision is calculated using Eq. 5.1, where TP is True
Positive, and FP is False Positive.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(5.1)

Another indicator is Recall or sensitivity [22], which is usually used in con-
junction with precision to assist in evaluating the model’s performance and estimate the
positive examples in a dataset. Thus, it provides a reference for false negative errors, and
this helps to define how well the model identifies the class of interest. Recall is calculated
using Eq. 5.2, where FN is False Negative.

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(5.2)
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A combination of Precision and Recall yields an indicator called F1-Score [22].
This indicator helps strike a balance with respect to the previous metrics and is calculated
using Equation 5.3.

𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 · 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
(5.3)

The accuracy provides the proportion of all correct predictions relative to the
total number of predictions made by the model. Thus, it can be said that it is a global
indicator of the model. Accuracy is calculated using Equation 5.4, where TN is True
Negative.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(5.4)

Lastly, the area under the curve (AUC) is a widely-used metric to evaluate
the overall performance of a binary classification model, especially in situations where the
data may be imbalanced. The AUC metric calculates the area under the receiver operating
characteristic (ROC) curve, which plots the true positive rate against the false positive
rate. The higher the AUC, the better the model’s ability to distinguish between positive
and negative classes.

5.4 Results and discussions

5.4.1 Synthetic dataset proposal

To evaluate SMLT, the creation of a synthetic dataset was proposed, and
subsequently the dataset from the PV installation at the Unicamp Gymnasium was used.
The dataset in this study stands out for being generated from real solarimetric data, based
on data augmentation strategies. However, it is still referred to as synthetic because it is
created by mathematical models, and the anomalies are artificially induced.

In [113], the authors proposed a dataset with I-V curves for detecting faults
in PV systems. In practice, acquiring the I-V curve of a single PV module can be done
with an I-V curve tracer, but when referring to a PV system, plotting the I-V curve of
each module is more complicated. As the I-V curve test is generally performed in the
manufacture of the PV module, an application such as [113] is valid in this scenario.
However, the project aims to utilize data from solarimetric stations and the inverter, as
this data is more accessible and applicable in field settings.

For this work, a synthetic dataset was proposed, obtained from real solari-
metric data. The objective was to generate a dataset closer to the real one. To this end,
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solarimetric data from the Unicamp station seen in Figure 5.3 were collected, the data
was processed, and PV modeling was applied with the PVlib library [129].

Figure 5.3 – Unicamp Solarimetric Station.

The modeling of a PV cell is carried out using a simple diode model [130].
Figure 5.4 shows the representation of the model of a PV cell with one resistance in series
and one in parallel. The resistance 𝑅𝑃 essentially represents the leakage current present
at the P-N junction of the PV cell, while 𝑅𝑆 is an equivalent resistance that encompasses
the internal resistances of the cell itself [131]. To equate the model according to [132], the
thermal voltage (𝑉𝑇 ), the number of PV cells that make up the module to be modeled
(𝑁𝐶), where 𝐾𝐼 is the temperature coefficient of the short-circuit current, 𝐾𝑉 is the
temperature coefficient of the open-circuit voltage, and ΔT is the difference between the
nominal temperature and the operating temperature. Thus, we obtain the equations from
5.5 to 5.7. Finally, resistances are found through interactions based on data entered from
the PV modules.

𝐼 = 𝐼𝑃 𝑉 − 𝐼0

[︂
exp

(︂
𝑉 + 𝐼𝑅𝑆

𝑛𝑉𝑇

)︂
− 1

]︂
− 𝑉 + 𝑅𝑆𝐼

𝑅𝑃

(5.5)
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Figure 5.4 – Model of a PV cell with one resistance in series and one in parallel [3].

𝐼𝑃 𝑉 =
(︃

𝐺

𝐺(𝑆𝑇 𝐶)

)︃(︁
𝐼𝑃 𝑉 (𝑆𝑇 𝐶) + 𝐾𝐼Δ𝑇

)︁
(5.6)

𝐼𝑃 𝑉 (𝑆𝑇 𝐶) = 𝐼𝑆𝐶(𝑆𝑇 𝐶)
𝑅𝑆 + 𝑅𝑃

𝑅𝑃

(5.7)

𝐼0 = 𝐼𝑆𝐶(𝑆𝑇 𝐶) + 𝐾𝐼Δ𝑇

exp
(︁

𝑉𝑂𝐶(𝑆𝑇 𝐶)+𝐾𝑉 Δ𝑇

𝑛𝑉𝑇

)︁
− 1

(5.8)

𝑉𝑇 = 𝑁𝐶𝑘𝑇

𝑞
(5.9)

For the synthetic dataset, the proposal was to build with a single module, a
scenario similar to systems with power optimizers [20] or microinverters [133] in which
the modules are individualized. The faults inserted were based on the work of [113], with
the addition of current reduced for mitigations. Table 5.2 shows the parameters adopted,
and the dataset can be summarized in the flowchart in Figure 5.5.

Type of Anomaly Condition
Attenuation I_real <I_model

Short-Circuit I_real >0.9*I_model and V_real <0.1*V_model
Open-Circuit V_real >0.9*V_model and I_real <0.1*I_model

Table 5.2 – Conditions inserted in the data to represent failures.
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Figure 5.5 – Flowchart for PV dataset generation.

5.4.2 Exploratory Data Analysis based on a photovoltaic system from UNI-
CAMP

The installation chosen for this project was the Unicamp Gymnasium, as it
is the largest available with one year of data already obtained (336.96 kWp of installed
power). The location of the installation on the roof ensured the absence of objects causing
shading in the immediate vicinity, as the height of the roof is a mitigating factor. The
installation’s component elements are described in Figure 5.6.
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Figure 5.6 – PV installation at the Unicamp Gymnasium [33].

The distribution of strings in the inverters was shown in Figure 5.7. The in-
verters were named A to E, with D to E having a small difference in the number of PV
modules.

Figure 5.7 – Distribution of PV modules in inverters at the Unicamp Gymnasium.

Before using the data, in order to verify whether the PV system works as de-
signed, the first twelve complete months of energy generation were collected and compared
with simulation in the PVsyst software. Through simulation, it becomes feasible to study
the production of the PV system, which allows the full optimization of a given plant from
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the design phase, through the strategic arrangement of modules in areas with a lower
incidence of shading, as well as the selection of more efficient arrangement of strings PV.
After installing the system, it is possible to identify possible setbacks if energy generation
deviates from the expected amount of energy. To this end, the PVsyst [33, 41] software
was used.

It is important to highlight that the uncertainty identified in the literature
for grid-connected PV systems must be less than ±30% monthly and less than ±10%
annually [62]. Generally, this uncertainty is associated with solarimetric data or errors in
the preparation of the simulation. The modeling of PV modules and converters already
demonstrates considerable precision [63].

To check the discrepancy between the measured values and those predicted in
simulation, the idea of the Estimated Error Matrix (EEM) [134] was adopted. The EEM
will generate significant value in situations in which the measured data does not follow
the simulated pattern. The equation 5.10 was used, where 𝑌𝑛 would be the simulated
values and 𝑌𝑛 the measured ones.

𝐸𝐸𝑀 =

⎡⎢⎢⎢⎣
𝑌1 − 𝑌1

...
𝑌𝑛 − 𝑌𝑛

⎤⎥⎥⎥⎦
𝑇

·

⎡⎢⎢⎢⎣
𝑌 −1

1
...

𝑌 −1
𝑛

⎤⎥⎥⎥⎦ (5.10)

And Eq. 5.11 was also used to analyze the error between real and simulated
data, both for monthly errors and for annual average errors. Positive errors denote that
the system generated more energy than predicted in the simulations, which indicates a
conservative approach in the simulation. Negative errors indicate that the energy gener-
ation predicted by the simulation exceeded the actual generation, which denotes, in this
case, an optimistic approach to the simulation. An optimistic simulation has implications
for the consumer who has purchased or planned a PV system. The ideal scenario consists
of generating energy as promised or slightly above this value. Therefore, the PV software
makes it possible to use probability indicators to make the result more conservative [33].

𝐸𝑟𝑟𝑜(%) =
(︃

𝑌𝑖 − 𝑌𝑖

𝑌𝑖

)︃
· 100 (5.11)

Therefore, the result found was presented in Table 5.3, and published in [33].
The data presented demonstrated a higher average annual energy generation in the mea-
sured data compared to the simulation. This type of result is interesting, as it indicates
that the PV system generated more energy than expected in its first 12 months. Fur-
thermore, the PV system presented an error as expected in the literature. The EEM was
close to zero, as would be appropriate, with the exception of the month of March with
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the highest EEM (-0.19), but the measured data was higher. Therefore, it is possible to
state that PVsyst was more conservative in this installation and that the operation went
according to plan during the first year, thus validating the installation and adopting it
for the next phases of this work.

Table 5.3 – Comparison of measured data with simulations in PVsyst for the Unicamp
Gymnasium [33].

Month Energy (MWh) Error (%) EEM
Measured PVsyst

January 48.62 42.60 12.38 -0.12
February 38.92 41.98 -7.86 0.08

March 50.83 41.26 18.83 -0.19
April 42.02 36.88 12.23 -0.12
May 32.98 34.70 -5.22 0.05
June 33.59 31.28 6.88 -0.07
July 35.74 35.87 -0.36 0.00

August 38.32 40.21 -4.93 0.05
September 41.76 40.41 3.23 0.03
October 52.67 42.98 18.40 -0.18

November 48.70 47.94 1.56 -0.02
December 49.47 45.05 8.93 -0.09
Average 42.80 40.10 6.32 -

Total 513.62 481.16 - -

We proposed a methodology for exploratory analysis of PV datasets in [83],
explained here for its importance, and presented in 5.8. The objective was to offer an
exploratory analysis capable of addressing the questions previously presented, and con-
tributing to a more in-depth understanding of the data to be used in the detection of
anomalies.

To this end, the following key stages of the proposal can be considered: 1) data
acquisition; 2) integrity validation (data processing); 3) application of Pearson correlation;
4) annual histograms; 5) boxplot of annual powers; 6) annual energy comparison; and, 7)
analysis of results.

Initially, data integrity validation was carried out, which involves checking
missing data, inserting zeros in missing data, adjusting times and joining data from dif-
ferent sources and time intervals. In this case, the years 2020, 2021 and 2022 were used. In
the case of dataset, GId are the inverter models available in the base, Freq the frequency
of the inverter synchronized with that of the electrical network, Pac(W) is the output
power of the inverter, Vdc1 is the voltage at the DC input of the inverter, Idc is the DC
current, Pdc1 the power in the DC part of the inverter, and DateTime is the time at
which the data was collected.
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Figure 5.8 – Flowchart for Exploratory Analysis [83].

Subsequently, the first analysis of interest was to apply the Pearson correlation.
The Pearson correlation was chosen for its ability to establish a measure of dependence
between two variables [81]. The Pearson correlation coefficient ranges from -1 to +1,
where values close to +1 imply a strong positive correlation between the variables, values
close to -1 suggest a strong negative correlation, and values close to zero indicate a weak
correlation or no correlation [82].

There are several works that use Pearson correlation as it is a measure already
well regarded in the literature, including applications in the area of solar [92]. In [92],
for example, correlation helped understand PV modeling and improve the model. The
equation 5.12 was applied to find a matrix with the relationship between each variable in
a dataset with PV data.

𝑟𝑐𝑜𝑟𝑟 = [𝑛 · (∑︀𝑥1𝑥2)] − [(∑︀𝑥1) · (∑︀𝑥2)]√︂[︁
𝑛
∑︀

𝑥2
1 − (∑︀𝑥1)2

]︁
·
[︁
𝑛
∑︀

𝑥2
2 − (∑︀𝑥2)2

]︁ (5.12)

By applying the equation 5.12, it was possible to plot the correlation for all
inverters together, shown in Figure 5.9. With this matrix, conclusions can now be drawn
from the data, that the current has a perfect positive correlation with the DC or AC
power; thus, they are proportional. Voltage and frequency have weak or no correlation
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with power and current. This is compatible with how the PV inverter should work due
to the complex interactions between the electrical characteristics of the PV modules and
the PV inverter control process. If the correlation between current and power was not
positive, it could be evidence of an anomaly. The correlation matrices for the years 2020,
2021, and 2022 for each inverter were also plotted, but as there were no considerable
differences, they were not added to this document.

Figure 5.9 – Correlation Matrix of the Unicamp Gymnasium Dataset [83].

The next step was to obtain the annual histograms. The choice to obtain
histograms is due to the fact that it is a statistical technique capable of representing the
distribution of data within a dataset [95]. This way, one can divide the range of data into
smaller ranges or classes and then count the number of observations present in each class.
As a result, you have a resulting bar graph that illustrates the frequency of each class,
which helps identify patterns, including skewness and kurtosis. This is a good tool for
identifying outliers within a data set, such as data collected from a PV inverter.

Several works make use of histograms in PV energy, in addition to data science.
In [97], the histogram played an important role in understanding the degradation of PV
cells, being a tool to understand the dataset used by the authors. In [68], it was mentioned
in the final considerations that, through histograms, it was verified that solar irradiance
did not follow a normal distribution. With a different approach, in [98], the histogram was
used to study the error in training, validation, and testing of ML with neural networks
for evaluating solar resources to study the location where to install systems.
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In this result for the applied methodology, the histogram was obtained for
each inverter with the annual comparison. The results were presented in Figures 5.10 for
inverter A (normal) and Inverter D (different behavior from the others). Two important
observations were made when analyzing the histograms. Firstly, in the first year, the
inverter reached higher power values than in subsequent years, indicating visible degra-
dation, which is expected for a PV system. However, as a second observation, it was
clear that inverter D showed a much more considerable reduction in power than the other
inverters, being an indication of an abnormality.

Inverters D and E had fewer PV modules than the other inverters; this is a fact
to be considered in the investigation. As inverters A to C had many more PV modules
than the power of the PV inverter, there was a portion of energy that was not produced
throughout the year, known as clipping [64]. This was much lower in inverters D and E,
and with normal degradation, the incidence of powers close to the inverter’s maximum or
greater is reduced. On the other hand, the power drop in Inverter D is still greater than
E and needs to be investigated. Other factors, such as shadowing, which did not exist in
2020, may exist in other years.

(a) (b)

Figure 5.10 – Histogram for Inverters A and D of the Unicamp Gymnasium [83].

The next step was to obtain the boxplot of the power. The boxplot technique
is a graphical method used to identify atypical values (outliers). This method is notable
for not considering extremely atypical values when calculating a measure of dispersion.
Internal and external limitations are defined based on quartiles, which prevents extreme
values from distorting the analysis [99].

In [68], a boxplot was used to evaluate how much a set of data obeys the
normal distribution when dealing with solar irradiance. In [100] it was used to evaluate the
detection of possible faults, being allocated to the PV system quality analysis methodology
with descriptive statistics. Another work [101] also applied a boxplot to detect faults in
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strings of PV systems.

The first boxplots aimed to analyze the power values of all PV inverters
throughout the years 2020, 2021, and 2022. As a result, the Figures 5.11 were gener-
ated. The box corresponding to 2022 stood out for a significant reduction, which also
resulted in the median moving away from the average in all inverters, however, in inverter
D, the box was still much smaller. This observation raises an alert for possible anomalies.
A drop in irradiance rates may occur, which would cause a reduction in the box in 2022,
but that of inverter D reduced in a different proportion to the other inverters.

(a) (b)

Figure 5.11 – Boxplot of Inverters A and D of the Unicamp Gymnasium [83].

An interesting strategy to deepen the analysis is to plot the monthly boxplot.
For this, the results of inverter D were selected, which presented a reduced box in the year,
thus obtaining Figure 5.12. It can be seen that the reduction in power limits occurred
throughout 2022, indicating some anomaly in this inverter D.

(a) (b)

Figure 5.12 – Monthly boxplot of Inverter D for the years 2021 and 2022, respectively.

Finally, it is important to check the PV generation. For this, graphs were
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created with the total PV generation in the year (See Figure 5.13-a) and the generation
per inverter in the three years (See Figure 5.13-b). In the graph in Figure 5.13-a, a drop of
10.90 % from 2021 to 2022 can be seen. In Figure 5.13-b, again what was seen in boxplot
is Therefore, inverter D showed a high generation drop (visibly) in 2022. The results show
a problem in the PV system connected to inverter D, requiring an on-site analysis.

(a) (b)

Figure 5.13 – (a) Total Energy Generation for PV installation at the Unicamp Gymna-
sium and (b) Total Energy Generation for each PV Inverter at the Unicamp
Gymnasium [83].

5.5 Proposal of a new process flow for a Supervised Machine Learn-
ing Technique

Detecting and classifying anomalies in PV systems presents several challenges.
For example, there is the challenge of the nature of the collected data, since PV sys-
tems often generate a large amount of information, with measurements on the inverter
throughout the year, at frequent intervals, such as every 15 min in this case. This results
in the creation of unbalanced datasets, as most observations do not constitute anomalies.
Thus, a challenge is to find algorithms capable of dealing with this inequality in class
distribution, so that anomalies are not obscured by the volume of non-anomalous data.

On the other hand, it is important to highlight that failures often exhibit
behavior that can be identified through graphical analysis and data studies by experienced
professionals. This is feasible due to the presence of discernible patterns in the data, when
this happens the performance of the algorithm will be less affected, as the minority classes
(anomalies) are linearly separable, even with unbalanced data [135,136].

Therefore, it is necessary to evaluate several algorithms in the literature for
classification and propose a type of algorithm that meets the purpose. Some requirements
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that are important are the accuracy in detecting/classifying anomalies; interpretability
of the model, as it is necessary to understand the reasons for choosing the classification;
mitigate the occurrence of false positives; and future real-time operation is possible.

For this work, it was proposed to use the synthetic test base of Figure 5.5
explored in the methodology (STB - Synthetic Test Base), and the Unicamp base (Inverter
A) with short-circuit and open circuit faults inserted on the training/test base (GTB
- Gymnasium Test Base). The Logistic Regression [121], Decision Tree [123], Random
Forest [137], and a new process flow was proposed, and algorithms were studied.

The methodology for the new process flow included an ensemble system (tech-
nique that combines results from several models) of Random Forest with K-nearest neigh-
bors (k-NN) finished with inference machine. The ensemble system implemented was
VotingClassifier [138] to compensate for the individual weaknesses of each model. This
system takes the average of the probabilities and selects the class with the highest average
probability for each data point.

The choice for Random Forest with k-NN occurred after several tests. K-NN
stands out for its sensitivity in identifying anomalies, as it can distinguish data samples,
in addition to being very simple to interpret. Random Forest stands out for its ability
to be robust to overfitting and can adapt to different classification tasks due to decision
trees.

The methodology is illustrated in Figure 5.14. Basically, after filtering the data,
a Synthetic Minority Oversampling TEchnique (SMOTE) is applied [139], a technique
to balance the data from the minority classes with the majority, this is of paramount
importance due to the nature of the data from PV systems that There is a class imbalance.
Subsequently, the models that will be used in VotingClassifier are defined and trained,
after which they are applied to the classes. Then, the inference machine comes into action,
applying the conditions of OC, SC, and Undefined (or N/A), to eliminate incorrectly
classified data in these classes since these are classes that have pre-defined criteria. Finally,
there is the classification report.



Chapter 5. Classification of Anomalies in Photovoltaic Systems using Supervised Machine Learning
Techniques and Real Data 105

Figure 5.14 – New process flow proposal for an SMLT applied to anomaly classification
for PV systems.

The algorithms then use data from each PV inverter to facilitate the identifi-
cation/classification of anomalies, since in PV installations it is possible to obtain data
from each inverter. However, evaluating the methods is a challenge since anomalies are
minority classes compared to normal data (in real datasets), and algorithms that get more
correct results on normals can score high in performance metrics. Therefore, class 1, 2,
3, 4 anomalies with recall were analyzed separately. Furthermore, the AUC stands out,
which when higher indicates that the model is capable of more effectively distinguishing
between instances of positive and negative classes.
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In addition, during the accuracy assessment, the cross-validation technique
was employed to test the algorithm’s behavior in classification [22], mainly the model’s
generalization capability. In this method, the two datasets, STB and GTB, are divided
into k parts (folds), and the model is trained k times, each time using k-1 parts for training
and the remaining part for validation. Subsequently, the accuracy is calculated along with
the average difference obtained in each of the k iterations; in this case, k was set to five.

As a result, one can check the metrics presented in Table 5.4 and confusion
matrices in Figure 5.15. The proposed process flow was able to detect class 2, 3, and
4 failures in all cases, in addition to being better in class 1 than standard algorithms
in the literature (in real dataset). The AUC of the proposed model outperformed other
algorithms in all tests. The accuracy obtained with the cross-validation technique was
also higher than the other methods in GTB, in addition to lower deviation. For STB, the
accuracy was slightly lower than that proposed in relation to the Random Forest model.
This difference in accuracy between the two predictions is related to the distribution of
classes and the way in which the model is making trade-offs between FN and FP. In some
cases, it is more important to minimize FN, while in others, minimizing FP is the priority,
depending on the problem requirements. In this case, the synthetic-based model had more
FP.

It is worth mentioning that the Logistic Regression (LR) model in GTB as-
signed zero values to two classes, as evident in R1 and R2. Nevertheless, it achieved a
remarkably high level of accuracy by correctly identifying a significant portion of the nor-
mal data. This underscores the importance of using multiple metrics when working with
anomaly classification. In the literature, it is quite common to rely solely on accuracy. In
this sense, an Average Recall (RAVG) for the anomalous classes was also presented in the
Table 5.4. This average recall showed that the proposed process flow outperformed the
others, presenting an average recall of 0.9360 and 0.9349 for STB and GTB respectively.

Algorithm Dataset Accuracy Precision Recall F1-score AUC R1 R2 R3 R4 RAVG
STB 0.9083±0.0118 0.8949 0.9084 0.8989 0.9382 0.3570 1.0000 1.0000 0.7500 0.7768

LR GTB 0.9542±0.0007 0.9324 0.9511 0.9275 0.7045 0.0000 0.0000 1.0000 0.0051 0.2513
STB 0.9080±0.0031 0.8942 0.9104 0.8965 0.9282 0.3001 0.9796 1.0000 1.0000 0.8199

DT GTB 0.9521±0.0057 0.9059 0.9488 0.9266 0.8046 0.0000 1.0000 0.0000 0.0000 0.2500
STB 0.9188±0.0125 0.9202 0.9227 0.9213 0.9498 0.5747 1.0000 1.0000 1.0000 0.8937

RF GTB 0.9512±0.0135 0.9430 0.9552 0.9416 0.8114 0.4577 1.0000 1.0000 0.0205 0.6196
STB 0.9001±0.0005 0.9292 0.9004 0.9102 0.9815 0.8051 0.9388 1.0000 1.0000 0.9360

Proposed GTB 0.9647±0.0004 0.9812 0.9650 0.9714 0.9861 0.7394 1.0000 1.0000 1.0000 0.9349

Table 5.4 – Metrics obtained from the tests carried out, with accuracy with cross-
validation.
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(a) (b)

Figure 5.15 – (a) Confusion Matrix for Synthetic Base and (b) Confusion Matrix for Real
Base.

After classifying anomalies, it is possible to generate a file indicating these
anomalies, as well as a graph to visualize anomalous points during energy generation.
Figure 5.16 presents an example with four days of the STB, illustrating the behavior of
this dataset. According to the definitions of anomaly types in Table 5.1, there are several
instances of type 1 anomalies, which are typically caused by shading, type 2 anomalies
indicating open circuits, and type 3 anomalies representing short-circuit faults at a specific
moment on 26th April 2020.

In Table 5.5, the proposed process flow is compared with results from the
literature that involve fault (anomaly) detection in PV systems. The studies vary in the
algorithm analyzed and the dataset used. Some employ the I-V curve while others use data
from the PV inverters. The I-V curve data is more difficult to obtain in practice for a PV
plant, and these algorithms are more suitable for use during the PV module manufacturing
process. Moreover, each study investigates different types of classes. Overall, it is observed
that the result of the proposed algorithm is consistent with the literature.

The proposed process flow for ensemble SMLT, as well as those studied, can
be applied to data downloaded from measurement equipment in PV plants during a
scheduled period. As the application is not real-time, time and processing limitations are
not a problem for the model. Furthermore, the algorithms have a fast execution time of
just over a minute and can operate on contracted remote servers, such as Amazon and
Google environments, the latter used in the present work. In the proposed process flow,
the longest training/testing time was 96.32 s, and considering only the testing phase, it
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Figure 5.16 – Example of the four-day power curve after anomaly classification in the
STB.

was 3.88 s, as shown in Table 5.5.

Table 5.5 – Comparison of the proposed method with literature works. Adapted from
[113].

Method Anomalies Accuracy Notes Ex. time
Proposed Normal, Attenuation, SC, OC, Undefined 0.9647±0.0004 With Real Dataset 3.88 s
Voutsinas et al. [113] Normal, SC, OC, Mismatch, Undefined 0.9711 I-V Curve Data 8 ms
Voutsinas et al. [140] Normal, SC, OC, Mismatch, Undefined 0.934 I-V Curve Data, NN 44 ms
Chen et al. [141] Normal, SC, OC, Mismatch 0.9880 I-V Curve Data -
Harrou et al. [142] Normal, SC, OC, Mismatch MAPE: 2.83% DC Current Data, no use ML -
Yi and Etemadi [143] Line-to-Line Fault Detection 0.9474 Uses SVM -
Xia et al. [144] Arc fault Detection 0.96 Uses SVM -
Harrou et al. [110] SC, OC, Intermittent Faults (IF) Minor Class 0.896 Unsupervised, One-Class SVM -
Wang et al. [145] Mismatch, SC 0.9778 Multiclass SVM -
Winston et al. [146] Hotspot, Microcrack M1: 0.87 - M2: 0.99 NN -
Yi and Etemadi [147] SC 97.69 to 100% Multi-Resolution Signal / Fuzzy -
Memon et al. [148] SC, OC, Mismatch 0.952 Convolutional NN 160–70 ms
Jia et al. [149] Arc fault Detection 1.00 Logistic regression -
Fadhel et al. [150] Shadings Minor Class 0.88 I-V Curve Data, Uses PCA -
Dai et al. [151] Aging, Dust, SC, OC, Inverter protection 0.966 Deep Reinforcement Learning -

One of the disadvantages and challenges of the proposed process flow, primarily
due to its supervised nature, is the need for a classification training dataset from a loca-
tion near the PV installation. This is because climatic differences affect the PV system,
consequently influencing the behavior of the data. This is one reason why it is interesting
to have a synthetic dataset; however, even to generate a synthetic dataset, a solarimeter
station near the analyzed PV system is necessary. Therefore, the disadvantages to be
observed include the need for data, difficulty in generalizing the model training, and con-
stant updating of training to maintain performance. Once these challenges are overcome,
the supervised model will have a higher success rate than other models, if well designed.
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5.6 Conclusions and future works

In this paper, a synthetic PV power generation dataset was proposed using
real irradiance data collected from a solarimetric station. To this end, it was necessary
to apply mathematical models of irradiance and PV cells. The use of real irradiance
data contributed to a more reliable representation of the data. And, the use of synthetic
datasets proved to have an important role, as PV data are often sensitive or difficult to
obtain.

For real data, exploratory collection and analysis was performed before use in
the SMLT model. The data were from a facility located at UNICAMP and a flowchart
was proposed for exploratory analysis. Inverter D presented a significantly different en-
ergy generation than the others. This fact probably contributed to the drop in overall
generation of 10.90% from 2021 to 2022.

With the two datasets, classic SMTL methods were applied, in addition to
the proposed process flow, the main objective of the work. The proposed process flow
for ensemble SMLT was noted for achieving an AUC of 0.9815 for the synthetic dataset
and an AUC of 0.9861 for the real dataset, with an accuracy of 0.9647, the best result
among algorithms for the real dataset. Furthermore, it demonstrated the significance of
comprehending the purpose of implementing the algorithm and, consequently, examining
various metrics to make an good selection.

Thus SMTL proves to be effective in classifying anomalies, being a possibility
for application in PV plant analysis tools (framework). As future work, a pilot plant will
be implemented for further testing with SMLT. This plant will allow the incorporation of
other unconventional sensors to generate more features to improve anomaly classification
and potentially create additional classes. One of these sensors is the rear-side measurement
of PV modules at different points on the module. Additionally, the new process flow will
be implemented for analyzing real-time data downloaded from PV systems. However, the
classification analysis is conducted programmatically and takes place after data collection.
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Supplementary material

Information of interest of the models and datasets applied

Table 5.6 – Information of interest of the models and datasets applied

Information Definition/Numbers
Number of rows in Real DataSet 35136
Number of rows in Synthetic DataSet 35136
Step 15 min
Imblearn (SMOTE) Default
New data with Synthetic SMOTE 124960
Data Split 80/20
Number of Cross Validation 5
n_estimators (Random Forest) 100
Criterion (Random Forest) Gini
Number of Neighbors (kNN) 5
Weight Function (kNN) Uniform
Metric (kNN) minkowski
VotingClassifier Type Soft

Anomalies in the PV Inverter D of the Unicamp Gymnasium

The inverter D exhibited a very significant attenuation in the exploratory
analyses of this study. This showed that, solely through exploratory analysis, it is possible
to identify anomaly behaviors in PV inverters. Prior to this work, the issue was not
noticed, as the analysis is generally done on total generation, since there are many systems
on site. This is also a behavior adopted in the PV solar energy market.

With a possible issue identified, we also sought to plot power versus time graphs
for some days in 2020, 2023, and 2024, thus comparing them. It is possible to notice a
significant difference that did not exist in the year 2020 from inverter A to inverter D
(Figure 5.17 and 5.18). Since this inverter model has a single MPPT, this difference
indicates a possible reduction due to issues in the PV module strings. Thus, this work
indicates that the strings of inverter D should be evaluated through an I-V Curve test.

In this scenario, the proposed process flow was not applied for the year 2023
and for inverter D, as there were no POA data available for other years.
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(a)

(b)

Figure 5.17 – Power generation data with good irradiance to the Unicamp Gymnasium:
(a) 2020 and (b) 2023.

(a)

(b)

Figure 5.18 – Power generation data with shadows from clouds to the Unicamp Gymna-
sium: (a) 2020 and (b) 2024.
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6 Discussion

It is evident the interest in the PV solar energy theme, mainly due to the
growth in the last decade in Brazil and worldwide. Thus, several research studies have
been proposed by private and governmental sectors. One of the challenges faced in the
PV solar energy market is to analyze and identify issues. This thesis presented a flow of
various analyses and contributions relevant to the theme. The articles presented, above
all, encourage the routine of data analysis of PV installations and provide insights that
can aid in these analyses.

In Chapter 2, the case study of the “Sustainable Campus” project at Unicamp
was presented. This project enabled a living laboratory within the university for analy-
ses and generated various contributions within the university and also for the external
community. It was possible to inspect several PV installations and compare them with
simulation software, studying the software’s behavior and the energy generation of the
plant. Subsequently, with all the data, it was possible to understand the behavior of each
PV facility nearby and how data from those facilities relate. Finally, concluding with an
economic analysis of the PV system facing a client from the free market. In Brazil, there
were few customers in the year of the study (and only one Brazilian university), mainly
in the public sphere, making it a potential study for comparisons.

All the study presented in Chapter 2 serves as a reference for universities in
Brazil and worldwide that wish to be more sustainable. With the results and contributions,
including those from the PV solar energy group, Unicamp stood out in the UI GreenMetric
World University ranking. Additionally, throughout the study, it was possible to teach
PV solar energy to the external community of Unicamp, disseminating the project and
knowledge.

Recognizing the importance of using actual solarimetric data, Chapter 3 con-
ducted a study utilizing solarimetric data from the “Sustainable Campus” station to
simulate in PVsyst and compare it with the simulation result using Meteonorm data
(available in PVsyst). This approach revealed that incorporating local solarimetric data
significantly enhanced the accuracy of PVsyst simulations, resulting in a discrepancy of
just 0.21% when compared to real energy generation.

It was also possible to perform some statistical analyses, such as the correlation
of POA irradiance with plant data. From this, it was possible to contribute by demon-
strating that using POA irradiance is necessary for PV system studies and that it would
be important to use POA irradiance as a feature in models. Additionally, it is important
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whenever possible to use real solarimetric data in simulations to analyze performance and,
consequently, simulate the return on investment in PV systems.

In Chapter 4, an exploratory methodology was proposed to standardize ini-
tial studies when dealing with PV data. This methodology serves as a macro analysis
of the PV system. Several papers were analyzed, and interesting statistical methods for
the theme were collected. A flowchart was proposed and applied. Various insights were
observed with the proposed exploratory methodology, culminating in the detection of a
power attenuation problem in two inverters, mainly in Inverter D of the Unicamp gym-
nasium. Thus, it was demonstrated that exploratory analysis is a necessary step that
should be carried out in PV systems and monitoring programs. The methodology will be
implemented in a future framework.

With the importance of the POA irradiance feature detected in the study and
the exploratory analysis, the study proceeded to anomaly classification. Chapter 5 tested
algorithms from the literature and proposed a process flow for anomaly classification.
The model was an ensemble of Random Forest with kNN and an inference machine. The
proposal performed well for both synthetic annual datasets and real data. A key highlight
is the ability to classify data with a single algorithm, as there are works that apply
methods at different stages. However, future scalability tests are still necessary, not only
for the proposed process flow but also for the algorithms from the literature.

It is also worth noting that in Chapter 5, the creation of a synthetic dataset was
proposed, which was generated with real solarimetric data, but with randomly assigned
faulty inverter data. This is important for training algorithms when data is not available,
as well as for studying PV system data.

Therefore, this work, with its composition of papers, brought together various
information, insights, and warnings about the analysis of PV systems, focusing on anomaly
classification in PV systems. As a recent and hot topic, there are several future projects
needed and gaps to be filled with new work.



114

7 Conclusion

The main objective of this research was to examine and classify anomalies
in PV systems using a supervised approach. However, to achieve this objective, it was
necessary to carry out advanced studies on PV systems, which involved simulations, im-
plementations and data acquisition. This step was necessary to formulate a data set and
develop the necessary specialized knowledge on the subject.

The project’s first notable results were a long study based on the PV systems
integrated at Unicamp with the “Sustainable Campus”. Over the course of a year, actual
energy generation reached 784.29 MWh, surpassing simulation results of 759.04 MWh
for the same system. PV installations have helped provide datasets for these and other
projects. Furthermore, the technologies developed, the licensed simulation tool and the
spreading knowledge via training and workshops establish the necessary foundations to
promote the expansion of PV plants at Unicamp and to conduct in-depth research on the
topic.

Subsequently, it became essential to evaluate the available solarimetric data,
which would be used to classify anomalies as a possible characteristic. One of the chal-
lenges was also to examine the influence of real data close to the installation on sim-
ulations, comparing them with meteornorm data and effective generation information.
Utilizing solarimetric data from the local environment proved to improve the accuracy of
PVsyst simulations, resulting in a minimal discrepancy of only 0.21% when compared to
actual energy generation. Thus, this step showed the importance of using real solarimetric
data to carry out simulations before implementing the PV system.

In the subsequent phase, with the data available, a gap was found in the
literature regarding the identification of specific methodologies for the preparation and
analysis of data from PV systems. Given this lack, a methodology was proposed based on
studies in specialized literature. With the implementation of this methodology, the results
obtained for the PV plant under analysis revealed a reduction in energy generation over
the years, possibly attributed to degradation or accumulation of dirt in the modules, as
well as the correlation between variables in the inverter model studied.

At the end of the process, the properly prepared and analyzed data were used to
apply supervised anomaly classification methods. Additionally, a synthetic dataset, based
on the PV cell model and real solarimetric data, was created to be tested in parallel. These
datasets were then used in the different testing and training procedures. The final model
was a Random Forest set with K-nearest neighbors (k-NN) and an inference machine to
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specific classes tested compared with methods from the literature. The results suggest
that the proposed methodology effectively categorized the anomalies, achieving an AUC
of 0.9815 for the synthetic dataset and an AUC of 0.9861 for the real dataset. Furthermore,
it demonstrated an accuracy of 0.9647 for the real dataset.

Therefore, this work made it possible to demonstrate that the preparation of
datasets and analytical approaches are fundamental to understanding information related
to PV systems. These are important steps before applying ML algorithms. The data
exploration stage alone is capable of offering insights and checking for anomalies. In
this way, it is evident that applying a thorough macro analysis, and potentially making
automatic decisions based on these analyses in the future, has the potential to assist PV
installations in detecting anomalies, even without the use of ML methods in cases where
training algorithms is challenging.

Furthermore, in micro analysis, it showed that the classification of anomalies in
PV systems is viable with the proposed process flow, identifying faults and restricting the
scope of action of the maintenance team. However, for this type of classification the model
must always be trained with labeled data. It is necessary to train the algorithm for systems
with characteristics different from those studied, as well as to evaluate other regions
and technologies. Consequently, this study provides valuable insights and underscores
the importance of data science as an ally in monitoring PV systems throughout their
operational life.

7.1 Future perspectives

Some of the future perspectives for continuing contributions related to this
work are:

• Creating a framework with an inference machine capable of, upon inserting a dataset,
generating a report with the proposed exploratory (statistical) approach;

• Test the proposed process flow in system with high shadow intensity;

• Test the proposed process flow for classifying anomalies in Unicamp’s new PV sys-
tems after this work;

• Test the proposed process flow anomaly classification, as well as literature methods
in PV systems with optimizers and microinverters;

• Test the proposed process flow in systems with bifacial modules and trackers;

• Test the proposed process flow in system with high shadow intensity;
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• Test the proposed process flow for classifying anomalies in systems in other regions
of Brazil;

• Implement and evaluate the proposed flow process for anomaly classification in
environments such as Amazon SageMaker with large datasets;

• Evaluate the proposed process flow by training on systems of different power levels
and locations from the test scenario, verifying the model’s potential to work with
diverse data;

• Discover and analyze new classifications within PV system datasets by adding new
features (such as new sensors in PV plants);

• Serve as a reference for future implementations of PV systems in universities seeking
sustainability.
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