
UNIVERSIDADE ESTADUAL DE CAMPINAS
Faculdade de Engenharia Mecânica

AMADEUS CAVALCANTI SALVADOR DE ALCÂNTARA

A Multiscale Modeling Approach for Bone Tissue
from the Nanoscale up

Uma Abordagem de Modelagem Multiescala para
Tecidos Ósseos partindo da Nanoescala

Campinas

2024



AMADEUS CAVALCANTI SALVADOR DE ALCÂNTARA

Uma Abordagem de Modelagem Multiescala para

Tecidos Ósseos partindo da Nanoescala

Tese de Doutorado Acadêmico apresentada à
Faculdade de Engenharia Mecânica da Univer-
sidade Estadual de Campinas como parte dos
requisitos exigidos para a obtenção do título de
Doutor em Engenharia Mecânica, na Área de
Mecânica dos Sólidos e Projeto Mecânico.

Orientador: Prof. Dr. Munir Salomão Skaf

ESTE TRABALHO CORRESPONDE À VER-
SÃO FINAL DA TESE DE DOUTORADO
ACADÊMICO DEFENDIDA PELO ALUNO
AMADEUS CAVALCANTI SALVADOR DE
ALCÂNTARA, E ORIENTADA PELO PROF.
DR. MUNIR SALOMÃO SKAF.

Campinas

2024



Ficha catalográfica
Universidade Estadual de Campinas

Biblioteca da Área de Engenharia e Arquitetura
Rose Meire da Silva - CRB 8/5974

    
  Alcântara, Amadeus Cavalcanti Salvador de, 1994-  
 AL16m AlcA multiscale modeling approach for bone tissue from the nanoscale up /

Amadeus Cavalcanti Salvador de Alcântara. – Campinas, SP : [s.n.], 2024.
 

   
  AlcOrientador: Munir Salomão Skaf.
  AlcTese (doutorado) – Universidade Estadual de Campinas, Faculdade de

Engenharia Mecânica.
 

    
  Alc1. Fratura óssea. 2. Osteoporose. 3. Colágenos fibrilares. 4. Biocompósito.

5. Abordagem multiescala. 6. Dinâmica molecular. 7. Propriedades mecânicas.
I. Skaf, Munir Salomão, 1963-. II. Universidade Estadual de Campinas.
Faculdade de Engenharia Mecânica. III. Título.

 

Informações Complementares

Título em outro idioma: Uma abordagem de modelagem multiescala para tecidos ósseos
partindo da nanoescala
Palavras-chave em inglês:
Bone fracture
Osteoporosis
Collagen fibrils
Biocomposite
Multiscale approach
Molecular dynamics
Mechanical properties
Área de concentração: Mecânica dos Sólidos e Projeto Mecânico
Titulação: Doutor em Engenharia Mecânica
Banca examinadora:
Munir Salomão Skaf [Orientador]
Marco Lúcio Bittencourt
Vitor Rafael Coluci
Mario Milazzo
Markus Jochen Buehler
Data de defesa: 08-03-2024
Programa de Pós-Graduação: Engenharia Mecânica

Identificação e informações acadêmicas do(a) aluno(a)
- ORCID do autor: https://orcid.org/0000-0003-4493-0827
- Currículo Lattes do autor: http://lattes.cnpq.br/4286810579460176  

Powered by TCPDF (www.tcpdf.org)



UNIVERSIDADE ESTADUAL DE CAMPINAS
FACULDADE DE ENGENHARIA MECÂNICA

TESE DE DOUTORADO ACADÊMICO

A Multiscale Modeling Approach for Bone Tissue
from the Nanoscale up

Autor: Amadeus Cavalcanti Salvador de Alcântara

Orientador: Prof. Dr. Munir Salomão Skaf

A Banca Examinadora composta pelos membros abaixo aprovou esta Tese de Doutorado
Acadêmico:

Prof. Dr. Munir Salomão Skaf
DFQ/IQ/UNICAMP

Prof. Dr. Marco Lúcio Bittencourt
DMC/FEM/UNICAMP

Prof. Dr. Vitor Rafael Coluci
FT/UNICAMP

Prof. Dr. Mario Milazzo
DICI/UNIPI

Prof. Dr. Markus Jochen Buehler
CEE/MIT

A Ata de Defesa com as respectivas assinaturas dos membros encontra-se no SIGA/Sistema de
Fluxo de Dissertação/Tese e na Secretaria do Programa da Unidade.

Campinas, 8 de Março de 2024



ACKNOWLEDGEMENTS

There are many people whom I want (and should!) thank, so I’ll have to limit myself to the

most significant ones, who have been closest and for the longest time over these almost seven

years. Here, I am taking the liberty to write also in Portuguese.

Aos Professores:

Meu agradecimento especial vai para o Prof. Paulo Sollero, com quem iniciei meu Mestrado,

e meu Doutorado Direto após aplicarmos para a bolsa FAPESP. O Prof. Sollero foi meu ori-

entador durante grande parte da minha pós-graduação. Por questões pessoais e de saúde, ele

precisou interromper minha orientação, tendo o Munir, nesse tempo meu co-orientador, assum-

ido minha orientação.

Caro Sollero, obrigado por tudo! Pela oportunidade de vir para Unicamp, pela confiança, con-

versas, e puxadas de orelha. Sei o quanto o trabalho com osteoporose era importante para você.

Te desejo muita saúde, e sobretudo força! Forte abraço!

Caro Munir, desde nossa primeira reunião, quando você iniciou minha co-orientação, fiquei

encantado com a fluidez de nossa conversa e como você já então me explicava conceitos da

dinâmica molecular e modelagem atomística. Sou muito grato por você ter aceitado assumir a

minha orientação. Obrigado por todo ensino, suporte, atenção e confiança até aqui. É um prazer

e alegria trabalhar com você.

Dear Markus, thank you not only for hosting me at LAMM/MIT, but for being so kind and

welcoming. The depth of experiences, both personal and professional, I’ve gathered is truly

invaluable.

Thanks also to all professors/lecturers/teaching staff who collaborated with us at some point,

taught courses I’ve taken, or participated in one of the two committees. I’ve learned valuable

lessons from each of you.

Aos familiares:

Pai e mãe, vocês sempre me motivaram e me encorajaram a ser o que eu queria ser. Talvez eu

ainda não tenha descoberto o que quero, mas sei que posso ser o que eu quiser. Obrigado pelo

carinho, amor e suporte de sempre.

Minha irmãs, obrigado pelo carinho de sempre. Mari, você em especial, sua dedicação a música,

aquilo que ama, é uma grande fonte de inspiração.



Aos amigos, colaboradores, group members, and labmates:

Querido Israel, sem você talvez nada disso tivesse acontecido. Foi você quem me convenceu

a vir fazer o mestrado na Unicamp e com quem passei madrugadas na FEM, escrevendo e

quebrando cabeça discutindo sobre mecânica do contínuo, osso, e sobre como reescrever cada

frase, sem pressa, até ela ficar clara. Você também me motivava a continuar quando quis desistir

de tentar o doutorado. Sua contribuição na escrita do projeto e no paper de revisão é inestimável.

Aprendi muito com você sobre escrita científica, e a dar valor aos detalhes e a teoria. Você é

genial. Obrigado por tudo!

Caio, Carlos e Pedro, o grupo do BEM, vocês, junto também com o Israel, Adyllyson, Jack

e Bruno, sempre me motivaram a ser mais analítico, mais ’matemático’. Nossas conversas

(sérias e descontraidas) e brincadeiras foram essenciais para balencear descontração e trabalho.

É bonito ver o quanto vocês admiram e se interessam por matemática, métodos numéricos e

engenharia (afinal, todas andam juntos). Obrigado pela parceria de sempre.

Obrigado a todos com quem em algum momento trabalhei junto ou compartilhei sala no grupo

do Sollero, Andrés, Daniel, Lucas, João, e Hugo, e no grupo do Munir, Alberto, Clauber, Carlos,

Artur, Lucas, Carol, Eduard, Shabir, Felipe e Jéssica.

Levi, obrigado pela colaboração frutífera e por sempre estar disposto a discutir sobre meus

problemas com modelagem e simulação atomística. Aprendi muito sobre LAMMPS com você.

LAMM members at MIT, thank you for welcoming me as part of the group. Our insightful

discussions and collaborative efforts made me grow as a research. I deeply appreciate the

contributions of each lab member, especially those whom I interacted most with, Talia, Bo,

Eesha, Sabrina, Yiwen, Wei, Nic, Rachel, Jesse, Zhenze, Michael, Sofia, Irina, Andrew, Bella,

Mario, Marcin, and Darsh.

A special thanks also to Rosabelli and Marygrace who made it possible for me to go to MIT.

Agradeço também a todas as pessoas com quem morei e compartilhei meu tempo nesses quase

sete anos. Primeiramente a Tangas, a primeira república onde morei. Obrigado a todos pelo

companheirismo e parceria de sempre, sobretudo Rafa, Arthur, Eliezer, Mauro, e também o

Medina e o Ali.

Gi, obrigado por toda parceria e companheirismo durante nosso tempo juntos. Você, o Leko,

e a Laka, me ajudaram a passar por um período complicado, de pandemia e no qual eu estava

perdido na pesquisa, com sanidade e alegria.

Aos amigos da música e da Capoeira, que me fazem sempre lembrar que a vida vai além da



universidade. Me manter fisicamente ativo e ter com quem compartilhar minha paixão pela

música foi, e é, imprecindível para todo o resto. Prof. Lars, obrigado por me receber no

IA como um de seus alunos de violoncelo e membro do Unicamp Cello Ensemble. Arthur e

Marina, tocar e viajar com o trio Sabiá foi, e sempre será, motivo de orgulho para mim.

Amigos da quarta do Choro e do Choro em Boston, obrigado por me receberem tão bem nas

rodas. Um agradecimento especial a Catherine Bent, Luiz Antônio, e Ricardo Henrique, com

quem aprendi e aprendo tanto.

Por fim, agradeço minha namorada, Carol, pelo apoio constante e compreensão durante a elab-

oração desta tese. Sua presença ao meu lado trouxe uma dose extra de motivação e conforto

nessa reta final.

Funding

This study was financed in part by the São Paulo Research Foundation (FAPESP) grants #2018/18503-

2, #2022/03410-4, the Center for Computing in Engineering & Sciences (CCES/UNICAMP)

FAPESP grant #2013/08293-7, and the Coordenação de Aperfeiçoamento de Pessoal de Nivel

Superior – Brasil (CAPES) – Finance Code 001.

This work also used resources of the “Centro Nacional de Processamento de Alto Desempenho

em São Paulo” (CENAPAD-SP), MIT-Brazil, and workstations kindly provided by Prof. Paulo

Sollero and Prof. Munir S. Skaf.



ABSTRACT

Bones are complex living biomaterials with a multi-scale structure centered on mineralized

collagen fibrils. Mutations and structural changes at its molecular scale can lead to microscopic

defects and failures that result in macroscopic fractures. For instance, osteoporosis-induced

bone fracture is a major health concern not yet fully understood. The improvement of bone

fracture prediction and diagnosis currently requires two critical components: a comprehensive

understanding of the mechanical behavior of bones at the nanoscale, and an elucidation of the

interrelation and impact of these behaviors on higher lenghtscales.

This thesis is structured as a compendium of articles. It starts with a review paper that provides

a state-of-the-art framework for advancing patient-specific bone multiscale modelling, fracture

simulation and risk analysis. Next, the thesis focus on the nanomechanics of bones. Both

the modeling of bone molecular models as well as a thorough investigation of their mechan-

ical properties are presented. Our nanoscale investigations highlight the key role of minerals

within the extrafibrillar region of mineralized collagen fibrils in bone nanomechanics, serving

as primary load-bearing components.

Additionally, this thesis provides a roadmap for devising realistic patient-specific bone fracture

simulations which is here presented as a novel approach to the early diagnosis of osteoporosis-

induced bone fracture. This approach suggests the combination of macro- and microscopic

patient-specific data with atomistic-derived properties for osteoporosis risk analysis. Although

not yet fully implemented, the integration presented in this approach represents a significant

contribution and novelty in the field, possibly enhancing the precision and comprehensiveness

of osteoporosis risk assessment.

By shedding light on the intricate interplay between structural components at the nanoscale and

with the presented multiscale approach, our work lays the groundwork for more refined and

sensitive bone fracture simulations.

Keywords: bone failure; bone fracture; osteoporosis; patient-specific bone models; bone mul-

tiscale structure; bone multiscale modelling; fracture risk analysis; mineralized collagen fibrils;

molecular dynamics;



RESUMO

Os ossos são biomateriais vivos complexos com uma estrutura multiescala centrada em fibrilas

de colágeno mineralizadas. Mutações e alterações estruturais em sua escala molecular podem

levar a defeitos e falhas microscópicas que resultam em fraturas macroscópicas. Por exemplo,

a fratura óssea induzida por osteoporose é um grande problema de saúde ainda não totalmente

compreendida. A melhoria da predição e diagnóstico de fraturas ósseas atualmente requer dois

componentes críticos: uma compreensão abrangente do comportamento mecânico dos ossos na

escala nanométrica e um esclarecimento da inter-relação e impacto desses comportamentos em

escalas de comprimento maiores.

Esta tese é estruturada como um compêndio de artigos. Ela começa com um artigo de revisão

que apresenta o estado da arte e fornece um arcabouço para o avanço da modelagem multiescala

de ossos, simulação de fraturas e análise de riscos específicas do paciente. Em seguida, a tese

se concentra na nanomecânica dos ossos. Tanto a modelagem de modelos moleculares de ossos

quanto uma investigação minuciosa de suas propriedades mecânicas são apresentadas. Nossas

investigações em nanoscala destacam o papel fundamental dos minerais na região extrafibri-

lar de fibrilas de colágeno mineralizadas na nanomecânica óssea, servindo como componentes

primários de suporte de carga.

Além disso, esta tese fornece um roteiro para a elaboração de simulações realistas de fraturas

ósseas específicas do paciente, que aqui é apresentada como uma abordagem inovadora para

o diagnóstico precoce de fraturas ósseas induzidas por osteoporose. Esta abordagem sugere

a combinação de dados específicos do paciente em macro- e microescala com propriedades

derivadas atomísticamente para análise de risco de osteoporose. Embora ainda não totalmente

implementada, a integração apresentada nesta abordagem representa uma contribuição signi-

ficativa e uma novidade no campo, possivelmente aprimorando a precisão e a compreensão da

avaliação de risco de osteoporose.

Ao lançar luz sobre a intricada interação entre componentes estruturais na escala nanométrica

e com a abordagem multi-escalar apresentada, nosso trabalho estabelece bases para simulações

de fraturas ósseas mais refinadas e sensíveis.

Palavras–chave: falha óssea; fratura óssea; osteoporose; modelos de ossos específicos do

paciente; estrutura multiescala do osso; modelagem multiescala do osso; análise do risco de

fratura; fibrílas de colágeno mineralizada; dinâmica molecular;
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1 INTRODUCTION AND MOTIVATION

The worldwide increasing life expectancy leads to the elderly gradually composing

a larger fraction of the population. This implies that osteoporosis, a bone disease characterized

by low bone mineral density and a consequent increase in fragility fracture risk, will become

commonplace. If current predictive diagnosis techniques remain unimproved, osteoporosis-

induced fractures will increasingly strain healthcare systems financially and hinder social well-

being worldwide. The improvement of bone fracture prediction and diagnosis currently requires

two critical components: (1.) a comprehensive understanding of the mechanical behavior of

bones at the nanoscale, and (2.) an elucidation of the interrelation and impact of these behaviors

on higher lenghtscales.

Bones and tendons are complex living biomaterials with a multiscale structure cen-

tered on collagen fibrils. However, in bones, collagen fibrils undergo mineralization and orga-

nize into intricate composites at higher length scales. The study of bone mechanics is multidisci-

plinary and requires laborious investigations, e.g., time-consuming modeling and experiments.

It is an open field of research. To fully understand the structure and properties of bones is a

challenge that (has and) will demand decades of collaborative research endeavors to be solved,

if solvable.

This thesis is motivated by the worldwide necessity and our1 willingness to con-

tribute to the improvement of (1.) and (2.). Structured as a compendium of published scientific

articles, it not only sheds light on the intricate interplay between structural components at the

nanoscale of bone, but also presents a framework for investigating the interrelation between the

multiple length scales of bones.

Chapter 2 presents a review paper that provides a starting point for those interested

in an up-to-date literature survey on state-of-the-art patient-specific bone multiscale modelling,

fracture simulation and risk analysis (Alcântara et al., 2020). It introduces and discusses topics

related to components (1.) and (2.), serving as an introductory literature survey chapter. This

paper distinguishes itself from any other review paper for not being a simple list of citations.

Much more than that, its innovative and straight-to-the-point textual organization and notation

points to important remarks, highlights and open issues in the filed. This extensive literature

1 In this thesis, ’we’ and ’us’ refer to collaborators and myself. I’m grateful for their support and collaborations
during my graduate studies.
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survey hints at a framework, at an approach, for devising realistic patient-specific bone fracture

simulations. This is later discussed in Chapter 5.

Next, we focus on the nanoscale of bones. Chapter 3 provides a detailed prescription

on how to devise and perform molecular dynamics with all-atom bone molecular models that

consider both intra- and extrafibrillar mineralization (Alcântara et al., 2022). To our knowledge,

it was the first molecular model presented in the literature to take into account this important

element of the biology, chemistry, and mechanics of fibers in bones.

Chapter 4, presents a paper in which we investigate structural and mechanical prop-

erties of all-atom bone molecular models composed of type-I collagen, hydroxyapatite, and wa-

ter, by means of fully atomistic molecular dynamics (MD) simulations (Alcântara et al., 2023).

We subjected our nanoscale models to tensile loads and analyzed their mechanical responses

using LAMMPS (Thompson et al., 2022). An analysis of the stress distribution showed that

the extrafibrillar region plays a crucial role in the mechanical response of the bone nanoscale

models.

These two papers constitute a novel, and crucial, contribution for the improvement

of (1.). They were motivated by the fact that the current literature exhibits limited resources on

how to model bone at the nanoscale and on its nanomechanics. Modeling and simulating the

nanoscale of bone is laborious and demands high performance computing.

Chapter 5 serves as a road map for future research on patient-specific multiscale

modeling. It introduces an approach to improve current prediction of fracture in bones. We aim

to contribute to (2.) by sharing this clear and detailed framework.

Finally, Chapter 6 briefly present other works I have been involved with during my

PhD.
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2 STATE-OF-THE-ART BONE MULTISCALE MODELING

As mentioned earlier, bone is a living complex multiscale material. The interrela-

tions between its different structure requires multidisciplinary understanding that involves biol-

ogy, medicine, mathematics, physics, and engineering. Given that the literarure exhibited only

limited resources that could be used as a starting point for those new to the field, we prepared an

up-to-date literature survey on state-of-the-art patient-specific bone multiscale modelling, frac-

ture simulation and risk analysis. This literature survey distinguishes itself from most review

papers for its innovative and straight-to-the-point textual organization and notation that points

to important remarks, highlights and open issues in the filed. The review goes from discussing

the impact of osteoporosis on health care systems worldwide, to describing multiscale physico-

mathematical approaches to model bone using continuum mechanics and molecular dynamics.

This paper makes its contribution to the field by both thoroughly describing each

step involved in modeling and simulating bone in a multiscale context, and by revealing paths

and frameworks for the improvement of the broad field of bone mechanics. Indeed, this exten-

sive literature survey hints at a framework for devising realistic patient-specific bone fracture

simulations, which is discussed in Chapter 5.
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Abstract: This paper provides a starting point for researchers and practitioners from biology, medicine,
physics and engineering who can benefit from an up-to-date literature survey on patient-specific
bone fracture modelling, simulation and risk analysis. This survey hints at a framework for devising
realistic patient-specific bone fracture simulations. This paper has 18 sections: Section 1 presents the
main interested parties; Section 2 explains the organzation of the text; Section 3 motivates further
work on patient-specific bone fracture simulation; Section 4 motivates this survey; Section 5 concerns
the collection of bibliographical references; Section 6 motivates the physico-mathematical approach
to bone fracture; Section 7 presents the modelling of bone as a continuum; Section 8 categorizes the
surveyed literature into a continuum mechanics framework; Section 9 concerns the computational
modelling of bone geometry; Section 10 concerns the estimation of bone mechanical properties;
Section 11 concerns the selection of boundary conditions representative of bone trauma; Section 12
concerns bone fracture simulation; Section 13 presents the multiscale structure of bone; Section 14
concerns the multiscale mathematical modelling of bone; Section 15 concerns the experimental
validation of bone fracture simulations; Section 16 concerns bone fracture risk assessment. Lastly,
glossaries for symbols, acronyms, and physico-mathematical terms are provided.

Keywords: bone fracture; patient-specific bone models; osteoporosis; bone multiscale structure;
bone multiscale modelling; fracture risk analysis

1. Interested Parties Concerning this Survey

This paper surveys a multidisciplinary topic. Bone is a not fully understood biological material.
Professionals from biology and medicine have been working with physicists and engineers to better

Materials 2020, 13, 106; doi:10.3390/ma13010106 www.mdpi.com/journal/materials

14
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understand bone mechanical properties with the goal of anticipating and preventing bone fracture.
Bone diseases, specially osteoporosis, have proven to be a major health concern. Governments and
philanthropists are putting more effort into minimizing the social and financial consequences of bone
fragility fractures. Most fragility fractures are impact-induced fractures occurring in the elderly when
performing routine activities. Table 1 shows the main interested parties involved in bone fracture risk
analysis and which sections of this paper are most interesting for each party.

Table 1. Main interested parties involved in bone fracture and which sections of this paper are most
interesting for each party.

Specialization, Interested Related Sections

Biology

Section 3. Motivating Patient-Specific Bone Fracture Simulation
Section 4. Motivating this Literature Survey
Section 6. The Physico-Mathematical Approach to Bone Fracture
Section 7. Modelling Bone as a Continuum
Section 8. Categorizing the Surveyed Literature into a Continuum Mechanics Framework
Section 9. Patient-Specific Geometry of Bone
Section 10. Mechanical Properties Categorization for Computational Bone Models
Section 13. The Multiscale Structure of Bone

Medicine

Section 3. Motivating Patient-Specific Bone Fracture Simulation
Section 4. Motivating this Literature Survey
Section 6. The Physico-Mathematical Approach to Bone Fracture
Section 7. Modelling Bone as a Continuum
Section 8. Categorizing the Surveyed Literature into a Continuum Mechanics Framework
Section 9. Patient-Specific Geometry of Bone
Section 10. Mechanical Properties Categorization for Computational Bone Models
Section 11. Mathematical Model of Bone Trauma-inducing Accident—The Boundary Conditions
Section 15. Validating Bone Fracture Simulation
Section 16. Assessing Fracture Risk

Physics

Section 3. Motivating Patient-Specific Bone Fracture Simulation
Section 4. Motivating this Literature Survey
Section 6. The Physico-Mathematical Approach to Bone Fracture
Section 7. Modelling Bone as a Continuum
Section 8. Categorizing the Surveyed Literature into a Continuum Mechanics Framework
Section 9. Patient-Specific Geometry of Bone
Section 10. Mechanical Properties Categorization for Computational Bone Models
Section 11. Mathematical Model of Bone Trauma-inducing Accident—The Boundary Conditions
Section 12. Simulating Bone Fracture
Section 13. The Multiscale Structure of Bone
Section 14. Multiscale Modelling of Bone
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2. Reading This Paper—Textual Organization and Notation

Throughout this paper, six extra text environments are used to organize ideas intuitively and to
facilitate the reading.

Characteristic Length Numerical values, surveyed from the literature, that characterize major
geometric features of a specific bone lengthscale, see Definition 8.

Definition Non-mathematical definitions that may be differently understood by
specialists from different fields. Mathematical definitions are not presented
here due to their complexity. Rigorous mathematical definitions are found in
the references present in Appendix C.

Highlight A statement that plays a major role in the argumentation.
Illustration A non-mathematical explanation of a physical phenomenon.
Open Issue Issues and problems not clearly defined or completely solved within the

surveyed literature.
Remark Relevant notes.

To make the text less wordy and to shorten sentences whenever possible, a notation has been
devised. For instance: SAi represents the i-th concept within the concept group A in section S.

Some figures and tables are gridded in rows and columns, which, in turn, are labeled by either
numbers or letters. For instance, the label Figure 1 row XII refers to the solid’s homogeneity (a solid
continuum can be either homogeneous or inhomogeneous); Table 2(1A) refers to the box at column 1
and row A in Table 2, which is titled “CT”.

At the end of this paper, glossaries for symbols, acronyms, and physico-mathematical terms are
provided, see Appendixes A, B and C.

3. Motivating Patient-Specific Bone Fracture Simulation

An increase in life expectancy implies that the elderly gradually compose a larger fraction of the
population. Thus, diseases common among the elderly, e.g., osteoporosis, will occur more frequently,
leading to an increase in occurrence of bone fragility fracture. The following Sections 3.1–3.3 present
evidence for this argument.

3.1. Ageing Population

Life expectancy has been increasing by about 3 years per decade since 1950 [1]. Due to accelerated
scientific and technological development, countless medical breakthroughs have been achieved,
enabling people worldwide to live longer [2].

Projections show an intensified increase in the elderly population worldwide. While data from
2018 shows that only 13 countries have at least 20% of their population aged 65 or older, 82 countries
are projected to have at least 20% of their population in the same age bracket by 2050 [3]. Furthermore,
about 16% of the total world population in 2050 will be aged 65 and older, compared to 9% in 2018 [3];
about 1.5 billion of a projected population of 9.5 billion will be 65 and older in 2050. These projections
are confirmed by other reports [4,5].

Analysing individual groups of countries, these same conclusions can be drawn in different
magnitudes. A brief compilation of projections on the ageing population of America, Europe and Asia
is presented in the next six paragraphs.

Brazil—by 2050, the number of people over 50 years old will represent 37% of the population [6].
In parallel, the population over 70 will increase by about 314% in comparison to 2011.

Latin America—in the 3 economies with the highest GDP after Brazil, the population over 70 will
increase: by 321% in Mexico, by 129.6% in Argentina and by 348% in Colombia [6].

The United Kingdom—24% of the population will be 65 years and older in 2037 [7], taking the
ě65 years age bracket to 20.4 million people.

16



Materials 2020, 13, 106 4 of 65

Europe—29% of the population will belong to the ě65 age bracket in 2050, vs. 19% in 2016.
In parallel, 13% of the population will be above 80 vs. 4% in 2016 [8].

The United States of America—exhibits a trend similar to that of Latin America and Europe [9].
Asia—will concentrate 62.3% of the world population in the ě65 age bracket by 2050 [10].

3.2. Osteoporosis—A Major Health Concern

A longer life does not necessarily translate into a better life. The rising average life expectancy
implies that a greater fraction of the population will be afflicted by several aging-related bone diseases.
In particular, by osteoporosis, a chronic condition characterized by low Bone Mineral Density (BMD)
and a consequent increase in fragility fracture risk [11,12]. Menopausal women are major victims of
osteoporosis [13–15].

Understanding the mechanical behaviour of bone under osteoporosis and conditions such as
weightlessness [16,17], radiation and vitamin D deficiency is of vital interest, for instance, to the cause
of manned space travel.

Highlight 1. This paper focuses on osteoporosis, which is the most frequent aging-related bone disease.
Other bone diseases not addressed by this paper can be studied by applying the same methodology.

3.3. Osteoporosis—Consequences and Costs

Bone fragility fractures are costly to treat. The associated decrease in quality of life implies further
social and financial burden. Besides physical pain and disability, these fractures often lead to clinical
death [18,19]. The treatment of bone diseases, e.g., osteoporosis, involves medical imaging, diagnosis
and pharmacotherapy [20]. In case of fracture, surgery is often mandatory, implying hospitalization
and rehabilitation. These fracture-triggered events produce a chain of financially heavy costs.

It is unsettling that osteoporosis can be clinically silent. As an example, it has been demonstrated
that, without prevention and early diagnosis, the costs of osteoporotic fracture-related morbidity and
mortality will burden the U.S. health-care system [21]. Logically, if preventive diagnosis methodologies
are ignored, the burdening of every health-care systems worldwide is to be expected.

Highlight 2. If current predictive diagnosis techniques remain unimproved, bone fragility fracture will become
a heavier financial burden for health care systems and a social hindrance for people worldwide [22–24].

4. Motivating This Literature Survey

Given Highlight 1, it immediately follows the question 4A0.
4A0: How to accurately predict bone fragility fracture?
The definitive answer to 4A0 is unknown. Trying to answer 4A0, this paper makes the

assumptions 4B1–4B4.
4B1: It is possible to use bone fracture simulations to identify bone structure failure criteria.
4B2: It is possible to correlate bone structure failure criteria to early signs of bone deterioration.
4B3: It is possible to correlate early signs of bone deterioration to bone fracture risk.
4B4: It is possible to predict fragility fractures from bone fracture risk analysis.
If 4B1–4B4 are true, improvement in predictive diagnosis is an immediate consequence and part

of the unknown answer to 4A0 lies in answering questions 4A1–4A3.
4A1: How to simulate bone fracture?
4A2: How to estimate fracture risk?
4A3: How to combine the answers to 4A1–4A2 to answer 4A0?
Any coarse literature review indicates that several approaches have been applied to answer

4A1–4A2. Furthermore, there has not been enough effort to answer 4A3. Making a single literature
survey encompassing the papers that answer 4A1–4A2 is this paper’s contribution to answering 4A3.
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The surveyed literature was critically revisited and herein summarized in a structured view,
updating specialists, those listed in Table 1, on bone fracture modelling, simulation and risk analysis.
Ultimately, every specialist must: be aware of pertinent open issues and know how to work with other
specialists in order to collectively propose solutions.

5. Collecting Bibliographical References

This survey was performed using the platforms: Web of Science, Scopus, PubMed and Google
Scholar. Some of the keywords searched in these platforms were: bone fracture, osteoporosis,
bone mechanical properties, bone multiscale modelling, patient-specific bone model, multiscale bone
analysis, fracture risk analysis. Papers suggested by these searches as well as other papers referenced
by them were analyzed and selected for this survey.

Bone fracture simulation with risk analysis, like any other multidisciplinary topic, see, for instance ,
ref. [25], exhibits a vast array of relevant papers and applications. Thus, only a limited number of
papers could be reviewed. The non-citation of a particular paper is unrelated to the paper’s merit.

Highlight 3 (Usage of the Word Model). The word model has different meanings depending on the context.
In this paper, a mathematical model is labelled “a model”, i.e., “to model” means “to devise a mathematical
model”; a computer-based likeness of a bone sample is referred to as “a geometry model”.

Highlight 4 (Usage of the Word Simulation). In this paper, performing mathematical calculations is
labelled “simulation”.

Highlight 5 (The Focus of This Survey). The focus of this survey lies in papers that applied
physico-mathematical approaches to bone fracture modelling and simulation.

6. The Physico-Mathematical Approach to Bone Fracture

Physics and mathematics provide the most accurate descriptions of natural phenomena [26].
Accurate prediction of bone fragility fracture requires such mathematical and physical description.
This description consists of equations that have physical, and, thus, biological, interpretations.

Continuum mechanics is a mature field of research and, for this reason, the ubiquitous
theory when studying deformation and fracture processes. Continuum mechanics assumes the
material to be continuous, i.e., a continuum: between every two points in the spatial domain of
the body there always exists another point. A rigorous formulation of a continuum is founded
upon, among other mathematical concepts, the basis coordinate frame axes’s Dedekind-density and
on Cauchy-continuity [27].

Remark 1 (Continuum Mechanics Concepts). Appendix C presents the list of references for physical and
mathematical enunciations to the continuum mechanics concepts used in the text. Biologico-medical concepts can
only be incorporated into computer simulations by means of adequate mathematical objects. The mathematical
objects required by a consistent physico-mathematical description of bone fracture must mimic physical reality as
much as possible.

7. Modelling Bone as a Continuum

Figure 1 schematizes the possibilities for modelling patient-specific bone as a continuum
and for evaluating, over the entire bone sample, the stresses and strains caused by imposed
boundary conditions. Thus, Figure 1 presents what is required to model and simulate patient-specific
bone fracture.
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Figure 1. Modelling of a solid continuum mechanics problem for bone.
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Figure 1, inspired by [28] (p. 145), is divided into 13 rows, from I to XIII.

• Row I of Figure 1 illustrates the modelling of patient-specific bone geometry and is further
described in Section 9. The spatial domain plus the boundary of a solid bone constitutes
its geometry.

Remark 2 (Continuous Boundary). In this paper, the term continuous boundary is used to describe the finest
possible geometry discretization given by the resolution of the medical imaging to a computer geometry model.
In fact, all geometry models created from medical imaging techniques have a discrete resolution, i.e., a finite
number of pixels/voxels.

Domain and boundary are mathematically defined in the references of Appendix C, but may not
be clear for specialists who are not used to definitions of Partial Differential Equations (PDEs) and
continuum mechanics.

Illustration 1 (Domain and Boundary). Picture a potato. In continuum mechanics, the spatial domain of the
body represents the interior of the potato. The boundary of the body represents the potato’s skin. Domain plus
boundary comprise the entire body.

• Row II of Figure 1 illustrates the derivation of boundary conditions from accident models which
are further described in Section 11.

It is at the boundary of the body, through boundary conditions, where bone models can use
information provided by accident models representative of common physical trauma among the
elderly, see Section 11. The definition of boundary condition in the context of PDEs may not be clear
for non-specialists. In the bone fracture literature, boundary conditions are often labelled as loading or
constraint conditions.

Illustration 2 (Boundary Condition). Boundary conditions (BCs) represent the effects of the exterior domain
(everything that is not the body) onto the body. BCs describe the interactions between the domain of the body and
the exterior domain through the boundary. In structural analysis, BCs are usually represented by surface forces
(or tractions) and displacements [29] (p. 11). Boundary conditions require a predefined domain, i.e., geometry.
In the diagram of Figure 1 BCs transmit information about the geometry to the set of governing equations,
see Section 12, between rows IV and VI.

• Row III of Figure 1 illustrates the two types of BCs for solid continuum mechanics problems
which are briefly described in Section 11.

• Row IV of Figure 1 illustrates the inputs (body forces in the domain, if present, and surface forces
and displacements on the boundary, i.e., as BCs) and outputs (surface forces and displacements
everywhere) of solid continuum mechanics problems which are further discussed in Section 11.

• Row V of Figure 1 illustrates the motion and strain-displacement equations which are further
described in Section 12.

• Row VI of Figure 1 illustrates the relationships between stresses and strains given by constitutive
equations which are further described in Section 10.

• Rows VII to VIII of Figure 1 illustrate different types and categorizations of constitutive equations
which are further described in Section 10.

Remark 3 (On the Reticences Displayed in the Scheme of Figure 1). Theorists and experimentalists in
the field of mechanics of materials should consider any possible material symmetry and constitutive equation,
see 15A1. The most well-known constitutive equations can only describe bone behaviour up to a certain accuracy.
Indeed, if a key variable of bone mechanics is not being considered, it is possible that numerical calculations
will never match experimental results. Time, position within the material’s spatial domain, strain, strain rate,
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temperature, temperature gradients and strain-energy are only a few of the variables that may have an influence
on the mechanical behaviour of a material, e.g., bone.

• Rows IX to X of Figure 1 illustrate different types and categorizations of material symmetry
regarding mechanical properties which are further described in Section 10.

• Rows XI to XII of Figure 1 illustrate homogeneity regarding mechanical properties, i.e., material
symmetry and constitutive equations, which are further described in Section 10.

• Row XIII of Figure 1 illustrates the experiment-based categorization of mechanical properties,
i.e., homogeneity, material symmetry and constitutive equations, which are further described in
Sections 10, 13 and 15.

Green coloured texts illustrate the inputs of the modelling process.
Blue coloured texts illustrate the output of the simulation.
Red coloured texts illustrate where the simulation is performed.
Switches in parallel indicate that only one box at a time must be selected when modelling

a solid continuum, e.g., a material is either orthotropic or isotropic, but not simultaneously both.
Note that inhomogeneous materials are, in fact, globally inhomogeneous, but locally homogeneous.
For each homogeneous subdomain of a globally inhomogeneous material, a material symmetry and a
constitutive equation must be selected.

Each stage on the diagram of Figure 1 must be modelled and validated as accurately and
realistically as possible, so the final results can be used in medical clinics.

Remark 4 (Model Accuracy and Validation). Geometry, discretization, mechanical properties, fall model,
boundary conditions, evaluation of stresses, strains, forces and displacements. Accuracy and validation of the
current stage on the diagram of Figure 1 depends directly on the accuracy and validation of the previous stage of
the diagram, see Section 15.

One of the main objectives of the continuum mechanics is to study how solids, subjected to
certain BCs (e.g., external forces), deform and move. This is achieved through the coupling of
strain-displacement, equilibrium and constitutive equations (the governing equations), see Figure 1
and Section 12. The references in Appendix C give more detailed information on continuum mechanics.

8. Categorizing the Surveyed Literature into a Continuum Mechanics Framework

Most surveyed papers performing bone simulations, patient-specific or not, of fracture or not,
modelled bone as a continuum, following a strategy similar to the diagram in Figure 1. The surveyed
literature was categorized regarding its bone computational modelling. The assumptions and
considerations made by each reference are registered in Table 2, where tendencies and possible
open issues become visible.
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Table 2. Categorization of surveyed literature that modelled bone as a solid continuum [30–147].
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Table 2. Categorization of surveyed literature that modelled bone as a solid continuum [30–147].

1

Geometry
Modeling

CT
[30–126]

DXA
[56,97,

127–129]

MRI
[48,53,83,
130,131]

Microscopy
[83,132–134]

Illustration
from Biology,
Experimental

studies
[61,135–144]

Unspecified
/ Other
[54,69,

145–147]

2

Motion
equation

Static,
Quasi-Static
Equilibrium
[33,34,36,37,
40,41,46,50,
52–55,60,61,
64,65,69,71,
76,80,83,90,
92,99–102,

105,110,111,
124,125,135,
141,143–147]

Motion
[39,75,126]

Unspecified
/ Other

[30–32,35,
38,42–45,47–
49,51,56–59,
62,63,66–68,

70,72–74,
77–79,81,82,
84–89,91,93–
98,103,104,

106–109,112–
123,127–134,
136–140,142]

3

Strain-Displacement
Equation

Linear
[38,40,41,

52–54,56,61,
65,84,88,89,
95,100,112,

135,143,144]

Nonlinear
[43,55,67,84,94,

124,133,137]

Unspecified
/ Other

[30–37,39,
42,44–51,56–
60,62–64,66,
68–83,85–87,
90–93,96–99,
101–111,113–
123,125–132,
134,136,138–
142,145–147]

4

Constitutive
Equation

Elastic
(CLE + CNLE)
[30–32,34,36–

41,44,46,48,50–
55,57–61,65,66,
68,69,71,73,74,
76,77,79–83,
85,87–93,95,

97,98,102,103,
106–119,121–
123,125–129,
132–145,147]

Viscous
[42,43,45,
75,143]

Elastic-Plastic
[33,42,43,45,47,
49,56,64,67,70,
72,75,84,86,94,
96,99–101,104,
105,120,124,
130,131,146]

Damageable
[42,45,54,
56,60,64,
73,75,76,

80,124,143]

Porous
[123,144]

Unspecified
/ Other
[35,62,

63,76,78]

5

Material
Symmetry

Isotropic
[30–34,36–
49,51,52,54,
56–61,63,64,
66–77,79–83,
85–99,101–

122,124–133,
135–145,147]

Transversally
isotropic

[42,45,50,52,
54,64,65,69,74,
84,99,115,124,
139–141,146]

Orthotropic
[42,44,53,55,
57,73,74,81,

83,96,115,124,
134,138,143]

Unspecified
/ Other

[35,61,62,
78,100,123,
140–142]

6

Homogeneity

Homogeneous
[30,42,51,52,
64,79,83,134,
142,144–147]

Inhomogeneous
[30–34,36–41,

43,44,46–51,54–
58,60–63,65–72,
74–77,81–143]

Unspecified
/ Other

[35,45,53,59,73,
78,80,123,134]

7

Material
Properties

Source

from
experiment

[61,139]

from medical
imaging

[30–32,36–
41,43,44,46,
47,49–51,54–
56,58,60,62,
63,65–72,74–
77,81,82,84–

121,125–131]

from
specialized
literature

[33–35,42,45,
48,49,51–54,

56,57,59,61,64,
69,73,74,78–

81,83,115,122–
124,132–147]

8

Boundary
Conditions

Origin

Human
motion

representative–
Deterministic
[32,35,39–41,
44,49,54,69–
75,81,82,99,
100,105,106,
108–114,117,
118,120–123,
127–130,147]

Human
motion

representative–
Stochastic

[126]

Experiment
representative

[30,31,33,34,
36–38,42,43,
45–48,50–52,
55,57,58,60–
68,79,80,83,
84,86,88–90,
92–98,101–

104,111,115,
116,119,125,
131,132,134–
138,144–147]

Arbitrary,
Unspecified

/ Other
[53,56,59,

76–78,85,87,
91,107,124,

133,139–143]

A

B

C

D

E

F

Table 2 categorizes the surveyed literature regarding 8 different aspects of solid continuum
mechanics modelling. Each column regards one of these aspects:

• Column 1 of Table 2 categorizes the surveyed literature based on how bone geometry is modelled,
see Section 9.

• Column 2 of Table 2 categorizes the surveyed literature based on if the inertial term of the motion
equation was neglected or not, see Section 12.

• Column 3 of Table 2 categorizes the surveyed literature based on if the non-linear term of the
strain-displacement equation was neglected or not, see Section 12.

• Column 4 of Table 2 categorizes the surveyed literature regarding the constitutive equation of
their models, see Section 10.

• Column 5 of Table 2 categorizes the surveyed literature regarding the material symmetry of their
models, see Section 10.

• Column 6 of Table 2 categorizes the surveyed literature based on the homogeneity regarding the
mechanical properties of their models, see Section 10

• Column 7 of Table 2 categorizes the surveyed literature based on the source of the mechanical
properties of their models, see Section 10.

Table 2 categorizes the surveyed literature regarding 8 different aspects of solid continuum
mechanics modelling. Each column regards one of these aspects:

• Column 1 of Table 2 categorizes the surveyed literature based on how bone geometry is modelled,
see Section 9.

• Column 2 of Table 2 categorizes the surveyed literature based on if the inertial term of the motion
equation was neglected or not, see Section 12.

• Column 3 of Table 2 categorizes the surveyed literature based on if the non-linear term of the
strain-displacement equation was neglected or not, see Section 12.

• Column 4 of Table 2 categorizes the surveyed literature regarding the constitutive equation of
their models, see Section 10.

• Column 5 of Table 2 categorizes the surveyed literature regarding the material symmetry of their
models, see Section 10.

• Column 6 of Table 2 categorizes the surveyed literature based on the homogeneity regarding the
mechanical properties of their models, see Section 10

• Column 7 of Table 2 categorizes the surveyed literature based on the source of the mechanical
properties of their models, see Section 10.
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• Column 8 of Table 2 categorizes the surveyed literature based on the BCs imposed on their models,
see Section 11.

Some references may be repeated within a column in Table 2.

Remark 5 (Multiplicity of References in Table 2). Reasons for repeating references in the same column
are: (1.) There is more than one model in the reference, each set up differently; (2.) The reference considers a
multiscale model and each lengthscale is modelled differently (3.) The model is inhomogeneous and each locally
homogeneous subdomain is modelled differently.

The authors tried their best at categorizing each analyzed reference into the most appropriate
row of Table 2. However, some references do not clearly or directly reveal how they created their
model. Sometimes a bit of interpretation and common sense of the authors was needed to find the best
suitable categorization for each reference.

Remark 6 (Lack of Clarity). It is worth to note that some references do not specify their models, see Table 2
row F. The boxes “Unspecified/Other” indicate that the analyzed reference either does not specify its model
creation/assumption or uses another, less usual, procedure/assumption not shown in Table 2. The vast majority
of references in these boxes do not specify their models. It is very likely that these references assumed the most
mature and easy-to-implement modelling strategy. For example, the material was assumed isotropic when
no material symmetry was specified, see Table 2 column 5. Complex models tend to be described in detail.
Very uncommon assumptions are highlighted throughout this survey.

Remark 6 leads to Remark 7.

Remark 7 (Unifying Framework for Bone Continuum Modeling). The large number of unspecified
modelling data suggests that the literature in the field of bone fracture simulation should be more clear and
direct about their modelling. A brief paragraph, or even better a table, addressing all information for continuum
modelling shown in Table 2 should be present. In addiction, further information on used mechanical properties
and numerical techniques, as shown in Table 2 of [148], would facilitate the understanding and reproducibility
of the simulations.

In addition to assuming bone as a continuum, several of the reviewed papers considered the
multiscale structure of bone, see Section 13, and modelled bone as a multiscale material, see Section 14.
At the molecular lengthscale, however, bone is not a continuum, but rather a discrete material, or a
non-continuum, constituted of molecules, and atoms connected by chemical bonds. Between atoms
there is vacuum. Bone is mostly made of vacuum. However, continuum mechanics does not consider
the empty spaces between the atoms and is, thus alone not able to foresee where a gummy-bear
will break since a continuum has no weakness [149]. Cracks must be first artificially created before
propagated.

New multiscale approaches considering molecular structures have arisen to improve the accuracy
and precision of material behaviour’s prediction. In the ideal case, bones are modelled as a bunch
of (countless) interacting atoms. Nonetheless, this is computationally very expensive and currently
impracticable. Today’s greatest clusters can simulate, in a reasonable time, no more than very small
cubes with millions, maybe billions of atoms.

As once said by the mathematician Terence Tao: “Well, just about any useful mathematical model
makes non-physical assumptions—for instance, fluids are almost always modelled by a continuum, when
in reality they are composed of a huge number of interacting particles. But if the model is robust enough,
one can still expect it to give an accurate prediction of reality, even if at an ontological level it is quite
distinct” (https://terrytao.wordpress.com/2011/08/04/localisation-and-compactness-properties-of-
the-navier-stokes-global-regularity-problem/).
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Physicists and engineers should try to take meaningful macroscale information from reduced
molecular simulations, rather than to simulate all particles within the bone. Continuum mechanics has
proved itself to be, in many applications, e.g., fracture mechanics, “robust enough”.

Remark 8 (Challenges & Limits). Current Limits of the Patient-Specific Fracture Simulation are:
6A1: viability of in vivo experiments for the assessment of patient-specific bone mechanical properties, see

Section 10 and 15A1;
6A2: viability of in vivo experiments for validation of computer simulations, see 15A2;
6A3: computing processor and memory for simulation (mesh refinement increases the number of DOF and

so the computing time. Molecular modelling requires an almost infinite number of DOF).

9. Patient-Specific Geometry of Bone

Every bone is unique in its geometry and mechanical properties. Bone fracture models cannot be
generalized for all bones, i.e., fracture risk and traction and displacement fields evaluated within the
geometry of a specific bone for a given set of BCs are not interchangeable with other bones.

Illustration 3. Two equally manufactured steel beams behave (at least quasi) equally when subjected to equal
BCs. The mathematical description of bone behavior, however, may depend on an infinite number of variables,
since there are infinitely possible constitutive equations, relevant physical properties and environmental, e.g., host
tissue conditions. Most of the variables considered in mathematical descriptions of living tissue are time-varying
and depend on biochemical complexity, animal and human habits, interaction with the environment. For instance,
bone undergoes a continuous remodelling process, see Remark 19.

Thus, bones are patient-specific. Each bone is differently “manufactured”.

Definition 1 (Patient-Specific: in vivo vs. in vitro). The term patient-specific denotes each bone in each
patient is unique in its geometry and mechanical properties. Thus, bone geometry and mechanical properties are
directly assessed from the studied bone. Patient-specific refers to a bone of a living patient, i.e., to in vivo bone.
In vivo indicates bone from inside a living organism. Dual to in vivo experiments, in vitro bone experiments are
more feasible. In vitro indicates bone outside a living organism.

Patient-specific: some models can be it, some models cannot be it.

Remark 9. Patient-specific data comes from non-destructive techniques. For instance, the geometry
of computational bone models is acquired through non-destructive and non-intrusive medical imaging
techniques [50,150]. When not possible, e.g., due to insufficient resolution for specific lengthscale dimensions,
to acquire certain patient-specific information, data usually comes from experiments or physical assumptions. For
instance, ref. [133] constructs an inhomogeneous, see section Section 10, simulation domain at the microscale,
see Section 13, based on simplifying geometric assumptions derived from microscopy.

Definition 2 (Computational Bone Model). A computational bone model refers to computer files that contain
bone geometry and mechanical properties data.

Open Issue 1. The validation of patient-specific bone fracture simulations is a major challenge in the field of
biomechanics, see Section 15. In vitro experiments do not validate patient-specific bone. However, since there
is still no possible way of validating bone computational models by performing in vivo experiments, in vitro
experiments are the best way to compare simulations with the real-world.

Subject-specific and specimen-specific are not the same as patient-specific.
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Definition 3 (Subject-Specific and Specimen-Specific). Differently from patient-specific, both
subject-specific and specimen-specific terminologies refer either to in vivo non-human bones or to in
vitro-experimented bones. A given bone fracture simulation methodology may be applied to bone samples
designated by any of the three aforementioned terminologies.

This section features three non-invasive medical imaging techniques plus microscopy, which
is not patient-specific, but is commonly used to model bone micro- and lower-scales-geometry,
see Definition 9:

Computed Tomography (CT), or X-ray computed tomography, is the most used medical imaging
technique among the surveyed literature, as demonstrated in Table 2. CT is argued to be the most
accurate 3D medical imaging technique for the creation of computational bone models [151]. However,
CT is not recommended for routine clinical examinations due to associated high radiation dosages [152].

Remark 10 (CT Resolution). Ordinary CT-scans have a limited spatial resolution of about 0.5 mm [153].
Thus, they are unable to delineate bone geometry at the microscale, see Section 13. Microscale geometry of bones
can be assessed through higher resolution CT techniques, such as High-Resolution peripheral-CT (HR-pCT) and
Micro Computed Tomography (µCT).

HR-pCT is a high-radiation CT restricted to the peripheral sites of the body, e.g., distal skeleton. HR-pCT
provides in vivo imaging with spatial resolution smaller than 100 µm [75,81,153,154]. Similarities between
the micro-geometry of peripheral bones and the micro-geometry of non-peripheral bones were discussed and
considered by [154,155]. Though HR-pCT is being increasingly used for in vivo bone research, its use has been
limited to the distal radius and tibia [156].

µCT features a spatial resolution of about 1 µm, higher than that of HR-pCT, enabling delineation of the
trabecular microstructure [157,158]. Due to high associated radiation dosages, its usage is restricted to biopsy
specimens [153,159]. In comparison to HR-pCT, µCT captures the trabecular porosity more accurately [160].

The reviewed literature features a certain confusion between the usage of HR-pCT and µCT
terminologies [161]. For instance, it could be argued that [159,162] misplaces terminology. HR-pCT reaches
at most „10 µm; its associated radiation dosage is small enough to allow in vivo rapid tests and is capable of
providing a detailed analysis of bone morphology, i.e., geometry [153,161]. µCT displays a finer resolution;
its associated radiation dosage restricts applicability to in vitro analysis [161].

Remark 11 (QCT and HR-pQCT). The Q in QCT and HR-pQCT stands for Quantitative and indicates that
a calibration phantom is included in the scanning for the calculation of BMD. However, if a computational
model is not aimed, it is preferable to calculate BMD using DXA, see below, because it is more accessible and less
expensive [163].

Dual-Energy X-ray Absorptiometry (DEXA, DXA) is the clinical standard to diagnose
osteoporosis and fracture risk by measuring areal Bone Mineral Density (aBMD) [97,164,165]. DXA can
also contain non-BMD parameters that are correlated to bone fracture [128,166]. The main advantage
of DXA over CT is that DXA requires minimal radiation exposure. However, ref. [97,163,167] present
a “3D-DXA” method capable of assessing the bone femoral shape and density distribution from 2D
DXA images. They are based on statistical shape and appearance models and show good correlations
between 3D-DXA and CT. However, DXA is still not as accurate as CT in, e.g., predicting femoral
strength [97].

Magnetic Resonance Imaging (MRI) is the most suitable technique method for in vivo 3D
geometry modelling since it emits no harmful ionizing radiation. However, although comparable to
CT-based geometry models, MRI-based geometry models are not as accurate as CT-based geometry
models [151]. The bone microstructure can be effectively imaged by µMRI [53,83]. µMRI-based
models are also effective in assessing mechanical properties, but µCT-based models are still
more accurate [48,130].
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Microscopy provides very fine and detailed images featuring the nano and even sub-nano
lengthscale bone geometry. However, this technique is invasive and only able to prove 2D
geometry [83,132–134]. Microscopy-based 3D geometry models can be created when the third
dimension is idealized [134], e.g., when a circle is turned into a cylinder. However, creating the
third dimension from scratch is not considered subject-specific.

Remark 12. Very few works in the literature compare two medical imaging techniques to the same bone sample,
e.g., [56,151], see column I of Table 2.

Remark 13. Scanning and accurately modelling macroscale bone geometry through medical imaging techniques
is a mature field of research. However, though HR-pCT, µCT and µMRI allow the determination of
bone microscale geometry with some accuracy, techniques capable of accessing non-macro lengthscales
must be improved.

Analytical fracture analysis of complex bone geometries is currently impossible. Numerical
methods, see Section 12, used in engineering for structural analysis (including fracture) require
discretization of the spatial domain, i.e., a mesh.

Remark 14 (Mesh Generation). The reviewed literature presents two mesh generation procedures for
patient-specific bone geometry: (1.) Voxel-based meshing defines the mesh contour as the voxel contour [74,83,168,169].
Each voxel turns into a hexahedron-shaped volume, i.e., cube or rectangular cuboid. This type of mesh generation
requires no material mapping strategy, see Section 10. However, it may exhibit locations (corners) where stress
is concentrated and can only accurately represent the surface of the bone geometry when the mesh is sufficiently
fine. Very fine meshes increase the number of nodes and sub-domains and are thus computationally more expensive;
(2.) Geometry-based meshing defines the mesh contour based on the surface of the geometry model [119,168]. It requires
a material mapping strategy, see Section 10. Geometry-based meshing is difficult to implement computationally,
but several commercial software packages (Ansys, Abaqus, Hypermesh, Gmesh, et cetera) already provide it.

Completion of the following procedures 9A1 Ñ 9A5, see Figure 1 row I, constitute patient-specific
bone 3D geometry modelling and discretization:

9A1: Scanning—The patient’s bone is scanned by medical imaging equipments, which
create a DICOM (Digital Imaging and Communications in Medicine—http://dicom.nema.org/)
file. DICOM files contain information on the patient (e.g., age, sex, health condition) in addition
to collections of images.

9A2: Image segmentation—Medical imaging techniques create images that contain bones, nearby
soft tissue and fat. A segmentation must be performed in order to separate bone from non-bone tissues.
This can be done manually or automatically [170] by using domestic algorithms or software packages,
e.g., InVesalius [171], MIMICS, Simpleware and Amira.

9A3: Geometry surface—From segmented DICOM files, an .STL (STereoLithography) file,
describing only the surface geometry of the 3D object, i.e., the hip bone, is obtained by using domestic
algorithms or software packages, e.g., InVesalius [171], MIMICS, Simpleware and Amira.

9A4: 3D solid geometry model—Using domestic algorithms or software packages, e.g., MIMICS,
Simpleware or CATIA, the .STL file is converted into a .STEP (STandard for the Exchange of Product
model data) file, which provides a readily-modifiable 3D solid model of the bone.

9A5: 3D mesh—A 3D mesh with n nodes and s sub-domains is created using domestic algorithms
or software packages, e.g., ANSYS, Altair HyperMesh, Gmsh or 3ds Max, from the .STEP file. The mesh
is described by a node matrix, which contains the coordinates of each node, and an incidence matrix,
which relates n nodes to s sub-domains.

The modelling of the patient-specific bone geometry and thereafter creation of 3D bone meshes
are a mature field of research [54,172].
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10. Mechanical Properties Categorization for Computational Bone Models

Computational bone models require spatially-local data on domain geometry and mechanical
properties. Such data can be obtained by applying the standard scientific method:

10A1: observation of and experimentation on bone;
10A2: identification of pertinent physical characteristics and phenomena;
10A3: selection of mathematical descriptions that match the physical characteristics and

phenomena identified in step 10A2.
When performing 10A3, most of the continuum mechanics-based bone models require, as shown

in columns 4, 5 and 6 of Table 2, assumptions regarding:
10B1: a constitutive equation;
10B2: a type of material symmetry;
10B3: homogeneity, i.e., the spatial configuration of material and mechanical properties, of 10B1

and of 10B2.

Open Issue 2. Most of the surveyed literature does not provide justification, based on 10A1 and 10A2,
for their particular 10A3. Open Issue 2 aims to hint on what the lack of such justification consists of,
by presenting some literature on how 10A2 influences 10A3. Some of these influences are mathematically
described by appropriate choices of 10B1, 10B2 and 10B3.

The surveyed literature points to four groups of open issues regarding the influence of 10A2 on 10A3.
These groups consist of open issues related to: (1.) bone sample geometry, (2.) bone intensive properties, (3.)
phenomenological aspects of bone observation/experimentation and (4.) patient-specific characteristics that
influence issues (1)–(3).

(1) Some issues regarding bone sample geometry:

OI 10.11 Geometric irregularities at the transverse cross-section: contrary to longitudinal geometric
irregularities, they contribute significantly to the linearly elastic torsional behaviour of long
bones [173,174].

OI 10.12 Bone aspect ratio: long bone failure may be more dependent on deformation rather than on
stress [175].

OI 10.13 Microstructure: influences the fatigue life of bone [176,177]. The vascular pattern of bone
affects its Young’s Modulus [178].

(2) Some issues regarding bone intensive properties:

OI 10.21 Temperature: influences the fatigue life of bone [176,177].
OI 10.22 Water content: influences the stiffness, strength and toughness of bone [179,180];

the Young’s Modulus of dead (dry) and living (wet) bones tend to be different [178].
Furthermore, viscoelastic [181] properties of bones are also influenced by the water content.
The water content of bone is related to the molecular scale, see Section 13.

OI 10.23 Mineral content: porosity and mineral content influence bone Young’s Modulus [182–184].
The mineral content of bone is related to the molecular scale, see Section 13.

OI 10.24 Bone density: exhibits a p-value based highly significant positive correlation with bone
fatigue life [176,177]. Furthermore, density influences bone stiffness and strength [185].

OI 10.25 Porosity: alongside bone mineral content, influences bone Young’s Modulus [182].

(3) Some issues regarding bone phenomenological aspects when under observation/experimentation:

OI 10.31 Strain-rate: is directly proportional to bone Young’s Modulus under tension and under
compression [186] and influences bone compressive strength [187].

OI 10.32 Loading condition: [178] presents a comparison of bone Young’s Modulus for femur and
tibia under tension, compression and bending. Experiments performed by [188] exhibited
the same mechanical properties for tension and compression in bone.
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OI 10.33 Stress duration: influences bone Young’s Modulus in a phenomenon labelled elastic
after-effect [178].

OI 10.34 Cyclic loading frequency: influences bone Young’s Modulus [189].
OI 10.35 Stress amplitude: influences the fatigue life of bone [176,177].

(4) Some issues regarding patient-specific bone characteristics:

OI 10.41 Patient age: affects ultimate tensile strength, elastic modulus, maximum deformation,
and Brinell hardness [190] and the bone structure in such a way that increases its fracture
risk [191].

OI 10.42 Diseases: affect the rate of bone remodelling, see Remark 19, and consequently the percentage
of bone mineral content (OI 10.23) and BMD distribution, i.e., the mechanical properties
of bone [192–194]. Fracture risk analysis in unhealthy, e.g., metastatic, bones is currently
even less accurate than fracture risk analysis in healthy bones [195].

OI 10.43 Nutrition: a well-balanced diet (including plant-based diets [196–200]) alongside an
adequate intake of Calcium and Vitamin D (sunlight exposure time) may reduce
osteoporosis-induced fracture risk and hospital costs [196,201].

OI 10.44 Physical activity: increases not only quality of life [202,203], but also BMD and bone
mechanical properties values [204]. Furthermore, regular exercise enhances bone mass and
strength, and reduces bone fracture risk [205].

A comprehensive review on the relationships between physical, geometrical and mechanical
properties of bone was made by ref. [185].

The physical assumptions underlying the conclusion of an experiment may imply an inaccurate
mathematical description. For instance, consider a bibliographical reference that states an issue
of Young’s Modulus inhomogeneity; this issue may be readily solved using a numerical method,
see Section 12, that considers a value of Young’s Modulus that is specific to each discretized unit
(or subdomain); perhaps the experiment calculated an equivalent numerical value for Young’s Modulus
uniformly distributed in the bone. If a CT were to be used, the conclusions on the same sample would
be different.

A mathematical description, despite not explicitly considering all bone physics at the experimental
conclusions, can still agree with the experiment. Consider an experiment. A material exhibits properties
X and Z of different categories. It may be the case that a change in Z is almost totally reflected as a
change in X alone. If X is already considered in the current mathematical description, it may not be
necessary to consider any mathematics for Z. The converse can also be true, that is: if, for the same
value of X, the outcome of the same experiment is considerably different, it may be the case that Z
must be included in the mathematical description.

For instance, if nutrition (OI 10.43), diseases (OI 10.42), patient age (OI 10.41) and density
(OI 10.24) have their effects fully captured by the knowledge of, e.g., bone mineral content
(OI 10.23), it is reasonable to assume that these variables are unlikely to appear in an accurate
mathematical description. To consider only bone mineral content would suffice for an accurate
mathematical description.

The ultimate goal of studying bone fracture is to predict fracture propagation at the macro scale,
a task highly dependent on 10B1–10B3. The choice of 10B1–10B3 must be guided by what is
observed in experiments. The surveyed literature indicates that 10A1 implies several mechanical
characteristics of bone that are, in a purely macroscopic continuum model, not readily accounted
for. Thus, specific models are needed for these mechanical characteristics and their lengthscales. For
instance, it is impossible to go straight from the macroscale to the molecular scale. These specific
models need to be integrated, from which is known that a non-multiscale approach is incomplete.
From the multiscale approach, it is possible to accurately predict fracture propagation at the macro
scale through an appropriate choice of 10B1–10B3, see Section 14. These choices can not be accurately
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made without proper knowledge of all lengthscales, see Section 13. Then it is possible to know if it is a
matter of tuning the macroscale model or modeling these different physics someplace else. Multiscale
is a consequence of experimental observation.

Remark 15 (Insufficiency of Biological Considerations). Biology, e.g., using microscopy, provides only
the conceptual framework for the material categorization, i.e., for the selection of appropriate 10B1, 10B2 and
10B3. It is through engineering and physics experiments that quantitative mechanical properties are more
realistic estimated.

10.1. Constitutive Equation

Calculating stresses and strains over solid bodies using continuum mechanics-based bone
models requires at least one equation correlating stresses and strains, i.e., a constitutive equation,
see Appendix C. There are infinite possible materials, each material described by one or more
constitutive equations [206]. Currently known constitutive equations enable simulation-based design
of robust materials, e.g., for aircraft. Strain-displacement and motion equations are independent of the
material properties, see Figure 1 and Section 12.

Open Issue 3. Currently known constitutive equations, regarding the mechanical behaviour of living tissues
to different loading conditions, do not (or do not accurately) account for, e.g., rapid changes of living tissues over
time, e.g., bone remodelling, see Remark 19. Possible dependence on still unknown mechanical properties must
be studied.

This paper found eight constitutive equations used for the creation of computational bone models,
listed in column 4 of Table 2: elastic, plastic, viscoelastic and -plastic, poroelastic and -plastic, elastic-
and plastic-damageable materials.

Elastic materials, see Appendix C, can be either Cauchy-Linear-Elastic (CLE) or
Cauchy-NonLinear-Elastic (CNLE), see Figure 1 row VIII. CLE-materials display spring-like behaviour
according to Hooke’s law: Tpxptq, tq “ CEpXptq, tq.A CLE-material may not comply to Hooke’s Law
when there are unknown contributions to the stifness tensor C that are implicitly, but not explicitly,
dependent on the strain tensor E. Most of the surveyed literature, as seen in Table 2 column 4,
assume that bone is an elastic material; all literature in Table 2(4A) assumes bone complies to Hooke’s
Law. Though many materials can be accurately modelled as CLE, the literature on bone mechanical
properties rarely reports experimental verifications of CLE-behaviour in bones. CNLE-materials are
usually modelled by constitutive equations that correlate stress and strain-energy: T ” Tpxptq, t, WpEqq.
Non-linear stress-strain correlations may be linearized into affine approximations [207], which are
still not linear correlations. Though none of the surveyed literature reports bone to be CNLE,
human soft tissue, also present at muscle-bone connection sites, displays Green-elastic (hyperelastic)
behaviour [125,208]. For exhibiting quasi-brittle fracture in experiments, bone is sometimes assumed
to be a CLE-material [112], e.g., strain measurements performed by [113] have shown this to be
a reasonable assumption for femurs. Furthermore, ref. [129,209] assume that the proximal femur
behaves as a CLE-material up to fracture, i.e., that the post-yield behaviour, i.e., the plastic behaviour,
can be neglected.

Remark 16 (Linear Material Terminology). A material is labelled linear, e.g., Hookean, if it can be accurately
modelled by a constitutive equation that exhibits a linear relationship between stress T and strain E. Though
not all elastic materials are linear, e.g., Green-elastic materials, only elastic materials may be labelled linear.
Viscoelastic materials are, misleadingly, labelled linear materials [210,211] even though they are modelled by a
constitutive equation that exhibits a linear relationship between stress T and strain-rate 9E instead of between
stress T and strain E. Figure 1 row X classifies materials into Linear-Elastic (LE) and Non-(Linear-Elastic)
(NLE). Emphasis on the subtle distinction between NLE- and CNLE-materials: the first refers to the set of all
materials excluding the LE-materials, the latter refers to the set of all elastic materials excluding CLE-materials.
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Bone can be considered an LE-material for several purposes [212]. However, it is expected that
for bone fracture purposes, more “complete” constitutive equations that account for the nonelastic
behaviour of bone, may improve the model accuracy and thus the accuracy in predicting fractures.

Plastic materials, see Appendix C, feature one or more particles that do not return to their
unstressed spatial position after unloaded, thus exhibiting long-term memory of previous stresses
and strains. Among the NLE constitutive equations, plastic constitutive equations (or elastic–plastic,
elastoplastic) are the most frequently used for modelling bone [184,213–216]. Plastic constitutive
equations may accurately predict the failure of vertebrae [217]. Some of the surveyed literature does not
explicitly justify the choice of assuming bone as a plastic material [33]. Nevertheless, the entanglement
of different molecules that compose bone may justify its plastic behaviour [218].

Remark 17 (Elastic-Plastic Materials). No physical material is exclusively elastic or exclusively plastic.
The perceived material behaviour depends on experimental setups and local conditions. A certain constitutive
equation may better fit the numerical values of the experimentally measured deformations. All materials exhibit
elasticity and, after reaching the Yield Stress, plasticity. Thus, the term elastic materials refers to pure elastic
materials. The higher the ratio between the Yield Strain and the Ultimate Strain, the higher is the degree
of elasticity E of a material; the degree of plasticity is P “ 1´ E . Thus, all plastic materials are, in fact,
Elastic-Plastic, or elastoplastic, materials.

Elasticity and Plasticity are modelled by stress-strain constitutive equations. As stated in
Remark 3, constitutive equations are not limited to stresses and strains. Constitutive equations
can be systems of equations accounting for several phenomena affecting the stress-strain relationship.
This papaer presents three such phenomena: Viscosity, Porosity and Damageability.

Elastic-Viscous materials, or viscoelastic materials, see Appendix C, exhibit stresses dependent
on strain-rate: T ” Tpxptq, t, E, 9Eq. Other physical phenomena of viscous materials include stress-strain
hysteresis, creep and stress relaxation [219] (p. 436), [220]. Phenomena identified by [178], who studies
only aspects 10A1, 10A2 were interpreted by [221] as implying that a viscoelastic constitutive equation
was an accurate mathematical model for the execution of step 10A3. Usage of viscoelastic constitutive
equations may also be justified by the fact that bone mass is «30% collagen, see Section 13.1, which has
been experimentally characterized as viscoelastic [206,222,223]. It has been experimentally verified
that biological soft-tissue, which is mostly composed of collagen, can be accurately modelled by the
Voigt, Maxwell and Kelvin viscoelastic constitutive equations, see [206,224,225] and references therein.

A recent study by [226] showed that boneviscoelasticity is affected by the composition of
the molecular scale. Viscoelastic parameters measured at the macroscale may not be directly
related to viscoelastic parameters measured at lower-scales, see Definition 9. A new microscopic
viscous-hyperelastic constitutive equation for human trabecular bone based on depth-sensing
indentation tests was presented by [227].

Plastic-Viscous materials, or viscoplastic materials, see Appendix C, are plastic materials
that exhibit post-yield strain-rate dependency, which has been experimentally verified at the
macroscale [228–231]. Still, few works ventured to model bone as a viscoplastic material.

Highlight 6. An Elastic-Plastic-Viscous constitutive equation for the analysis of trabecular bone under
compression is presented by [232].

The water content within bone may also explain its viscous (both viscoelastic and viscoplastic)
behaviour [233].

Definition 4 (Porous Material). Porous materials consist of a solid body topologically defined over a simply
connected spatial domain whose convex hull features non-solid gaps. The non-solid gaps are known as pores.
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Elastic-Porous materials, or poroelastic materials, see Appendix C, in which fluid flows through
porous elastic solids, are modelled by equations from the theories: of elasticity, of viscous fluid flow
and of fluid flow through porous media, see [222,234] and references therein. When devising a
multiscale poroelastic cortical bone model, ref. [144] found that the fluid flow influences the stiffness
of bone. A constitutive equation accounting for the pressure both in the material pores 10C1 and over
interconnected fluid compartments 10C2 within a porous solid is studied in [235]; in bone, 10C1 may
refer to the collagen-water-hydroxyapatite-lattice lengthscale, see Section 13, and 10C2 may refer to
the bone marrow-filled intertrabecular pores, see Section 13.

Plastic-Porous materials, or poroplastic materials, see Appendix C, in which fluid flows through
porous plastic solids, are modelled by equations from the theories: of plasticity, of viscous fluid flow
and of fluid flow through porous media. From a generic poroplastic model for binary mixtures, where
the mixture may be assumed as consisting of solid bone and biomaterial, ref. [236] estimated the yield
stress associated with the outset of remodelling, see Remark 19.

Definition 5 (Damageable Materials). In this paper’s terminology, Damageable Materials refers to materials
accurately modelled by damage-accounting constitutive equations, see Appendix C—Damage Mechanics.
Such constitutive equations are obtained by modifying any non-damage-accounting constitutive equation;
these modifications include, in a known constitutive equation, a damage variable which is a mathematical
representation for an ensemble of microdefects in the spatial domain of the material [237].

Elastic-Damageable materials have been considered by [60,76].
Plastic-Damageable materials have been considered by [54,56,64,73,75,80,124].
Other materials, modelled using constitutive equations combining Elastic-Plastic-Viscous-

Porous-Damageable materials are possible. For instance, by devising a trabecular bone model with both
poro- and viscoelastic constitutive equations, [238] argued that, at certain lengthscales, viscoelasticity,
not poroelasticity, accounts for almost the entirety of the “total stress” over a cubic bone sample.

Remark 18. The specialized experimental literature shows that bone may be accurately modelled as an
elastic-plastic-viscous-porous-damageable material. Indeed, it is reasonable to assume that bone (and any
other material) exhibits a -as complex as possible/accounting for all variables- mechanical behaviour. However,
when modelling bone fracture, it is not necessary to account for all possible variables to reach accurate fracture
predictions. For example, metals are in reality anisotropic, see Section 10.2, but isotropic computational models of
metals exhibit accurate predictions used by design and structural engineers. It is thus important that physicists
and engineers find out which variables and which constitutive equation satisfactorily models and predicts
bone fracture.

Remark 19 (Bone Remodelling). In brief, Wolff’s law (originally in German, Das Gesetz der Transformation
der Knochen [239] enunciates that: living bones tend to become stiffer and denser when periodically loaded;
on the other hand, when not periodically loaded, bones shrink and become more fracture-susceptible. Wolff’s
law is best described by bone remodelling [240], which is basically characterized by two processes [241–243]:
(1.) bone resorption, i.e., bone tissue erosion by osteoclasts; (2.) bone formation, i.e., bone synthesis by osteoblasts.
Osteoporosis and several other bone diseases are a consequence of bone remodelling malfunction [244,245],
i.e., higher ration of bone resorption in comparison with bone formation.

Wolff’s law and bone remodelling explain, for instance, a phenomenon known as stress
shielding, see Definition 6, and also why astronauts exhibit thinner bones. In space, astronauts
are exposed to lower levels of gravity than on earth, meaning that their bones will be subjected to
lower stresses.

Definition 6 (Stress Shielding). Bone implants are usually made of materials that exhibit much higher stiffness
(and general mechanical properties) than bones. The stresses applied on a bone in contact with an implant tend to
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be shielded from that bone by the implant. This bone tends, therefore, to become less dense and stiff, as described
by Wolff’s law, see Remark 19. This loss of density and stiffness caused by much stiffer bone implants is labeled
stress shielding [246].

Furthermore, Wolff’s research on femoral heads found out that trabecular bone adapts its
orientation in the direction of applied forces, seeking an optimal inner structure with minimum
stress concentration. This change in geometry follows the forces acting within the trabeculae and is
mathematically describable, i.e., it behaves following mathematical laws [147,243,247,248].

10.2. Material Symmetry

Material symmetry regarding mechanical properties [249] (p. 84), defined for LE-materials only,
may be assumed as being of one type out of eight possible types [222,250]: isotropic, cubic, transversally
isotropic, tetragonal, trigonal, orthotropic, monoclinic and triclinic. Materials featuring symmetry
types 2–7 are labeled anisotropic. Though it is not impossible for a NLE-material to feature a type of
material symmetry, no material symmetry categorization for such materials exists, as seen in Figure 1.
Every possible material is either LE or NLE, see Remark 16.

The survey found 3 main types of material symmetry used to devise LE computational bone
models; they are listed in column 5 of Table 2 and are further discussed

Isotropic materials, see Appendix C, are the most implemented material symmetry among the
surveyed literature, see Table 2(5A). Isotropic materials are easier to implement than anisotropic
materials (they possess only two independent constants out of twenty-one possible, triclinic).
Patient-specific, e.g., QCT-based, estimation of anisotropic material symmetry is still a non-mature field
of research [31,36]. This might be another reason why isotropic materials are more often implemented,
especially among patient-specific computational bone models.

Open Issue 4 (Isotropy Assumption). Depending on the conditioning of the elastic stiffness matrix, a
theoretically anisotropic bone can be accurately represented as an isotropic material, e.g., small differences
between stresses and displacements calculated assuming isotropic and orthotropic patient-specific mechanical
properties have been presented by [44]. Anisotropic models, when compared with isotropic models, sometimes
exhibit a minimum effect on the correlation between macroscale analysis and experiments [81,115,127,251,252],
sometimes exhibit relevant improvements.

Transversal Isotropic materials, see Appendix C, are the most implemented anisotropic material
symmetry among the surveyed literature, see Table 2(5C). Bone exhibited experimental transversely
isotropic material symmetry in some works [233,253,254]. Recent works modelled bone as a
transversally isotropic material [220,255].

Orthotropic materials, see Appendix C, are considered to best describe bone material symmetry.
Bone exhibits orthotropic material behaviour in many works, e.g., [44,212,256]. However, small
differences between stresses and displacements calculated assuming isotropic and orthotropic
patient-specific mechanical properties have been found, e.g., by [44].

Though bone consistently seems to be orthotropic, its LE-symmetry is subject-specific, and
thus patient-specific [222]. The same bone from different individuals may present different
material symmetry.

Triclinic materials, or general anisotropic materials, and other types of material symmetry,
see Appendix C, and their application to model bone is still a non-mature field of research. In vitro
experiments have not shown such behaviours. That is mainly because triclinic material symmetry
could not be experimentally measured and identified [212]; triclinic symmetry could only be assumed.
Later, however, experimental methodologies for determination of all triclinic symmetry parameters
was presented [257,258].
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Few works are found in the literature applying a material symmetry not shown in column 5 of
Table 2. Although no definite statement can be made on the real in vivo behaviour of bone, in vitro
bone experiments exhibit anisotropic mechanical properties [221,259]. Yet, the great majority of the
literature assumed bone and its components (e.g., hydroxyapatite, collagen) to be isotropic, see Table 2.

Modelling bone as an anisotropic material may improve fracture risk predictions,
but anisotropy might not be obtained from medical imaging, i.e., may not be obtained from
patient-specific methods [36].

10.3. Homogeneity Regarding Constitutive Equation and Anisotropy

Solid bodies, in regard to the spatial distribution of their mechanical properties, can either be
homogeneous or inhomogeneous, see Appendix C. Computational bone models listed in column 6 of
Table 2 assumed bone to be at times homogeneous, at times inhomogeneous.

Homogeneous materials, see Appendix C, feature, at any arbitrary pair of points within their
spatial domain, mechanical properties of the same numerical value. Though some materials can
be accurately modelled as homogeneous, no real-world material fits such description. Computer
implementation of a homogeneous material is a mature field of research.

Inhomogeneous materials, see Appendix C, feature, at any arbitrary pair of points within
their spatial domain, mechanical properties that are not necessarily of the same numerical value.
Estimation of inhomogeneous mechanical properties from medical imaging-based geometry models is
straightforward and has been performed by many of the references in Table 2(6C).

Open Issue 5. Devising standardized material tests for the obtention of experimental measurements bone
mechanical properties remains an open issue. The multiscale structure of bone makes mechanical properties both
lengthscale- and bone site-dependent, see Section 13.

Patient-specific inhomogeneous bones are most commonly modelled by splitting the spatial
domain into smaller homogeneous subdomains and assigning specific mechanical properties to each
subdomain. These subdomain-specific mechanical properties can be computed from medical imaging
data, e.g., CT. The definition of subdomains requires domain discretization, see Remark 14 and 9A5.

Remark 20 (A General Remark on the Physics of Bone Modelling). Though outside the scope of this
review, some scarcely studied phenomena include: the effect of fiber orientation; the rate of loading; the velocity
of impact; the spatial distribution of calcium; the dependence of Young’s Modulus and damping on bone site;
piezoelectricity; bone aspect ratio; stiffness reduction after the initial formation of small cracks [260]; the decrease
of stress concentration factor around holes in the presence of couple-stress effects [261]; creep effects [262];
application of micropolar theory and couple stress theory [263]; drying and re-wetting effects [264]; osteonal
microstructure and cortical porosity differences that may be adaptations related to regional differences in
strain mode and/or strain magnitude [265]; disparity in mechanical properties of compact bone in tension vs.
compression; the influence of bone integrity [266]; work of fracture [267]; Terzaghi’s effective stress [268].

10.4. Patient-Specific Mechanical Properties

Medical imaging techniques have often been used to estimate bone patient-specific mechanical
properties, see Table 2(7C). CT is the most used technique for assigning patient-specific homogeneous,
LE, isotropic properties to sub-domains of a mesh, see Table 2(1A), [38,97,98,111,112,118,119,269–273].

CT cross-sectional images (CT-images or CT-slices) are created by X-ray tubes and detectors, which
rapidly rotate around the patient’s body while the patient is slowly moved through the ring-shaped
CT-equipment. The emitted radiation penetrates the patient’s body and is either totally or partially
absorbed. The detectors receive the residual radiation and send electrical signals to computers.
Calculations generate cross-sectional images of the patient’s body. Each CT-image is interpreted by
the computer as a pixel-matrix. Pixels (picture elements) are the elements of the matrix (3D pixels are
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labelled voxels, i.e., volume elements or volumetric pixels). Each pixel is assigned a linear attenuation
coefficient, which is converted into Hounsfield Units (HU) [274] by

CTnumpµtissueq “ 1000

`
µtissue ´ µH2O

˘

µH2O
rHUs or CTnumpµtissueq “ 1000

`
µtissue ´ µH2O

˘
`
µH2O ´ µair

˘ rHUs (1)

where CTnum indicates the CT-number, i.e., grayscaled pixel-value given in HU; and µtissue and µH2O
represent the attenuation coefficients of the tissue (pixel) and water, respectively. The Hounsfield
Unit was created such that the CT-number of water and air are set to 0 and ´1024 HU, respectively.
It provides a more tangible reference for values seen in the grayscaled CT-images. Figure 2 illustrates
the Hounsfield-scale for different kinds of biological tissues.
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Figure 2. Hounsfield-Scale for different kinds of tissues (adapted from c© Institut für
Anatomie, Universität Bern (https://elearning.medizin.unibe.ch/morphomed/radioanatomie/ct-
mrt-des-rumpfs/ct-mrt-einf%C3%BChrung/hounsfield-skala).

When a calibration phantom is scanned with the bone, HU-values can be converted into
volumetric bone mineral density (vBMD), also labelled as radiological density or quantitative
equivalent CT-density (ρQCT), using an affine function [36,153,275,276]:

ρQCT “ a ¨ CTnumpHUq ` b (2)

Remark 21 (vBMD). CT is not the only medical imaging technique able to quantify vBMD. MRI-images,
though not as suited to estimate bone density as CT-images [150,277], were used to accurately quantify in vivo
vBMD of a patella by [278] and to estimate CLE-properties [48,131].

Highlight 7 (Patient-Specific Phantomless Estimation of BMD). Very recently, a phantomless method of
estimating vBMD from HU was proposed by [279].

In the context of bones, depending on experimental measurements, density can be defined in
different ways [280]. The three most relevant density measures in the context of patient-specific
material properties estimation are [187,275,276]:

Real density: ρreal “ wet mass
solid volume

; Apparent density: ρapp “ wet mass
bulk volume

; Ash density: ρash “ ash mass
bulk volume

;

where bulk volume is the total volume of the solid and non-solid material, Vbulk “ Vsolid `Vnon-solid.
The solid volume is the volume occupied by the solid material only, not including porosity.
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The different types of bone density are directly correlated. The literature on the relationships used
in the conversion of ρQCT measures to ρash, ρapp, and ρreal (or tissue density) as well as the relationships
between these densities and the CLE-properties of patient-specific bone was reviewed by [275].

The existence of density-elasticity relationships, i.e., relationships between CT-estimated bone density
and LE properties, e.g., Young’s Modulus Y, has been empirically studied by [102,118,169,281,282] and
the works therein. Density-elasticity relationships are usually represented by a power function and have
a great influence on the prediction of the CLE-properties of bone [36,68].

Y “ k ¨ ρp
ash/app (3)

where the coefficients k and p are experimentally estimated. Though most commonly estimated
through experiments, density-elasticity relationships can be determined by inverse computational
approaches [36,283,284]. Due to the uniqueness of each bone, there is no density-elasticity relationship
that accurately estimates macroscopic mechanical properties for all bones [214,280]. In the hypothesis
of [68] that each bone specimen has its individual density-elasticity relationship, bone CLE-properties
are assumed to be patient-specific, suggesting that a density-elasticity relationship should be
determined for each bone.

According to [102], who compares several density-elasticity relationships, some of the published
relationships are unsuitable for strain prediction in bones. However, subject-specific models that
used the density-elasticity relationship proposed by [281] showed very good accuracy in predicting
strains [102,111]. Relationships proposed by [256,285] showed less accuracy. The density-elasticity
relationship proposed by [281] also exhibits good strain and strain-energy predictions in long
bones [116] and in shoulders [30].

Remark 22 (Bone Mechanical Properties from Continuum Micromechanics). It is possible to replace purely
empirical, CT-based, HU-density-elasticity relationships by other relationships based on continuum micromechanics
that consider the micro-morphological features of bone within each voxel of a CT-image. Such relationships
account for voxel-specific: bone structure, vascular porosity and volume fractions of HA, CLG and H2O, see
Section 13. Usage of such relationships may improve mechanical behaviour prediction [115,140,286–291]. Emphasis
on [115], the first to consider an inhomogeneous Poisson’s ratio for bone. Continuum micromechanics may be
coupled with ultrasonic experiments, instead of being coupled with CT, to estimate the CLE-properties of bone [292].

The process of assigning homogeneous mechanical properties 10B1, 10B2 from medical images
onto sub-domains of a 3D-mesh 9A5 of an inhomogeneous computational bone model, see Definition 2,
is labeled material mapping [75,98,118,119]. The strategy used to perform a material mapping can have
a great impact on the assignment of bone CLE-properties [118,119].

There are several software packages that perform a material mapping. SimpleWare ScanIP and
MIMICS are the most consolidated. Several works used the freeware Bonemat to perform material
mapping [38,119,120,269,270]. Bonemat was also used as a reference to develop and validate other
material mapping strategies tools [97,118,271,272].

Open Issue 6. CT-images are two-dimensional and CT-voxels are points in space, therefore, a voxel does
not contain local anisotropy. However, different techniques and approaches to extract anisotropic mechanical
properties from CT-data were proposed in the literature [44,73,74,81,168,221,251,286,293]. Most commonly,
different values of k and p, see Equation (3), are given for different directions. The micromechanics-based approach
shown in [115,140,286–291] does not derives anisotropic properties purely from CT-images, but correlates
each CT-voxel to an anisotropic tensor based on the voxel-specific volume fractions of HA, CLG and H2O,
see Section 13.

Yet, as mentioned in Section 10, the influence of anisotropy on the accuracy of the model’s behaviour, as the
extraction of anisotropic properties from medical images, is still an open issue [81,251].
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Cortical and trabecular bones exhibit different geometries and mechanical properties, see Section 13,
thus, they require different density-elasticity relationships [44,90,92,93,106,115,121]. Further, some
works define an upper limit for the Young’s Moduli (or HU values) evaluated using density-elasticity
relationships, since external interferences or error by the scanning may occur [44,87,269].

11. Mathematical Model of Bone Trauma-Inducing Accident—The Boundary Conditions

BCs for patient-specific fracture simulations should preferably be derived from realistic models
of common accidents among the elderly. In a solid mechanics problem, for instance, BCs are usually
represented as surface forces and displacements.

Figure 3 illustrates examples of falls, backwards and forwards, that may originate
fragility fractures. The “*” in the accident model box in Figure 1 row II indicates that this stage
is represented in Figure 3.

(FS1) (FS2) (FS3.1)... (FS4)

(FS4)(FS3.1)...(FS2)(FS1) (FS3.n)

(FS3.n)

Figure 3. Backwards and forwards fall.

Both backwards and forwards falls can be seen as a sequence of instantaneous motions, illustrated
in Figure 3 by Fall Stages (FSs).

FS 1 Normal human gait, i.e., walk or run. The individual is in motion through the movements of
the legs, e.g., at stance position.

FS 2 Tip over, or equilibrium loss. This stage characterizes the fall. The equilibrium loss occurs
when the challenge to balance is greater than the ability or strength to stay upright.

FS 3.1 1st environment collision. The first collision between the body and a solid surface from the
environment, e.g., the floor. It is usually the most intense and fracture-susceptible collision. The
first collision is usually followed by a series of other collisions caused by inertial movements.
Picture a bouncing ball; the idea is the same. As long as the inertial forces are greater than the
ability to stop them, collisions will follow.
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FS 3.2 2nd environment collision. The second collision may have one or more contact points, or zones,
between the body and environment, e.g., the individual may hit the floor with both hands or
with hip and a hand at the same time.

FS 3.i i-th environment collision. The i-th collision may have one or more contact points, or zones,
between the body and the environment.

FS 3.n n-th environment collision. Similar to the second collision, the n-th, and last, collision may
have one or more contact points, or zones, between the body and environment. It is often
the least fracture-susceptible collision. The first collisions have already absorbed most of the
kinetic energy of the fall.

FS 4 Final position. Characterizes the accommodation of the body. Here there is only minor motion.
There is no more collision with the environment. The individual has already fallen and looks
for a rest position. The accommodating motion is not relevant for fracture.

This description of FSs is valid for any bone and any fall. Side-ways falls have not been
illustrated in Figure 3, but exhibit similar FSs. Depending on environment obstacles, individual
reflex and motor skills, a different bone can first collide with the environment at FS 3.1. Furthermore,
all instantaneous motion described by FSs can be considered a quasi-static equilibrium. Thus, it is
reasonable to evaluate the motion equation in a quasi-static sense, i.e., equilibrium equation [147,294],
see Governing Equation (1).

In Figure 3, the collision happens between the body and the environment. However, most of
the surveyed papers simulate bone individually, i.e., external forces are applied directly on the bone;
neighbour-tissues are neglected. Forces applied on the exterior part of the body, i.e., on the skin, are not
the same as the forces acting directly on the bone at the interior of the body.

Open Issue 7 (Body BC vs. Bone BC). The tissues between the bone and the contact point partially absorb
the impact, displaying a damping effect. When transporting BCs from contact points to the boundary of the bone,
the energy absorbed by these tissues should be taken into account.

Very recently, a model which predicts the fraction of the collision force that is transferred to the boundary
of bones was presented by [126]. This model takes into account damping effects due to flooring elements
(i.e., carpets), protector devices (if present), all active tissues (muscles) that contract at the instant of impact and
all passive soft tissues interposed between the point of impact on the skin and the lateral aspect of the greater
trochanter of the femur.

In general, the simulated bone should always be assumed as the limiting bone, i.e., as the bone that
will fracture first. Each kind of fall has its limiting bone. For instance: (1.) if you fall on your hand(s),
the wrist is the most fracture-susceptible bone; (2.) if you fall on your back, the spine is the most
fracture-susceptible bone; (3.) if you fall on your backside, the hip bone is the most fracture-susceptible
bone, (4.) if you fall on your knees, the femur is the most fracture-susceptible bone.

Neighbour-bones of the limiting bone are also usually affected by the collision, but less directly and
critically. The forces acting on these bones have been already damped by other tissues. Furthermore,
between FS3.1 and FS3.n there are multiple collisions with the environment. It may be argued that
only the most intense and fracture-susceptible collision should be modelled for being the most relevant
one, however, a sequence of many less intense collisions may also lead the bone to fracture.

Remark 23 (Multiple Collisions). No fracture resulting from multiple collisions was considered in the
surveyed literature.

Highlight 8 summarizes the surveyed papers with major contributions and interesting findings
on deriving BCs from dynamic models and imposing them onto the bone surface.
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Highlight 8. A model accounting for fall rate, stochasticity of fall scenarios including fall kinematics, postural
reflex and fall impact attenuation conditions was presented by [126].

The interaction between body and ground using a mass-spring-damper system and patient-specific variables,
e.g., hip soft tissue thickness, body mass index, body height and weight, was modelled by [35,295,296].
Conclusions showed that patient-specific dynamic models can improve the accuracy of hip fracture risk analysis.

The influence of loading direction on strength and fracture sites of the proximal femur is presented by [100].
A CT-based FEM, see Section 12, is used to determine loading directions under which the proximal femur is
most fracture-susceptible.

Patient-specific loading forces acting on the proximal femur during a sideways fall is estimated by [39].
Loading conditions mimicking typical sideways falls on the hip are modelled by [41]. Femoral neck internal

rotation angles varying from ´30˝ to 45˝ at 15˝ intervals are selected to simulate a range of possible falling
configurations.

A free library available by http://www.orthoload.com provides a direct approach to estimate force BCs acting
in human joints [160].

Homogenized yield properties of human femoral trabecular bone are evaluated and compared in [297] by
applying kinematic uniform BCs and periodicity-compatible mixed uniform.

Using basic principles of kinematics and dynamics, ref. [298] estimates peak impact forces on the greater
trochanter in sideways falls from standing height.

A comprehensive database of hip contact forces and simultaneously measured gait data for improvements of
hip implants is provided by [299].

Very recently, ref. [300] studied the influence of BCs on bone fracture assessed using the FEM,
see Section 12.

BCs should very closely imitate in-vivo situations and be as simple as possible so simulations
can be experimentally validated [160], see Section 15. The estimation of the forces exerted
by muscles, ligaments constraints, and joint reactions is still a major scientific challenge [111].
BCs strongly influence elastic-plastic mechanical properties of heterogeneous materials estimated
by homogenization techniques, see Section 14, [297], and are of major relevance for the accuracy of
fracture simulation.

The main goal of determining appropriate and realistic BCs from fall models is to calculate stress
and strain fields within the bone geometry, which can be further related to fracture.

In Table 2(8A), many of the surveyed references estimate BCs from very simple accident models.
A specific force is simply and directly applied on the femur’s head and said to be the representation of
a side-ways fall or stance position [91,105,106,108–112,121,122,129].

12. Simulating Bone Fracture

Figure 1 illustrates the PDEs that describe (or “govern”, see Remark 24) the solid continuum
mechanics. Motion and strain-displacement equations are briefly discussed in this section. Constitutive
equations are discussed in Section 10.

Remark 24 (Governing Equation). Governing equations are mathematical equations that describe phenomena,
natural or otherwise. Solving governing equations provides the values of previously unknown dependent variables
based on changes of known independent variables and on the numerical value of relevant physical constants.

Governing Equation 1 (Motion Equation). The macroscopic geometry defines the spatial macrodomain
D P R3. A patient-specific macroscopic geometry is devised through a mesh, see Remark 14. The motion
equation, see Appendix C, is the governing equation of D and stems from the balance of linear momentum; it can
either describe accelerated motion or an equilibrium configuration, see Figure 1 row V.

The motion equation represents an equilibrium and is labeled equilibrium equation when the inertial term is
neglected [147,294], i.e., :xptq « 0, and hence ∇ ¨ Tpxptq, tq ` bpxptq, tq “ 0. This is appropriate when inertial
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forces in Figure 3 are much smaller than body and surface forces. For instance, a fall from standing height may
be considered a quasi-static equilibrium [71,105,147,294,301].

Governing Equation 2 (Strain-Displacement Equation). The strain-displacement equation, see Appendix C,
relates the strain tensor EpupXptq, tq, Xptq, tq and the displacement vector field upXptq, tq. When only
relatively small strains, displacements and rotations are considered, the non-linear, i.e., second-order
terms, of the strain-displacement equation, i.e., ∇upXptq, tq∇uTpXptq, tq, are neglected, and hence
EpupXptq, tq, Xptq, tq “ 1

2 p∇upXptq, tq `∇uTpXptq, tqq, see Figure 1 row V.

Governing Equation 3 (Compatibility Equation). The compatibility equation guarantees that there
is a single-valued displacement vector field upXptq, tq associated to each point of the spatial domain
D. The compatibility equation is needed in a continuum solid mechanics problem only when strains
EpupXptq, tq, Xptq, tq are given as inputs. In bone fracture analysis, however, displacements upXptq, tq are
given as inputs, i.e., as BCs, see Figure 1 rows IV to VI. Thus, the compatibility equation is usually not necessary
in the algorithm for a computer simulation.

Different forms and assumptions of the governing PDEs may have specific terminologies that are
commonly misused by the literature on bone fracture and continuum mechanics.

Remark 25 (Misleading Term—Nonlinear Analysis). Terms such as nonlinear analysis may be misleading.
For instance, [99,101,131] speak of non-linear analysis, but do not specify the type or source of non-linearity.
There are mainly four types/sources of non-linearity in a solid continuum mechanics problem [302] (p. 85),
[303] (p. 8): (1.) material nonlinearity, i.e., when an NLE constitutive equation is used, see Remark 16;
(2.) geometric nonlinearity, i.e., the strain-displacement equation does not include the second-order term,
see Governing Equation (2); (3.) kinematic non-linearity, i.e., when the displacement BCs depend on the
deformations of the structure; and (4.) force nonlinearity, i.e., when the applied forces depend on the deformation
of the structure.

The PDEs that describe deformations in solid continuum mechanics problems cannot be solved
analytically for complex geometries, e.g., bones. Numerical methods capable of solving PDEs
through approximations are required. Three main numerical methods can be applied in solid
continuum mechanics:

The Finite Element Method (FEM) subdivides the spatial domain into subdomains (or elements)
and approximates the governing equations by traditional variational methods over each
subdomain [303]. The FEM is by far the most used numerical method in the bone fracture
literature [148,160,304]. Most probably because there are many commercial software with friendly
user interfaces that facilitate its operation, and because the FEM is a mature field of research which
has been optimized for several applications. For instance, FAIM, a finite element solver optimized for
solid mechanics simulations of bone, was developed by [305,306].

The Boundary Element Method (BEM) requires discretization of the boundary only and, for this
reason, usually requires a smaller number of DOF than the FEM to achieve accurate results [307,308].
A discretization of the spatial domain into subdomains, commonly labelled subregions by the literature
on BEM, is required when the analyzed material is inhomogeneous [307,309], see Section 10. The BEM
has been scarcely used in the field of bone fracture. However, some works have used the BEM for bone
remodelling simulation [310–315].

The Finite Difference Method (FDM) is simple in formulation, but exhibits some difficulties in
modelling complex geometries and, for this reason, has been scarcely used for solid mechanics
problems in recent years [316,317]. FDM was used by [318] to simulate bone remodelling,
see Definition 19.
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Other numerical methods are also available, e.g., method of characteristics, finite volume method,
et cetera; these are outside our paper because, to the best of the authors’ knowledge, they have not yet
been applied to bones.

Open Issue 8 (Exploring BEM and FDM). The BEM and the FDM have been scarcely used by the literature
on bone fracture. The BEM is, however, particularly recommended for fracture mechanics problems [309].
The FDM succeeded in fluid dynamics and is mostly used when studying fluid and wave propagation within
bones [319,320].

Remark 26 (Inputs for Numerical Methods). A mesh covering the geometry (Remark 14), mechanical
properties 10B1–10B3 and BCs, see Section 11. The non-mathematical reader should know that all numerical
solution procedures share these same inputs.

The primary goal of fracture simulation is to evaluate strain and stress fields and to associate
them with failure criteria. A recent review made by [148] has shown that stress- and strain-based
failure criteria may improve the prediction of fractures [112,321].

There are several different ways of approaching fracture mechanics problems [322–325]. Linear
Elastic Fracture Mechanics (LEFM), the classical and mature cracking process mathematical model, is
restricted to elastic materials. Though largely applied, LEFM is not the most appropriate approach to
describe crack propagation in bones [326]. Elastic-Plastic Fracture Mechanics (EPFM), though more
recommended for materials exhibiting large plastic zones (of the same order of magnitude as the crack
size) at the crack tip, has been less successful than LEFM in predicting fracture when large yielding
prevails [324]. The Cohesive Zone Model (CZM) is based on considering fracture separation occurring
at an extended zone ahead of the crack tip (also labelled “cohesive zone”). Two reasons make the CZM
superior to LEFM for bone fracture analysis: (1.) Bone fracture experimental data analysis performed
by [327] demonstrated the need for a nonlinear model considering a spatial stress distribution at the
fracture zone. (2.) Unlike the LEFM, the CZM can remove stress singularities ahead of the crack
tip; i.e., ahead of the furthest extent of damage [143]. Furthermore, both LEFM and EPFM require
a pre-existing initial crack, whereas the CZM can be modelled at the interface between continuum
elements (spatial sub-domains) [328].

Remark 27 (Animal Bone Modelling and Simulation). Parallel to the work conducted on modelling human
bone, there have been efforts to model bone of several animals. Studies range from small animals such as
mice [287,329–336], rats [288,337–343] and zebrafish [344], to medium-sized animals such as dogs [345],
as well as large animals such as pigs [346–352], sheep [353–355], bovine [220,356–363] and horses [273,364].

As it is done with human bone, subject-specific animal bone geometry models are created from CT-data [345,365],
see Section 9. The influence of CT resolution was investigated by [357,363,366]. Some works used µCT to create
high-resolution animal bone geometry models [287,344,365,366].

There are not many dynamic models of animal motion [364,365,367]. Due to this apparent lack of interest in
animal motion simulation, most animal bone simulations use BCs representative of experiments, see Table 2(8C),
e.g., compression [340], 3-point bending tests [357,361] and 4-point bending tests [349]. Thus, simulations of
clinically relevant situations in animal models is not those of human models.

Fabricating specimens, see Definition 7, from animal whole bone samples compromises experiment reliability,
even more so in the case of small animals. Thus, most experiments are made on whole bones. It is difficult to
hold small animal bone samples, e.g., mice bone [336], in a fixed position during experiments due to the presence
of asymmetrical loadings, e.g., twisting of the sample at the areas touching experimental apparatus can easily
occur [330,335].

Bones, human and animal alike, are modelled and simulated using the same techniques to: acquire bone
geometry, see Section 9; estimate mechanical properties, see Section 10; use equations based on continuum
mechanics, see Section 4; solve said equations using numerical methods, see Section 12. Furthermore, models of
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mechanical and reconstructive properties of animal bones, e.g., osseointegration, bone ingrowth and bone marrow
reconstruction were investigated by [333,337,339,341,347,359,368].

Research directives within the field of animal bone modelling and analysis include 12A1–12A3.
12A1: Usage of animal bone experimental data to estimate mechanical properties

[220,287,288,330,331,340,342,347,363,369] and conception of animal bone failure models
[331,338,349,351,356,358,362] that may be similar to human bone failure models [342,344,370]. This directive
includes studies in which pathological changes to the skeleton are purposefully induced in test animals by genetic
manipulation [371] or malnutrition [332,338,354] in order to create models to study osteoporosis [338,354].

12A2: Biocompatibility evaluation, via in vivo experiments, of implant materials
[339,355,356,360,372,373], implant designs [352,374], and surgical techniques [353], with the host
tissue. These evaluations, are first performed on animal tissues as a stepping stone towards application in
human tissues.

12A3: Conception of models that: explain animal bone mechanical behaviour [369,375]; compute key
variables of animal implant design [376]; and help in designing treatment procedures [345,348,350].
These studies mostly focus on domestic and farm animals.

Definition 7 (Specimen). A specimen is a standardized material sample meant to represent larger quantities
of the same material and built for controlled laboratory experiments.

13. The Multiscale Structure of Bone

To improve bone fracture risk analysis, more accurate simulations are required. To perform
more accurate simulations, more realistic models are needed. To create more realistic models, a deep
knowledge of the multiscale structure of bone is required. The multiscale structure of bone refers to
the complex network of different physical structures and mechanical properties present throughout
bone tissue down to the atomic scale, where fracture ultimately originates.

The geometry and mechanical properties 10B1–10B3 of each lengthscale of bone are influenced
by the geometry and mechanical properties of lower-scales, see Definition 9. Similarly, the geometry
and mechanical properties of the lowest possible continuum lengthscale is affected by molecular
features, e.g., by the arrangement and distribution of the molecular structure. Geometry, mechanical
properties and several lengthscale-specific physical features of bone, see Open Issue 2, can be quantified,
or estimated, through medical imaging techniques, observation and experiments 10A1, 10A2.

There are three main reasons to perform multiscale fracture analysis on bone [377,378]:
13A1: each lengthscale exhibits specific geometries, mechanical properties and physical features;
13A2: each lengthscale is directly influenced by the geometry, mechanical properties and physical

features of the nearest lower-scale, see Definition 9;
13A3: fracture and several other physical phenomena start at the molecular scale.

Remark 28 (Scales Classification). There is no “standard" classification for devising bone lengthscales.
The surveyed literature sometimes refers to the same lengthscale geometry or physical feature at different
lengthscales. For example, unlike [139], ref. [378] does not define a mesoscale. Furthermore, what [378]
illustrates as the sub-nanoscale, ref. [139] illustrates as the nanoscale of bone. Thus, when modelling different
bone lengthscales, it is important to define the geometric features and characteristic length of each lengthscale.

Figure 4 illustrates the bone lengthscales found in the reviewed literature. Each lengthscale is
discussed in the following subsections.

The continuum mechanics approach shown in Figure 1 can be applied to any lengthscale that
is coarse enough to be modelled as a continuum. The molecular scale should best be assumed as a
non-continuum.
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Figure 4. The multiscale structure of bone.
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13.1. Molecular Scale—H2O-CLG-HA Lengthscale

At the molecular scale, see Figure 4, bone is composed of three components: water LS7.2,
an organic phase LS7.3 and an inorganic phase LS7.1. Water (H2O) represents approximately 10%
of total bone mass. The organic phase represents 30% of total bone mass and is 90% constituted by
of type I ColLaGen (CLG) and 10% by of a combination of other collagen types (III and VI) plus
non-collagenous proteins. The inorganic phase of bone is a ceramic crystalline-type mineral labelled
hydroxyapatite (HA): Ca10pPO4q6pOHq2 [61,379] and represents 60% of total bone mass [380].

Characteristic Length 1 (Molecular Scale).

HA mineral crystal and CLG molecule:

HA length 20–200 nm [61,139,191,378,379,381–383]
HA width 15–70 nm [61,139,191,378,379,382,383]
HA thickness 1.5–5 nm [61,139,191,378,379,382,383]
CLG diameter 1.5–3.5 nm [61,139,378]
CLG length 300 nm [61,139,222,378,384]

Remark 29 (Proportion of HA, CLG and H2O Contents). Bone’s HA, CLG and H2O contents vary
from species to species, from individual to individual and from one anatomical location to another. Yet,
the average chemical composition of healthy bone inside a large-enough cube-shaped volume remains constant
in space (i.e., across all cube-shaped volumes comprising the whole bone) and in time (i.e., along the aging
process, starting from early adulthood) [115,140]. Since bone CLE-properties depend mostly on the proportion
between its HA, CLG and H2O contents, different proportions translate into correspondingly different
CLE-properties [115,140,286–291,385].

Collagen alone displays a multiscale structure [386–388]. A single collagen molecule,
a tropocollagen, is a helical structure consisting of three left-handed polypeptide chains coiled around
each other to form a right-handed superhelix. What is known as collagen is actually tropocollagen,
the basic triple-helical structural unit of collagen, i.e., a single collagen molecule.

It is in the molecular lengthscale where vitamin deficiency, sunlight exposure time, physical
activities and other variables presented in Open Issue 2 are hidden. They alter, among others,
the distribution and arrangement of atoms and molecules. Changes in the physical structure and
chemical composition at the molecular lengthscale imply changes in geometry and mechanical
properties at higher-scales, see Definition 9. These changes have a direct influence on osteoporosis and
bone fracture.

13.2. Sub-Nanoscale—Mineralized Collagen Fibrils Lengthscale

At the sub-nanoscale, a collection of axially connected CLG molecules located next to each other in
a thread-like structure with a high length-to-diameter ratio forms a collagen fibril. The fibrillar structure
exhibits an axial periodicity, with gaps between the end of the collagen molecules of „40 nm [383].
Zones across the length of a fibril with gaps are labelled gap zones, see Figure 4 LS6.2. Zones across the
length of a fibril with no gaps are labelled overlap zones, see Figure 4 LS6.3. Gap and overlap zones
appear periodically with a characteristic distance (D) of „67 nm [383,389,390]. Deposition of the HA
crystals, see Figure 4 LS6.1, occurs within gap zones [384]. A CLG fibril with HA deposition is labelled
mineralized CoLlaGen fibril (mCLGf), see Figure 4 LS6.2.

HA crystals are also found surrounding and oriented parallel to mCLGfs, i.e., in the extra-fibrillar
volume. The extra-fibrillar volume is a foamlike structure basically composed of HA crystals and
filled with H2O and a small portion of non-collagenous organic matter [61,391]. The major portion of
HA crystals , in bone, is located in the extra-fibrillar volume. HA crystals located in the extra-fibrillar
volume are larger than HA crystals located within the gap zones of mCLGf. Several experimental
approaches confirm the existence of HA in the extra-fibrillar volume, e.g., neutron diffraction [392,393]
and electron microscopy [380,382,383,391,394–396]. Furthermore, many works have modelled bone
considering HA to be also outside CLG fibrils [142,385,397–399].
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Remark 30 (Mineral Within Bone). As well explained in [380], there are two views of the sub-nanoscale of
bone: an older—and nowadays less accepted—view, which considers HA to be located only within the gap zones
of collagen fibrils, building mCLGfs; and a more recent—and more consistent—view, which considers HA to be
mostly located in the extra-fibrillar volume, outside mCLGfs.

Characteristic Length 2 (Sub-nanoscale).

Mineralized Collagen Fibril:
mCLGf diameter 20–150 nm [61,139,378,379,400–402]
mCLGf length 10,000–30,000 nm [401,403,404]
CLGs gaps 35–44 nm [61,139,222,378,379]

Highlight 9. The influence of mechanical properties of the mCLGf and of the extra-fibrillar volume (or matrix)
on the mechanical properties of trabecular bone was recently investigated by [405]. The extent of modifications
in energy to failure during mCLGf rupture and separation relative to the changes in the properties of the mCLGf
and the extra-fibrillar volume was quantified.

13.3. Nanoscale—Collagen Fiber Lengthscale

At the nanoscale, arranged bundles of collagen fibrils, separated from each other by a thin layer
of extra-fibrillar volume, form collagen fibers [206,222,381], see Figure 4 LS5.

Characteristic Length 3 (Nanoscale).

Collagen Fibers: CLG fiber diameter 0.15–0.25/2–3 µm [378]/[402,406]
CLG fiber length «10–30 µm several mCLGf lengths

Remark 31 (Fibers and Fibrils). Some of the surveyed literature seems to interchange the words fiber and
fibril. Both are thread-like structures with a high length-to-diameter ratio, but fibers are larger and thicker than
fibrils. A bundle of fibrils characterizes a fiber [222].

13.4. Sub-Microscale—Lamella Lengthscale

A group of collagen fiber layers, each layer containing an arrangement of unidirectional fibers,
is labelled lamella, see Figure 4 LS4.

Characteristic Length 4 (Sub-microscale).

Lamella:
lamella length «10–30 µm several CLG fiber lengths
lamella width «0.15–0.25 µm several CLG fiber diameters
lamella thickness 3–7 µm [61,139,191,379]

13.5. Microscale—Osteon and Trabecula Lengthscale

Different assemblies of lamellae give origin to two different types of bone: cortical and trabecular.
The cortical bone consists of osteons and Haversian canals, see Figure 4 LS3.1. The trabecular bone
consists of many single trabeculae, rod-like structures, arranged in a porous way, see Figure 4 LS3.2.
Osteons and trabecula are the lengthscale elements that define the microstructure of cortical and
trabecular bone, respectively.

Characteristic Length 5 (Microscale).

Osteon and Trabecula:

osteon length 10,000–20,000/1000–3000 µm [222]/[379]
osteon diameter 200–300 µm [191,222,379]
trabecula length 1000 µm [191]
trabecula thickness 50–300 µm [61,139,191,379]

Remark 32 (Bone Porosities). At the microscale, bone is composed of a solid structure with porosities.
The solid structure, composed of lamellae, is commonly labelled solid bone matrix or bone ultrastructure and
may be considered tissue-independent [385]. Cortical bone exhibits pores as Haversian and Volkmann’s canals.
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Trabecular bone exhibits several pores in the intertrabecular spaces. Bone pores are filled either with a fluid or a
gel, e.g., blood vessels, nerves, fat, bone marrow, et cetera [222].

13.6. Mesoscale—Cortical and Trabecular Bone Lengthscale

The cortical bone, see Figure 4 LS2.1, also labelled compact bone, and the trabecular bone,
see Figure 4 LS2.2, also labelled cancellous or spongy bone, constitute the lengthscale that lays between
the micro- and macroscales. This scale is commonly labelled mesoscale in the literature of bone
multiscale modelling.

Remark 33 (Mesoscale—Multiscale Literature). The multiscale modelling literature defines mesoscale
as any intermediate lengthscale, i.e., any lengthscale that is not the finest or the coarsest modelled
lengthscale [407] (pp. 6, 214). For example, in the case of three lengthscales consideration, the mesoscale
is defined as a scale with a characteristic length Lmeso | Lmicro ă Lmeso ! Lmacro, where Lmicro and Lmacro are
the characteristic length of the micro- and macroscales, respectively [385,408,409], see Definition 8.

Characteristic Length 6 (Mesoscale—Representative Volume Element (RVE)). Defined in the Multiscale
literature as a scale between any two lengthscales, see Remark 33, bone mesoscale is usually referred to as the scale
between the macro- and microscale in the literature regarding bone modelling. The mesoscale is characterized
by an RVE, usually cube-shaped, that contains several elements of the microscale, e.g., a bunch of osteons or a
bunch of trabeculae, see Figure 4 LS2.1 and LS2.2. An appropriate characteristic length for the mesoscale of bone
is 10 to 100 times the characteristic length of the microscale.

13.7. Macroscale—Whole Bone Lengthscale

At the macroscale, the whole bone, consisting of cortical and trabecular bone, is considered,
see Figure 4 LS1.

Characteristic Length 7 (Macroscale—Whole Bone). Different bones have different sizes. The femur is
the longest human bone. The mean ratio of femur length to human stature is approximately 26.74% [410].
For instance, a 1.7 m tall person has a 45 cm long femur. The stapes is the smallest bone in humans. The distance
between the surface of the head of the stapes to the surface of its footplate, i.e., its greater length, is approximately
3.19 mm [411].

At the macroscale, bone can be classified based on its skeletal site, shape and structure [412].
According to its structure, bone can be classified into cortical and trabecular bone, see Figure 4 LS2.1,
LS2.2. According to their shape, bones can be classified into five different groups: (1.) long bones;
(2.) short bones; (3.) flat bones; (4.) irregular bones; (5.) sesamoid bones. The huge majority literature
on bone fracture simulation focuses on long bones, probably due to its beam-like geometry that enables
simplified analytical calculations and experimental reproducibility.

Other types of tissue found in bone, but not discussed in detail in this paper, include bone marrow,
endosteum, periosteum, nerves, blood vessels and cartilage. They also play a role in bone fracture.

References [61,96,139,180,191,206,222,378,379,381,384–386,400,402,412–417] constitute the main
literature concerning the elaboration of Section 13 and are recommended for further details.

14. Multiscale Modelling of Bone

Multiscale modelling of bone starts when bone is assumed to comprise at least two of the
lengthscales presented at Section 13, and consists of linking at least two different lengthscales.
Each scale is distinguished by its characteristic length, see Definition 8.

Definition 8 (Characteristic Length). The characteristic length of a lengthscale quantitatively describes the
physical space occupied by the RVE of this lengthscale. An RVE must contain enough physical space to enclose
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a fully defined example of all physical phenomena that were assumed to take place at a certain lengthscale.
For example, in the case of cubic-shaped RVEs, the edge length of the RVE is, in most cases, the most suitable
choice of characteristic length.

The linking between lengthscales can either be done by transitioning from a certain scale LSx

to a lower-scale (Downscaling) LSx`1 or from a certain scale LSx to a higher-scale (Upscaling) LSx´1,
see Definition 9.

Definition 9 (Higher- and Lower-Scales). Picture two lengthscales. The higher lengthscale, or higher scale,
is the lengthscale with greater characteristic length. The lower lengthscale, or lower-scale, is the lengthscale with
shorter characteristic length.

At a certain lengthcale LSx, the domain of a solid body can either be described as a continuum or
as a conjunction of discrete particles, i.e., non-continuum. Two distinct lengthscales may have one of
three possible relationships outlined in [418]: hierarchical, semi-concurrent and concurrent; further
discussion of these three relationships is outside the scope of this survey. All 3 relationships may
characterize continuum–continuum scale transitions or continuum–discrete scale transitions.

Table 3 shows the bone lengthscales modelled by the surveyed papers. Papers which performed
multiscale analysis are present in more than one box in Table 3. There are difficulties in applying
hierarchical multiscale models to fracture [418].

Table 3. Bone multiscale modelling [30–80,82–125,127–147,290,419,420].
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14.1. Continuum Downscaling

In a solid continuum, the transition from a certain lengthscale LSx to a lower-scale LSx`1 is
commonly labelled Downscaling or Localization [407]. Details on localization techniques are presented
in [418,421]. Within the surveyed literature, continuum downscaling consists in transferring the
displacement and surface force vector fields or stress and strain tensor fields calculated at points inside
the spatial domain of LSx as suitable BCs to the boundaries of the RVEs of LSx`1 [422–426].

There are three main classes of BCs used for downscaling: Periodic Boundary Conditions (PBCs)
are the most used BCs for spatial downscaling. As an advantage, they provide the fastest convergence
of physical and mechanical properties of LSx. As a disadvantage, the fact that they restrict the
deformation to obey the structural frame periodicity of LSx`1 imposes unphysical deformation
constraints over localization zones (i.e., regions of relative extremely high deformation gradient
where micro-cracks occur) [425,426]. Minimal Kinematic Boundary Conditions (MKBCs) ensure
effective deformation shear strain but overestimate the number of localization zones near the domain
boundary [425]. Tesselation Boundary Conditions (TBCs) maintain the point-to-point conditions
imposed by PBCs while shifting the periodicity frame to correspond to the developing localization
zone. In biomaterials, e.g., bones, when transitioning from LSx to LSx`1, TBCs may give the least-error
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estimation of stresses and strains at LSx [426]. Four references feature bone multiscale analyses with
downscaling: [53,69,83,143], see Table 3. To transition from the macroscale to the mesoscale, ref. [69]
used a displacement interpolation procedure. To transition from the mesoscale to the microscale,
ref. [69] transferred mesoscale displacements as BCs to the microscale. Likewise, ref. [143] transitioned
from the macroscale to the mesoscale by applying displacements computed from the macroscale strain
tensors as BCs on the boundary of the mesoscale RVE.

To transition from the macroscale to the microscales, and vice versa, [53,83] used intermediate
scales, i.e., mesoscales. This transition was performed using octree hierarchical multiresolution
geometric data structure. This kind of transition consists in mesh refinement. There is little controversy
regarding the assumption of mesh refinement as a multiscale approach.

14.2. Continuum Upscaling

In a solid continuum, the transition from a certain lengthscale LSx to a higher-scale LSx´1 is
commonly labelled Upscaling or Homogenization [407]. Details on homogenization techniques
are presented in [418,421,427]. Within the surveyed literature, continuum upscaling consists of
averaging the displacement and surface force vector fields or stress and strain tensor fields calculated
in points inside the spatial domain of LSx to displacement and traction vector fields at LSx´1 by using
averaging-based homogenization techniques [423,424].

Consider a stress tensor TLSx´1 and a strain tensor ELSx´1 at LSx´1, and a point x inside an RVE’s
domain ΩLSx at LSx, i.e., x P ΩLSx . Homogenization evaluates, at any time instant t, TLSx´1 and ELSx´1

as the volume average of TLSx and ELSx over ΩLSx [422,424]:

TLSx´1
ij pxptq, tq “ xTLSx

ij pxptq, tqy “ 1
|ΩLSx |

ż

ΩLSx

TLSx
ij pxptq, tqdΩLSx

ELSx´1
ij pxptq, tq “ xELSx

ij pxptq, tqy “ 1
|ΩLSx |

ż

ΩLSx

ELSx
ij pxptq, tqdΩLSx

(4)

where |ΩLSx | is the volume of ΩLSx in absolute value. All of the surveyed literature concerning
upscaling procedures in bone used Equation (4), see Table 3 rows c and d. For example, ref. [140,141]
present a cascade homogenization procedure for transitioning between several lengthscales. When
transitioning from any LSx to any corresponding LSx´1, Equation (4) interprets any spatial
discontinuity within the RVE of LSx as a uniform volumetric redistribution of TLSx and ELSx over all
space enclosed by the RVE.

Molecular Scale as a Non–Continuum Material

At the molecular scale, bone is composed of a colossal number of interacting molecules,
see Section 13. Each molecule comprises several atoms participating in interatomic bonds. Assuming
that modelling each atom as a solid particle is accurate enough, the molecular domain is defined,
in conclusion, as a gathering of discrete particles, i.e., a non-continuum. The molecular scale of bone is
mostly studied through Molecular Dynamics (MD) simulations [386,428,429].

Remark 34 (Linking Continuum and Non-Continuum Scales). None of the surveyed literature transitions,
in bone, between a lengthscale modelled as a continuum and a lengthscale modelled as a non-continuum.
Within the surveyed literature, only [140,290,291] model the molecular scale alongside larger lengthscales of
bone, see Table 3; however, ref. [140,290,291] model the molecular scale as a continuum using a multiscale
micromechanics-based approach. This approach can estimate bone anisotropic CLE-properties from H2O, HA and
CLG, the basic constituents of bone, see Section 13, and may be combined with CT-data to estimate patient-specific
CLE-properties [61,115,140,286–291].
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The transition between a lengthscale modelled as a non-continuum and a lengthscale modelled
as a continuum can be performed using several approaches; ref. [427] further comments on these
possible approaches. This literature survey emphasizes an approach consisting in finding parameters
for Traction-Separation Equations (TSEs) through MD simulations, as outlined in [418,430,431].
TSEs describe fracture at any lengthscale that is modelled as a continuum material. The TSE parameters
are used by CZMs that describe fracture as element-wise interface disconnection; lastly, the CZM is
coupled with the Governing Equations (1)–(3) [430,432–435].

MD simulations, as proposed by [436], and performed in bone by [191,414,415,419,420,437,438],
consist in solving Newton’s 2nd Law of Motion at a material’s molecular scale whose spatial domain
contains a atoms interacting with up to n neighbour atoms:

ma
d2raptq

dt2 “
nÿ

n1“1

f2praptq, rn1ptqq ` ¨ ¨ ¨ `
nÿ

n1“1

nÿ

n2“1
n2‰n1

. . .
nÿ

nk“1
nk‰n1,n2...

fnpraptq, rn1ptq, . . . , rnkptqq (5)

where, for each a-th atom: ra is the position vector; ma is the mass, f2 is a force vector function
that describes pairwise atomic interactions; similarly, fn describes n-atom interactions. Each fn is
the time-derivative of an energy function that accounts for up to n-body and quantum interactions.
The total energy of the a-th atom is a function of an a-th atom’s position raptq and of its n neighbours’
positions r1ptq, . . . , rnptq P R3.

MD simulations of bone commonly account for the presence of CLG, HA and H2O, see Section 13
and [191,386,414,415,419,420,428,429,437,438]. For each inter- and intra-molecular interaction there
are specific potential energy functions (or simply potentials), some of which are found in the literature
referred to in Table 4.

Table 4. Bibliographical references for interatomic potential function parameters.

Interaction CLG–CLG CLG–H A CLG–H2O H A–H A H A–H2O H2O–H2O

Reference [413,415] apud [439] [440,441] [440,441] [442] apud [437], [414] apud [443] [440,441] [413] apud [444]

When formulating energy functions for the CLG–HA, CLG–H2O and HA–H2O inter-molecular
interactions, the Lorentz-Berthelot mixing rule [440,441] is usually used, as in [414,415].

Once f2, . . . , fn are defined, the next step of an MD simulation consists either in solving:
(1.) an initial-value problem, which requires the atoms’ initial positions rp0q and velocities 9rp0q;
or (2.) a boundary-value problem, which requires the atoms’ positions at an initial time instant
rptiq and at a final time instant rpt f q. Both (1.) and (2.) require potential energy functions.

MD simulations provide the position raptq and velocity 9raptq of every a-th atom in the molecular
spatial domain at each time step. The accuracy of MD simulation results depends strongly on the inter-
and intra-molecular potential’s validity. Therefore, the before mentioned 6 inter- and intra-molecular
potentials must be selected according to their accuracy in modelling bone mechanics at the molecular
scale [413,414].

Highlight 10 (Multiscale Modelling and Bone Remodelling). Bone remodelling, see Definition 19, has been
recently incorporated into multiscale models. The first approach to study bone remodelling by coupling models of
systems biology and multiscale continuum micromechanics is presented in [445]. Folllow-up papers studied the
relationship between oscillating hydrostatic pore pressure and bone cells activity [446,447], which is presented
from a biological perspective in [448].

A comprehensive multiscale model of bone remodelling multiscale model, accounting for hormonal
regulation and biochemical coupling of bone cell populations is presented by [245]. Structural changes induced by
osteoclasts and osteoblasts at the “cellscale” change bone density at higher-scales in the model proposed by [449].
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Open Issue 9 (Simulations Coupling 6 or More Lengthscales). No paper has been found modelling and
linking all the lengthscales illustrated in Figures 4 and Table 3. Among the surveyed literature, ref. [290,291]
devised the multiscale model with the largest number of linked lengthscales: 5.

Remark 35 (Scales Jumps). Table 3 row d shows scale jumps performed by [138,290,291]. Jumping from the
sub-nanoscale directly to the sub-microscale, as in [138], may be justified by the fact that mCLGf and CLG fibers
exhibit the same geometry. CLG fibers are nothing but a bunch of mCLGfs. Thus, it may be reasonable to skip
the transition between the sub-nanoscale and the nanoscale of bone. Jumping from the sub-microscale directly
to the mesoscale, as in [290,291], may be justified by the fact that the microscale is composed of, in the case of
cortical bone, a single osteon and the mesoscale is a bunch of osteons, see Characteristic Length 6.

15. Validating Bone Fracture Simulation

Simulations should imitate reality as accurately as possible. The way to validate solid continuum
mechanics models is by performing simulations that imitate real-world experiments. A model is
labeled validated when the numerical value of a variable computed in a simulation satisfactorily
matches the numerical value from the experimental measurement of the same variable. For instance,
the numerical value of a strain computed from a simulation must match the numerical value of a strain
measured in an experiment representative of said simulation.

There are mainly two classes of experiments on bone material: 15A1 and 15A2. Both involve
highly sensitive procedures that must be carefully performed, see guidelines on biomechanical
experiments by [233].

15A1: Experiments for Bone Material Characterization—give insight into the mechanical
behaviour of bone under specific loading conditions and into how Open Issue 2 affects bone
mechanical properties. 15A1 are related to the bone modelling categorization shown in Table 2
and described in Section 10: 10B1–10B3. 15A1 must comprehend the largest possible number of
variables, see Remark 3. 15A1 must test the specimen: at all possible lengthscales, see Section 13;
at all possible loading conditions, e.g., tension, compression, shear, torsion; at all directions,
i.e., assuming every planes of symmetry, e.g., assuming the material to be triclinic; under different
strain rates; under different thermal conditions, e.g., different temperatures, temperature change
rates. Furthermore, 15A1 must characterize: the plastic region; fracture toughness mechanisms and
other important features [221,326,450–452]. 10B1–10B3 that best suit experimental results must be
sought after.

15A2: Experiments on Bone Materials under Generic Environmental Conditions—must imitate in
vivo, see Definition 1, conditions (when possible) and consider several issues to assure reproducibility,
e.g., bone conservation, hydration, temperature, et cetera.

Remark 36 (Validation and Experiments—An Iterative Process). Mechanical properties of bone must
be modelled based on preliminary 15A1 that estimate 10B1–10B3. Simulated variables, e.g., strains,
displacements, et cetera, are validated by being compared to 15A2. When simulated variables do not match
15A2 (assuming both experiments and simulations were correctly performed), a new model, with different
assumptions, based on new 15A1, is required. This is an iterative process. 15A1 are required pre-simulation.
15A2 are required post-simulation.

Remark 37 (Validated?). Some references in Table 2 made simple assumptions, e.g., [30,81,115,127] modelled
bone only at the macroscale and/or as an isotropic homogeneous CLE-material, and validated their simulations,
i.e., their simulation showed good agreement with 15A2. It is reasonable to question such results: bone is most
probably not isotropic and does not fit an LE constitutive equation, see Section 10. 15A1 may even reveal some
particular bone sample to behave like a quasi-isotropic homogeneous CLE-material; however, these findings may
stop being valid under the slightest change in local conditions, e.g., bones in vivo vs. bones in vitro, et cetera.

Experiments and simulations contain errors and approximations; thus, they are always questionable.
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Remark 38 (Towards Realistic Fracture Predictions). Most realistic fracture predictions stem from the
best-achievable fracture simulations. To achieve such simulations the following issues should be considered:
(1.) the multiscale structure of bone, see Sections 13 and 14; (2.) the most robust physico-mathematical approach,
see Sections 6–8 and 12; (3.) the most realistic mechanical properties, see Section 10; (4.) the most realistic BCs,
see Section 11; (5.) proper validation, see Section 15.

16. Assessing Fracture Risk

Current available osteoporosis and fracture risk assessment tools are fundamentally based on
BMD and qualitative medical variables (e.g., sex, age, weight, patient’s case history), most commonly
labelled Clinical Risk Factors (CRFs) [453].

There are single-variable and multi-variable fracture risk predictors and assessment tools.

16.1. Single-Variable Risk Analysis

BMD measurements are the current clinical standard to diagnosis osteoporosis. According to the
WHO, women with a BMD that lies 2.5 SD or more below the average value for young healthy
women are classified as osteoporotic (T-score ď 2.5 SD) [11]. However, BMD alone is unable to
accurately assesses fracture risk [454]. Patients classified as osteoporotic will not invariably suffer a
fragility fracture; non-osteoporotic patients may also suffer a fragility fracture [11,14,455]. BMD can
be used in conjunction with CRFs and available fracture assessment tools to improve the accuracy of
fracture predictions. CRFs provide information on fracture risk that are unrelated to BMD [165].
As mentioned in Section 9, DXA is the clinical standard technique to measure BMD. QCT and
ultrasound measurements are alternative techniques for the quantification of BMD [14,153].

TBS, an acronym for Trabecular Bone Score, is a grayscale-based (or HU-based) texture
measurement influenced by the geometry of bone at the meso- and microscales [456]. A low TBS value
may indicate thin trabeculae and a highly porous mesostructure, see Figure 4 (LS2.2, LS3.2) [457].
TBS contains structural information that are not captured by BMD measurements [457,458]. TBS can
be used, though not very accurately, to assess fracture risk independently of BMD and CRFs [453,459].
TBS has been used in conjunction with BMD alone and with BMD and CRFs in available fracture risk
assessment tools such as FRAX, to improve the accuracy of bone fracture predictions [458]. In the study
performed by [459], however, TBS did not improve BMD and FRAX fracture predictions. TBS depends
on HU variations obtained in vivo, which can have many causes [457] and is most commonly estimated
using DXA. For more information on TBS see [14,459–462].

BTMs, an acronym for Bone Turnover Markers, are measurable indicators of bone turnover,
e.g., blood and urine tests. Bone turnover, i.e., bone replacement, is the effect, the cause (mechanism) of
which is bone remodelling, see Definition 19. Bone turnover refers to the volume of replaced bone per
unit time [463]. Deterioration of bone microstructure, i.e., bone structure at the microscale, translates
into a high value of bone turnover. BTMs indicate the degree of deterioration of the bone microstructure
and, may thus, independently of BMD, predict a person’s fracture risk. Furthermore, BTMs can be
used in conjunction with BMD to improve the accuracy of fracture risk assessment tools [464]. The use
of BTMs in the osteoporotic risk analysis and in monitoring the efficacy of osteoporosis treatment is
rapidly increasing [465–468].

16.2. Multi-Variable Risk Analysis

FRAX (https://www.sheffield.ac.uk/FRAX/), the Fracture Risk Assessment tool, estimates
individualized ten-year probability of hip, spine, forearm and proximal humerus osteoporotic
fracture [469,470]. FRAX integrates eight main CRFs (prior fragility fracture, parental hip fracture,
smoking, systemic glucocorticoid use, excess alcohol intake, body mass index, rheumatoid arthritis,
and other causes of secondary osteoporosis), which, in addition to age and sex, contribute to fracture
risk analysis independently of BMD. FRAX does not consider risk factors such as BTM and those
associated with falls, lower dietary calcium intake and Vitamin D deficiency [464], but has BMD as
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an optional input variable [165,469,470]. FRAX predictions can become more accurate when used in
conjunction with, e.g., BMD and TBS [458]. For more information on FRAX, see [41,91,453,471–475].

QFracture (https://qfracture.org/) predicts individual risk of osteoporotic and hip fracture based on
several distinct CRFs (age, body mass index, ethnic origin, alcohol intake, smoking status, chronic
obstructive pulmonary disease or asthma, any cancer, cardiovascular disease, dementia, diagnosis
or treatment for epilepsy, history of falls, chronic liver disease, Parkinson’s disease, rheumatoid
arthritis or systemic lupus erythematosus, chronic renal disease, type 1 and 2 diabetes, previous
fracture, endocrine disorders, gastrointestinal malabsorption, any antidepressants, corticosteroids,
unopposed hormone replacement therapy and parental history of osteoporosis), needing no quantitative
measurements [476,477]. When compared with FRAX, QFracture shows some evidence of improved
discrimination and calibration for hip fracture [476]. BMD cannot be used in conjunction with QFracture.

Garvan, short for Garvan Fracture Risk Calculator [478,479], estimates individualized five- to
ten-years risk of total fracture and hip fracture by combining BMD and several CRFs (age, body weight,
height, daily physical activity level, daily calcium intake, smoking, history of falls in the preceding
12 months, history of fractures in the past five years, et cetera [480]).

Comparisons between FRAX, Qfracture and Garvan discussing approaches to osteoporosis risk
analysis worldwide can be found in [481–484]. The use of such risk assessment tools in conjunction
with BMD, TBS, genetic data, BTMs and new CRFs could improve their accuracy in predicting fracture
risk [481,485]. Furthermore, artificial intelligence could also enhance the accuracy of these tools,
e.g., machine learning methods can be used to assess the risk of osteoporotic fractures [486].

Others fracture risk assessment tools are available in the literature: The DVO-Tool developed by
the German Osteology Society [487,488], the fracture risk score model based on in-hospital treated
patients to predict osteoporotic fractures [489], and the FRACTURE Index [490] are only a few of them.
A brief schematic overview of the evolution of the diagnosis of osteoporosis since 1940 is given in [491].

Current available fracture risk assessment tools generally evaluate individual fracture risks based
on a cohort of statistical data. However, current tools do not account for bone mechanical properties
and/or bone quantitative fracture mechanics variables. Fracture simulation of patient-specific
computational models could give already existing risk assessment tools its contribution by adding
diagnostic quantitative information based on multiscale simulations.

Open Issue 10 (Quantitative Risk Factors). Mathematical calculations can accurately assess the fracture
risk of many different materials (e.g., steels, iron, composites) subject to specific BCs. It can possibly also
accurately assess the fracture risk of biological materials. Continuum mechanics, fracture mechanics, multiscale
modelling and molecular mechanics enable the designing of robust structures capable of supporting extreme (e.g.,
loading and thermal) conditions. Quantitative Risk Factors (QRFs), e.g., Young’s Modulus and Yield strength,
could improve the accuracy of current fracture risk assessment tools.

As shown in Section 13, bone presents different geometries and thus mechanical properties,
see Section 10, at different lengthscales. The analysis of patient-specific fracture risk is a multiscale
problem and requires consideration of as many bone lengthscales as possible [214]. Adding,
from patient-specific bone computational models, quantitative multiscale fracture mechanics-based
variables to current fracture risk assessment tools may be crucial to the improvement of
current fracture risk analysis, being the next step towards an improved fracture-predictive
diagnosis [128,214,481,485,492,493]. Not only osteoporosis, but several others bone diseases and
conditions could profit from patient-specific fracture risk simulations and assessment tools, e.g.:
osteomalacia, osteitis fibrosa, osteopenia (or bone loss), osteogenesis imperfecta, brittle bone disease,
et cetera [194].
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Appendix A. Glossary of Symbols

Symbol: Meaning:
i, j, k, l “ 1, 2, 3 spatial components of Einstein’s summation or notation, or Index/Subscript/Tensor notion
Tij an element of the Cauchy stress tensor T rN{m2s P R3x3

bi an element of the body force vector b rN{m3s P R3x1

fi an element of the surface force vector f rNs P R3x1

Eij an element of the strain tensor E P R3x3

nj an element of the unit normal vector n P R3x1

ρ a density rg{m3s P R1

Xi an element of the material point X rms P R3x1 [494] (p. 61)
xi an element of the spatial point x rms P R3x1 [494] (p. 61)
Fij an element of the deformation gradient F P R3x3

ui an element of the displacement vector u rms P R3x1

Cijkl an element of the stiffness tensor C rN{m2s P R3x3x3x3

W the strain-energy density function rJs P R1

t the time rss P R1

θ the temperature rKs P R1

∆θi an element of the temperature gradient ∆θ rK{ss P R3x1

ξ an unknown internal variable r?s P R?

Y a unidirectional Young’s Modulus rN{m2s P R1

Appendix B. Glossary of Acronyms

Acronym: Full form:
BEM Boundary Element Method
BC Boundary Condition
MKBC Minimal Kinematic Boundary Condition
PBC Periodic Boundary Condition
TBC Tesselation Boundary Condition
BMD Bone Mineral Density
BTM Bone Turnover Marker
CLG CoLlaGen
mCLGf mineralized CoLlaGen fibril
CT Computed Tomography
µCT Micro Computed Tomography
QCT Quantitative Computed Tomography
HR-pQCT High-Resolution Peripheral Quantitative Computed Tomography
CZM Cohesive Zone Model
DICOM Digital Imaging and Communications in Medicine
DOF Degrees of Freedom
DXA or DEXA Dual Energy X-ray Absorptiometry
FDM Finite Difference Method
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FEM Finite Element Method
EPFM Elastic-Plastic Fracture Mechanics
LEFM Linear Elastic Fracture Mechanics
FS Fall Stage
GDP Gross Domestic Product
HA HydroxyApatite
HU Hounsfield Units
LE Linear-Elastic
CLE Cauchy-Linear-Elastic
CNLE Cauchy-NonLinear-Elastic
NLE Non-Linear-Elastic
LS Lengthscale
MD Molecular Dynamics
MRI Magnetic Resonance Imaging
µMRI Micro Magnetic Resonance Imaging
PDE Partial Differential Equation
RVE Representative Volume Element
CRF Clinical Risk Factor
QRF Quantitative Risk Factor
SD Standard Deviations
TBS Trabecular Bone Score
TSE Traction Separation Equation
WHO World Health Organization

Appendix C. Glossary of PDE, Continuum Mechanics and Theory of Elasticity Concepts

References to several concepts important to the understanding of PDEs, continuum mechanics
and theory of elasticity are listed here. These concepts have mathematical and physical enunciations.
The mathematical enunciations are rigorous and contain all the details that computer simulations
require. The physical enunciations give an intuitive idea, but are not mathematically rigorous and,
in most cases, do not contain the necessary data required by the algorithm of a computer simulation.
However, the physical interpretations facilitate interaction between biologists, physicians, engineers
and physicists. Biologists and physicians need to understand definitions in physical terms to make
suggestions to engineers and physicists so they can create more realistic bone models.

Some of the references listed on the physical definitions may also contain a mathematical definition.
They are classified as a physical definition because they explain the concept in a more intuitive way.
The references for the physical definition present the mathematical definition usually in a more
easy-to-grasp way, sometimes not as complete and rigorous as the references for the mathematical
definition. Furthermore, terms with multiple references may present slightly different approaches or
interpretations in each reference.
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Term: Mathematical definition: Physical definition:
Domain ([495] p. 222, same as Gebiet), [496] (p. 1, same as Region) see Illustration 1
Boundary [497] (pp. 25, 28, same as Frontier) see Illustration 1
Boundary Condition [498] (p. 23) see Illustration 2

Constitutive equation [499] (p. 170), [219] (p. 69), [500] (p. 1644), [494] (p. 276)
[222] (p. 170), [499] (p. 169), [206] (p. 35), [219] (p. 69),
[501] (p. 273), [502] (p. 2), [494] (p. 223), [500] (p. 1642)

Elastic material (or Cauchy-elastic material)
[503] (p. 170), [504] (p. 207) [499] (p. 175), [502] (p. 117),
[494] (p. 297)

[505] (p. 201), [506] (pp. 1, 444), [28] (p. 147)

Hyperelastic material (or Green-elastic)
[219] (p. 520), [503] (p. 171) [499] (p. 206), [502] (p. 294),
[506] (p. 444)

[219] (p. 519), [502] (p. 13), [499] (p. 206), [28] (p. 148),
[501] (p. 282)

Plastic (or elasto-plastic) material [219] (p. 148), [506] (p. 131), [210] (p. 57) [219] (p. 1480), [506] (p. 131), [210] (p. 52), [507] (p. 75)
Viscoelastic material [503] (p. 174), [211] (p. 5) [211] (p. 5), [222] (pp. 59, 217), [210] (p. 65)
Viscoplastic (or elasto-viscoplastic) material [219] (p. 450) [506] (p. 133), [210] (p. 65), [219] (p. 435)
Poroelasticity [222] (p. 249) [222] (p. 247)
Poroplasticity [508] (p. 226) [508] (p. 225)
Poroviscoelasticity [508] (p. 261) [508] (p. 261)
Poroviscoplasticity [508] (p. 273) [508] (p. 272)
Damage mechanics [509] (p. 8) [510] (pp. 16, 142) [511] (p. 1) [510] (p. 3) [512] (p. 1)
Isotropic material [503] (p. 234), [502] (p. 78), [513] (p. 60), [504] (p. 243) [514] (p. 25), [250] (p. 41), [505] (p. 203), [499] (p. 170)
Anisotropic material [503] (p. 234), [502] (p. 78), [513] (p. 60), [504] (p. 243) [514] (p. 25), [250] (p. 41), [505] (p. 203)
Linear elastic anisotropy: triclinic, monoclinic, orthotropic (or
rhomibc), trigonal, tetragonal, transversally isotropic (or
hexagonal), cubic, isotropic

[250] (p. 44), [222] (p. 150), [257] (p. 10) [250] (p. 44), [222] (p. 150), [257] (p. 10)

Homogeneous material [504] (p. 237), [502] (p. 58,59) [502] (pp. 58, 59), [514] (p. 25), [505] (p. 203)
Inhomogeneous (or non-homogeneous, heterogeneous)
material

[504] (p. 237) [514] (p. 25), [505] (p. 203)

Properties (not only mechanical properties): global and local [515] (p. 83) [515] (p. 83), [516] (p. 532)

Cauchy’s equation of motion (equilibrium equation)
[504] (p. 223), [503] (pp. 153, 204), [499] (p. 148), [494]
(pp. 139, 273, 307)

[222] (p. 129), [222] (p. 196)

Strain-displacement equation (or Lagrange strain tensor, strain) [503] (p. 272), [505] (p. 84) [206] (p. 29), [505] (p. 84)
Stress (or Cauchy stress tensor) [504] (p. 174), [503] (p. 150) [494] (p. 137) [206] (p. 25), [222] (p. 122), [505] (p. 157)
Displacement (or displacement vector) [503] (p. 272), [494] (p. 297) [206] (p. 30), [505] (p. 81)
Body force [504] (p. 151), [503] (p. 97), [494] (p. 132) [499] (p. 144), [494] (p. 132)
Surface force (or surface traction, stress vector, Cauchy traction
field)

[503] (p. 97), [494] (p. 133) [494] (p. 133), [206] (p. 26), [505] (p. 155)

Materials with memory [504] (p. 201) [502, XVIII preface to third edition]

Hookean Material (or generalized Hooke’s law, Hooke’s law) [506] (pp. 2, 127), [505] (p. 204), [206] (p. 38)
[222] (p. 58), [211] (p. 4)
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3 DEVISING BONE MOLECULAR MODELS AT THE NANOSCALE

As discussed in Chapter 1, the improvement of bone fracture prediction and diag-

nosis currently requires a comprehensive understanding of the mechanical behavior of bones at

the nanoscale, i.e., (1.), which requires elaborate and computer expensive all-atom molecular

models. There is only limited information in the literature providing clear and thorough instruc-

tions on how to model bone at the nanoscale. Furthermore, no molecular model presented in

the literature exhibited mineralization in the extrafibrillar volume, nor the extrafibrillar region

itself.

The following paper provides a detailed prescription on how to devise all-atom bone

molecular models that include mineral both in the intra- and extrafibrillar volumes. To our

knowledge, it was the first molecular model presented in the literature to take into account this

important element of the biology, chemistry, and mechanics of fibers in bones. Our models

unfold a new alternative to study the nanoscale mechanics of bones, and together with the

information provided in this paper, can be used as the foundation of future studies regarding the

modeling and mechanical properties of bone at the nanoscale.

The advancement of the field requires more and more people collaborating towards

the investigation of the nanomechanics of bones. Yet, devising all-atom bone molecular models

is far from trivial, especially when it displays an extrafibrillar volume. To facilitate and accel-

erate dissemination of our models and findings, we provided all used scripts and files together

with detailed modeling instructions.
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Abstract: At the molecular scale, bone is mainly constituted of type-I collagen, hydroxyapatite, and
water. Different fractions of these constituents compose different composite materials that exhibit
different mechanical properties at the nanoscale, where the bone is characterized as a fiber, i.e., a
bundle of mineralized collagen fibrils surrounded by water and hydroxyapatite in the extra-fibrillar
volume. The literature presents only models that resemble mineralized collagen fibrils, including
hydroxyapatite in the intra-fibrillar volume only, and lacks a detailed prescription on how to devise
such models. Here, we present all-atom bone molecular models at the nanoscale, which, differently
from previous bone models, include hydroxyapatite both in the intra-fibrillar volume and in the
extra-fibrillar volume, resembling fibers in bones. Our main goal is to provide a detailed prescription
on how to devise such models with different fractions of the constituents, and for that reason, we have
made step-by-step scripts and files for reproducing these models available. To validate the models, we
assessed their elastic properties by performing molecular dynamics simulations that resemble tensile
tests, and compared the computed values against the literature (both experimental and computational
results). Our results corroborate previous findings, as Young’s Modulus values increase with higher
fractions of hydroxyapatite, revealing all-atom bone models that include hydroxyapatite in both the
intra-fibrillar volume and in the extra-fibrillar volume as a path towards realistic bone modeling at
the nanoscale.

Keywords: bone nanoscale model; mineralized collagen fibril; collagen fiber; hydroxyapatite; extra-
fibrillar volume; molecular dynamics; bone elastic properties

1. Introduction

If current preventive diagnosis techniques remain unimproved, aging-related bone
diseases, such as osteoporosis and their subsequent bone fractures are expected to overload
health care systems worldwide [1]. Understanding the mechanical properties of bones at
each length scale is essential to improving such techniques. Computer simulations allow
the investigation of mechanical properties at all length scales by combining mathematical,
physical, engineering, and biological concepts [2]. Furthermore, the more realistic they are,
the more reliable such preventive diagnosis techniques become.

Bones are patient-specific and exhibit a multiscale structure [2–4]. This means that a
bone fragment from a given individual exhibits a complex network of different physical
structures and mechanical properties down to the molecular scale, where fracture ultimately
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originates. Thus, the best-achievable simulations must seek to: (1) consider bones as patient-
specific by devising different models with different fractions of the constituents, testing
several specimens of a statistical population, or by extracting geometry and mechanical
properties directly from the targeted bone, e.g., from computed tomography; (2) consider
the multiscale nature of bone by modeling and coupling several length scales, or by devising
models that directly include information from other length scales.

Several works performing molecular dynamics (MD) simulations of the bone structure
have tried to comply with these two points, as shown by recent reviews [2,3,5]. Especially
after Ref. [6] made available the first fibrillar structure of type I collagen, i.e., the structure of
bone at the sub-nanoscale [2], MD simulations were carried out to study the heterogeneous
nature of collagen [7,8], the orientation and chemical processes of its structure [9,10], and
its mechanical properties [11]. Subsequently, hydroxyapatite crystals were included in
the models based on the fibrillar structure provided by Ref. [6] for further investigations,
especially for the mechanical properties [12–17]. To date, hydroxyapatite has been included
solely within fibrils, in the intra-fibrillar volume (IFV). Yet, as several experiments have
shown, higher concentrations of hydroxyapatite are indeed found surrounding the fibrils in
the extra-fibrillar volume (EFV) [18–23], which is also labeled as the extra-fibrillar matrix.

Understanding the mechanical properties of bones and the molecular aspects that
underlie their behavior at small non-continuous length scales constitutes an open field of re-
search and requires substantial further endeavors. This work aims to contribute to the field
by: (1) detailing the process of modeling all-atom bone collagen fibrils (subnanoscale [2])
and, for the first time, fibers (nanoscale [2]); (2) investigating the mechanical properties of
bone at the nanoscale to validate the model. This paper details how all-atom models that
resemble the structure of fibers in bones can be devised, and how they can be subjected to
nanoscale traction tests to assess their Young’s Modulus values. The models consist of a
bundle of mineralized collagen fibrils surrounded by hydroxyapatite in the EFV, similar
to the experiments presented in Ref. [20] Figure 4 (reproduced in Ref. [24] Figure 1), and
Ref. [18] Figure 8. All files and scripts used to devise the described models are available in
the Supplementary Materials.

1.1. Reading This Paper–Textual Organization and Notation

This paper covers a multidisciplinary topic, which may attract the attention of re-
searchers from different fields, including biology, medicine, physics, chemistry, and engi-
neering. Thus, inspired by Ref. [2], four extra text environments were used to increase the
paper readability:

Definition: Non-mathematical definitions that may be differently understood by specialists
from different fields;

Highlight: A statement that plays a major role in the interpretations and discussions of
the results;

Open Issue: Issues and problems not clearly defined or not yet completely solved within
the surveyed literature;

Remark: Relevant notes.

The appendices contain detailed information about the modeling process. Readers
seeking to reproduce the models are advised to read the main text along with the appendices.

1.2. The Multiscale Structure of Bone: From the Molecular Scale to the Nanoscale

At the molecular scale, bone is a unique and complex composite material mainly
composed of type I collagen (CLG), hydroxyapatite (HA) Ca10(PO4)6(OH)2, and water
(H2O) [2,25–28]. Different fractions of these constituents lead to different mechanical
properties of the material; bones with a lower concentration of HA usually display lower
stiffness, and vice versa [12,29].
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• Reference values for their volume fractions are: 33–43% mineral material (mainly HA),
32–44% organic material (mainly CLG), and 15–25% H2O [23,30].

• Reference values for their mass fractions are: 60–65% mineral material (mainly HA),
25–30% organic material (mainly CLG), and 10% H2O [22,30–32].

A single CLG molecule, i.e., a tropocollagen, is a helical structure consisting of three
(two alpha-1 and one alpha-2) left-handed polypeptide chains coiled around each other to
form a right-handed superhelix; see Figure 1. A polypeptide chain consists of a sequence
of amino acids covalently linked by peptide bonds. An alpha-amino acid (labeled here
as simply amino acid) is an organic compound that contains an amino group (NH2), a
carboxyl group (COOH), and an R group, and is also known as a side chain. A peptide bond
is the CO–NH chemical covalent bond formed between two molecules when the C of the
carboxyl group of one molecule reacts with the N of the amino group of the other molecule,
releasing a molecule of H2O.

The amino and carboxyl groups are standard parts of amino acids. The R group
can vary among amino acids. Thus, it is the R group that defines the type of amino acid.
Type I CLG displays polypeptide chains that consist mostly of GLY-X-Y. This means that
one in three amino acids is a glycine. The most common amino acids present in the X
and Y positions are proline (PRO) and hydroxyproline (HYP), respectively. Prolines at the
third position of the tripeptide repeating unit GLY-X-Y tend to be hydroxylated, turning
into hydroxyproline.

At the sub-nanoscale, a collection of axially connected CLG molecules arranged side by
side forms a collagen fibril (CLGf); see Figure 1. A CLGf is labeled a mineralized collagen
fibril (mCLGf) when there are HA crystals between the CLG molecules, mostly in their
gap zones. Although denser than gap zones, mCLGf overlap zones can also exhibit HA
molecules. In short, an mCLGf is a CLG fibril filled with HA in the IFV, the IFV being
composed of CLG fibrils, gap zones, and overlap zones. Furthermore, a bundle of fibrils
forms a fiber. At the nanoscale, bone can be described as a fiber built by a combination of
wet CLGfs and mCLGfs with surrounding H2O and HA crystals in the EFV.

Figure 1. Structural representation of the backbone of a single molecule (top) and fibril (bottom) of
the type I CLG. Chains A and C (alpha-1) are indicated in the purple color, and Chain B (alpha-2) in
orange one.

Remark 1 (Bone Length Scales). The multiple length scales of bone are not equally structured
and represented in the literature. The structure presented by Ref. [2], Figure 4, Section 13 is adopted
here. For further reading regarding bone multiscale characteristics, see Refs. [2,4,30,33].
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In brief, from the molecular scale up to the nanoscale, bone is composed of a large
number of interacting molecules. Each molecule comprises several atoms participating in
interatomic bonds. Assuming that modeling each atom as a solid particle and each bond
as an elastic spring is accurate enough, the molecular/nanoscale domain is defined as a
gathering of discrete particles, i.e., a non-continuum, which is mostly studied through
MD simulations.

2. Materials and Methods: Devising Bone at the Nanoscale
2.1. Devising the Simulation Box

Here, a step-by-step description is given of how models that resemble fibers in bones
can be devised.

First, starting from the sequence of amino acids and an available fibrillar structure,
the CLG Fibril model was devised through homology modeling. Then, a structure of the
CLG fibril that requires Periodic Boundary Conditions (PBCs) only along the z direction
was extracted and labeled CLG NanoFiber. When the latter is replicated along the x and y
directions, surrounded by an EFV, and subjected to PBCs in the x, y, and z directions, the
newly devised model is labeled CLG Fiber. Finally, adding H2O and HA both in the EFV
and IFV of the CLG Fiber gives origin to the Bone Fiber model. See Figure 2 for a schematic
view of this modeling process, described in detail throughout this section.

Figure 2. Schematic view of the modeling of a structure that resembles fibers in bones.

2.1.1. CLG Fibril

Different from most proteins, CLG is not found isolated and fully solvated in
bones, and it does not completely fold to perform a specific function. It is the association
of CLGs under physiological conditions into fibrils and, consequently, fibers, which confer
CLG-based tissues with their remarkable macroscale mechanical properties, such as high
tensile strength. Thus, it is crucial to reproduce the fibrillar and fiber structure in MD
simulations when studying the CLG mechanical properties.

Definition 1 (Physiological Conditions). In biochemistry, reactions are usually studied under
physiological conditions, that is, an electrically neutral aqueous solution at 1 atm pressure, ∼ 37 ◦C
temperature, 0.16 mol/L salt concentration (Na+ and Cl− ions), ”enantiomer specific”, and a
specific pH.
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To date, only the amino acid sequence, i.e., the primary protein structure, of human
type I CLG has been fully determined. This can be found at the Universal Protein Resource
(UniProt) website [34] under the codes COL1A1_human (P02452) and COL1A2_human
(P08123) for the alpha-1 and alpha-2 chains, respectively. However, to perform MD sim-
ulations, the spatial position of every atom, i.e., at least the tertiary protein structure, is
required. Several high-resolution structures such as 1WZB [35], which periodically repro-
duces a common amino acid pattern of the CLG, can be found in the Protein Data Bank
(PDB) [36] and can be used as approximations of the type I CLG human structure. However,
as mentioned before, it is crucial to reproduce the fibrillar and fiber structure, i.e., the
quaternary protein structure, when studying the CLG mechanical properties.

Definition 2 (High-Resolution and Low-Resolution Protein Structures). Low-resolution
structures usually contain only the position of the alpha carbons (CA). All other atomic positions,
e.g., side-chain atoms, must be inferred. High-resolution structures usually contain the position of
every non-hydrogen atom.

Unfortunately, there is no experimentally determined molecular structure of the qua-
ternary protein structure of the human type I CLG available in the PDB. An alternative for
modeling the human type I CLG structure is homology modeling.

Definition 3 (Homology Modeling). Also labeled comparative modeling of protein 3D structures,
homology modeling is a procedure that produces a previously unknown 3D protein structure by
associating an amino acid sequence (labeled the target) with a known experimentally determined
3D atomic-resolution structure (labeled the template) of a homologous sequence. Two amino acid
sequences are considered homologous when they are very similar, e.g., they display a high sequence
identity value, meaning that they share a common evolutionary ancestry. Homologous sequences
display similar structures and, frequently, similar functions [37].

The PDB structure 3HR2 [6], an experimentally determined low-resolution crystal
structure for type I CLG of rat tail tendons, is, to our knowledge, the only structure available
in the PDB that encompasses the fibrillar structure of type I CLG. It reproduces the fibrillar
structure as a crystal, with a unit cell (UC) that is periodically replicated along the x, y, and
z directions.

When aligned, the type I CLG amino acid sequences of the human—Uniprot P02452
and P08123—and rat—PDB 3HR2—exhibit sequence identity above 90%, indicating that
they are highly homologous. Hence, they are appropriate for comparative structural
modeling. If the 3HR2 structure were a high-resolution structure, it could be directly used
for the MD simulations proposed here. However, since it contains only the positions of
the CA atoms of the amino acids, the position of the non-CA atoms must be inferred.
Homology modeling allows the inference of the positions of the non-CA atoms.

MODELLER 9.25 [38] was used to build a homology model that correlates the human
amino acids sequences—Uniprot P02452 and P08123—with the rat fibrillar CLG structure—
PDB 3HR2. In Appendix A, the necessary steps to build this model are described. All
the necessary files and scripts for its reproduction together with further details are also
provided in the Supplementary Materials.

When compressed in the crystal-like triclinic UC determined by Ref. [6] (a = 39.970 Å;
b = 26.950 Å; c = 677.900 Å; α = 89.24 ◦; β = 94.59 ◦; γ = 105.58 ◦; see Figure 3), and
periodically replicated in space through periodic boundary conditions (PBCs) (see Figure 4),
the built homology model reproduces the type I CLG fibrillar structure experimentally
determined by Ref. [6]. This new model is labeled CLG Fibril throughout this paper. It can
be devised by performing three steps:

1. Importing the homology model, built as described in Appendix A, into VMD [39,40]
(http://www.ks.uiuc.edu/Research/vmd/, accessed on 30 January 2022). The H
atoms can be kept or not. The models built here did not keep the H atoms, since they
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can be added later using the VMD software when generating a PSF file, as described
in Appendix C;

2. Setting triclinic UC dimensions using the ”pbc set {39.970 26.950 677.900 89.24
94.59 105.58}” command of the VMD PBCTools Plugin in the VMD TkConsole;

3. Wrapping all atoms into the defined UC using the ”pbc wrap” command of the VMD
PBC Tools Plugin in the VMD TkConsole.

Figure 3. CLG Fibril within UC; snapshot from VMD viewer.

Figure 4. CLG Fibril periodically replicated in space; snapshot from VMD viewer.

Models such as the CLG Fibril, which combine the human amino acids sequences with
the rat fibrillar CLG structure, have been previously reported; see Refs. [8–13,17,41,42].
Ref. [11], followed by Refs. [12–15,17], also performed homology modeling using MOD-
ELLER and provided a structural framework used in this work.

Highlight 1 (Devising more realistic models). As described in Sections 2.1.2 and 2.1.3, the CLG
Fibril model was improved into Bone Fiber, which is a better representation of the experimentally
determined nanostructure of bone presented in Refs. [18,20,22].

Remark 2 (D-period). The CLG Fibril, which is derived from the 3HR2 PDB from Ref. [6],
exhibits the D-period of the CLG structure along the direction of its principal axis (z) [8], Figure 1.
This means that at least one gap and one overlap zone are present in the CLG Fibril’s UC, and
consequently in the CLG Fiber and Bone Fiber models described next.

2.1.2. CLG Fiber

As previously mentioned, the deposition of HA in the IFV yields the mCLGf.
However, as shown in Refs. [18–20,22,23], it is important to emphasize that most of the
HA is found not in the IFV, but between and around fibrils, in the EFV. The results of
Refs. [18,19] corroborate estimations exhibited in Ref. [21]; for cortical bone, about 70–80%
of the HA content is situated in the EFV in a plate-like shape.
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To the best of our knowledge, there are, as of yet, no available studies reporting MD
simulations of the bone structure while taking into consideration the HA content in the
EFV. There are probably two main reasons for this:

(a) The 3HR2 structure (and others derived from it, such as the presented CLG Fibril
model) does not directly allow the deposition of HA in the EFV, but only within the
fibril. That is because the UC defined by [6] possesses CLG covalent bonds that require
PBCs in all directions. There is no room left for molecules in the EFV, and if the UC is
expanded along the x and y directions to make space for such molecules, these would
block the path of the CLG covalent bonds that require PBCs in the radial directions (x
and y);

(b) Including HA in the EFV means devising a very large system (much larger than the UC
of the 3HR2 structure), which implies computationally more expensive simulations.

Refs. [12,14,15], for example, do include HA in their models, but only in the IFV; i.e.,
the mCLGf is modeled by inserting HA crystals to the UC of a homology model similar to
the CLG Fibril described here.

Open Issue 1 (Coarse-Grained Models). An alternative to simulate the CLG fiber structure
without requiring a prohibitively large number of atoms is to use coarse-grained models where an
entire group (typically from three up to five atoms) is treated as a single interacting entity [7,8,43,44].
Reference [43] presents a coarse-grained model of CLG molecules (including the non-standard amino
acid HYP) using an extended version of the MARTINI force field [45]. Coarse-grained models
combining CLG, H2O, and HA are still an open field of research.

The first step to create a model that resembles the structure of the fibers present in
bone is to extract from the CLG Fibril a structure that requires no PBCs along the x and y
direction, labeled here as CLG NanoFiber, as shown in Figure 2. After that, the desired
model is obtained by replicating the latter along the x and y directions and inserting it into
an EFV, i.e., a volume large enough to contain extra-fibrillar H2O and HA, the boundaries
of which are subjected to PBCs. In Appendix B, a description is given on how to devise this
structure, labeled as CLG Fiber.

2.1.3. Bone Fiber

When H2O and HA molecules are added to the CLG Fiber model described in
Section 2.1.2, which contains an EFV, the newly devised model is labeled Bone Fiber.

Remark 3 (CLG Fiber vs. Bone Fiber models). A bundle of axially aligned CLGfs and mCLGfs
surrounded by H2O and HA characterizes bone at the nanoscale. The literature usually refers to
this bundle as a CLG fiber. Throughout this paper, to avoid misunderstanding and to facilitate the
understanding of the modeling process, a CLG Fiber model refers to a bundle of CLGfs (without
H2O and HA). A Bone Fiber model refers to a bundle of hydrated mCLGf surrounded by H2O and
HA in the EFV. Thus, here a Bone Fiber model refers to the CLG Fiber model plus H2O and HA, i.e.,
a composite material composed of fibers (CLG, H2O, and HA) and a matrix (H2O and HA).

The mechanical properties of bones at the nanoscale are affected by the relative
fractions of their constituents. All models presented here consider bone to be constituted of
CLG, HA, and H2O only; i.e., they consider the whole organic phase to be CLG and the
whole inorganic phase to be HA. Four models were devised, each with a specific percentage
of mass based on the reference values in Section 1.2 [22,30–32], as shown in Table 1.
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Table 1. Devised Bone Fiber models, the mass percentages of the bone constituents, and their total
number of atoms.

Model Name HA % CLG % H2O % Number of Atoms

Bone Fiber 55 55 35 10 299136

Bone Fiber 60 60 30 10 331797

Bone Fiber 65 65 25 10 377486

Bone Fiber 70 70 20 10 446018

Open Issue 2 (Even More Realistic Bone Models). The presented models consider bone to be
constituted of CLG, HA, and H2O only. However, about 10% of the bone organic phase exhibits
an association of other collagen types (III and VI), and non-collagenous proteins (NCPs) [2]. Fur-
thermore, parts of the mineral phase may exhibit some deficiencies in hydroxyl, and also substitutes
for hydroxyl which leads to the formation of other types of minerals, not only what is commonly
labeled hydroxyapatite [4,46]. Both these variations may not represent a large fraction of the total
organic and mineral phase and they are not simple to model, but they might affect the computed
mechanical properties. Recently, Ref. [47] reported the implications of extra-fibrillar NCPs on the
bone mechanical properties.

Packmol, a package distributed as free software for building initial configurations for
MD simulations [48], was used to add HA and H2O molecules to the CLG Fiber model,
obeying the percentages of mass shown in Table 1. Note that the devised Bone Fiber models
were labeled based on their HA concentration. Details on how to devise these models,
and on how to compute the number of molecules of each constituent to be added to the
simulation box are provided in Appendices C and D.

In all devised models, the total number of HA molecules was added to the simulation
box such that 80% belong to the EFV, and only 20% to the IFV, as Refs. [18–23] point
out. Packmol allows the creation of different geometries, including parallelepiped, sphere,
cylinder, and other geometric shapes within which the new molecules will be inserted. The
IFV was defined as a parallelepiped region within the larger simulation box, where CLG
fibrils are mostly inside.

Figures 5 and 6 show the boxes that define the IFV and EFV.
The devised IFV displays the x, y, and z dimensions 60× 86× 678 Å, and the simulation

box dimensions 88× 142× 679 Å. This indicates that the length of the simulated fibers is
679 Å.

Figure 5. Bone Fiber view of the xy-plane (VMD). The simulation box (blue) defines the external
boundary of the EFV. The IFV box (red) defines the external boundary of the IFV and the internal
boundary of the EFV. Only CLG backbone molecules are shown.
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Note that 20% of the HA molecules were added into the IFV box, and the remaining
80% were outside the IFV, but inside the simulation box. The EFV is defined as the volume
of the simulation box subtracted from the volume of the IFV box.

Figure 6. Bone Fiber view (VMD) of yz-plane (top) and xz-plane (bottom). The simulation box (blue)
defines the external boundary of the EFV. The IFV box (red) defines the external boundary of the IFV
and the internal boundary of the EFV. Only CLG backbone molecules are shown.

Open Issue 3 (EFV vs. IFV). By visually identifying the volume mostly occupied by the CLG
fibrils, two different boxes were created that define the IFV and EFV. However, there may be more
accurate ways to define the IFV and EFV for MD simulations. This paper presents a realistic model
of a bone fiber (not fibril), i.e., the first model to reproduce fibrils and to insert HA molecules both in
the IFV and in the EFV. However, modeling both the IFV and EFV can be considered an open issue.

All the devised models display a salt concentration of 0.16 mol/L. This was assured
by adding a total of 132 chloride ions and 0 sodium ions to the models (these 132 atoms are
already included in the number of atoms shown in Table 1).

Figures 7 and 8 show a devised Bone Fiber model, i.e., mCLGfs immersed in water and
surrounded by HA inside the EFV. HA molecules from the INTERFACE force field (IFF) [49]
database were used. Appendix E provides more detail about the used HA PDB file.

Figure 7. Simulation box of a Bone Fiber model, and a view of a 3-by-3 periodic replication of its
xy-cross-section (VMD). HA, H2O, and CLG molecules are shown in cyan, red, and purple (alpha-1
chains) and orange colors (alpha-2 chains), respectively.
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Figure 8. Zoomed view of a bone fiber in VMD. HA, H2O, and CLG molecules are shown in cyan,
red, and purple (alpha-1 chains) and orange colors (alpha-2 chains), respectively.

Notice that Ref. [42], Figure 1c, and Ref. [50], Figure 1d also extracted a CLG NanoFiber
from the 3HR2 PDB structure provided by Ref. [6]; see Appendix B, Step 2. However, they
do not further develop the model into a bone fiber structure, i.e., into a model such as the
presented CLG Fiber or Bone Fiber.

2.2. Force Fields

Force fields (FFs) can significantly affect MD simulation results. It is thus paramount
to select FFs that are appropriate for the specific goal of the simulation [51].

CHARMM36m [52–55], a well-known and tested FF especially developed for proteins,
lipids, and carbohydrates, was selected. The files:

• top_all36_prot.rtf, par_all36m_prot.prm for proteins;
• toppar_all36_prot_modify_res.rtf for modified residues, i.e., HYP;
• toppar_water_ions.prm for water and ions;

were used for the simulations described in this article, and included in the MODELLER
9.25 library during the homology modeling process, as described previously in Section 2.1.1
and Appendix A.

It is important to mention that the files par_all36_lipid.prm, par_all36_carb.prm, par_all36_
na.prm, par_all36_cgenff.prm, and par_HA.prm, though not containing parameters for the
atoms of the presented models, were also loaded in the NAMD configuration files, since
CHARMM files contain NBFIX, and CHARMM commands specifically written for the
CHARMM program, not for NAMD. Reading all these files avoids errors in NAMD.

For the HA species, parameters from the IFF [49], which operates as an extension
of CHARMM, were used. The parameters of the triclinic UC for HA are: a = 9.417 Å;
b = 9.417 Å; c = 6.875 Å; α = 90◦; β = 90◦; γ = 120◦. See Appendix E for further details.

2.3. Minimization and Equilibration

Once devised, the Bone Fiber structure went through minimization steps and equili-
bration runs in NAMD before starting the production run; see Definition 4.

Definition 4 (Production Run). There is a subtle difference between equilibration or thermaliza-
tion and production runs. Both basically consist in running MD simulations (solving Newton’s
Second Law for each atom in the system). However, data is only collected in the production run,
since the computed properties should correspond to a system in thermodynamic equilibrium.
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MD simulations consist in solving Newton’s 2nd Law of Motion at a material molecular
scale whose spatial domain contains a atoms interacting with up to n neighbor atoms:

ma
d2ra(t)

dt2 =
n

∑
n1=1

f2(ra(t), rn1(t)) + · · ·+
n

∑
n1=1

n

∑
n2=1

n2 6=n1

. . .
n

∑
nk=1

nk 6=n1,n2...

fn(ra(t), rn1(t), . . . , rnk(t)) (1)

where, for each a-th atom: ma is the mass, ra is the position vector, and f2 is a force
vector function that describes pairwise atomic interactions; similarly, fn describes n-atom
interactions. Each fn is the spatial-derivative of a potential energy function that accounts
for up to n-body and quantum interactions. The total energy of the a-th atom is a function
of an a-th atom’s position ra(t) and its n neighbors’ positions r1(t), . . . , rn(t) ∈ R3.

Details of the minimization and equilibration performed in NAMD and their param-
eters are shown in Table 2. Further information on the parameters can be found in the
NAMD user guide.

Table 2. Parameters of MD simulation for minimization and equilibration in NAMD.

Parameter Name Parameter Value

Minimization Algorithm Conjugate Gradient
Equilibration Time 100 ns

Equilibration Time Step 2.0 fs
Equilibration Ensemble NPT

Cutoff 12.0 Å
Switch distance 10.0 Å
Pair list distance 14.0 Å

Particle-Mesh Ewald Sum Grid Spacing 1.0 Å
Temperature Control Algorithm Langevin Dynamics

Constant Temperature 310 K
Pressure Control Algorithm Nosé–Hoover Langevin Piston

Constant Pressure 1.01325 bar

Structural convergence was ensured by analysis of the root mean squared devia-
tion (RMSD), a numerical measure of the difference between two structures, of the CA
atoms. The slope of the RMSD with respect to time approached zero short before 100 ns of
equilibration. Figure 9 displays the computed RMSD for the devised Bone Fiber model.
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Figure 9. RMSD of Bone Fiber models (with respect to devised models, frame 0).

Remark 4 (Volume Contraction). During equilibration, a volume contraction varying from 30 to
50% with respect to the devised models was noticed. The volume contraction reflects a structural
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relaxation that is made possible by simulating in the NPT ensemble, which keeps the number of
particles, pressure, and temperature constant, allowing the volume to adapt. Moreover, differently
from other works that fully solvated the CLG molecule in water, here, a pre-defined number of water
molecules was set to guarantee the relative composition of the nanomaterial, as shown in Table 1.

LAMMPS, an open-source code with a focus on materials modeling and
science [56–63], is among the most suitable code to study elastic properties of molecu-
lar models, including soft matter such as polymers and biomolecules such as CLG. As
described in Section 2.4, LAMMPS was used for the computation of the Young’s Modulus
of the devised models. A short additional equilibration using LAMMPS was also needed
prior to the calculation of the elastic properties. The structurally stable (or simply relaxed)
Bone Fiber structures were converted to LAMMPS using charmm2lammps.pl from LAMMPS
tool. The LAMMPS equilibration consisted of: 1 ns equilibration with time step 1 fs and
neighbor skin 1.0, followed by an additional 5 ns equilibration with a time step of 2 fs, as
indicated in Table 3. Further information on the parameters can be found in the LAMMPS
user guide.

Table 3. Parameters of MD simulation for minimization and equilibration in LAMMPS.

Parameter Name Parameter Value

Equilibration Time 5 ns
Equilibration Time Step 2 fs
Equilibration Ensemble NPT

Inner Cutoff 12.0 Å
Outer Cutoff 14 Å

Neighbor Skin 2.0 Å
Particle-Particle Particle-Mesh Solver Desired

Relative Error in Forces 1 × 10−6

Temperature Control Algorithm Langevin Dynamics
Constant Temperature 310 K

Pressure Control Algorithm Nosé–Hoover
Constant Pressure 1.0 atm

PBCs were applied in all directions and during all steps.

2.4. Elastic Properties

Assessing elastic properties using MD simulations is sometimes difficult [64,65],
especially for biological systems, including proteins such as CLG. Nevertheless, a series of
studies have been reported describing different techniques to address this problem [14–17].
Here, LAMMPS scripts were written which deform the simulation box in a manner that
mimics uniaxial tensile tests.

A uniaxial deformation along the z-axis was imposed by gradually increasing
the z-length value of the simulation box, i.e., of the domain. Taking advantage of the
continuum mechanics and strength of materials, the engineering strain along the z direction
can be defined as:

εzz(t) =
Lz(t)− Lz(t0)

Lz(t0)
=

Lz(t)− Lz0

Lz0
(2)

where Lz(t0) = Lz0 is the initial (t = 0 s) length of the box along the z direction, and Lz(t)
is the length of the box along the z direction at time t. The engineering strain rate can be
written as:

ε̇zz(t) =
dεzz(t)

dt
=

d
dt

(
Lz(t)− Lz0

Lz0

)
=

dLz

dt
1

Lz0
=

vz(t)
Lz0

(3)
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where vz(t) is the velocity with which the box z length changes over time. The LAMMPS fix
deform command deforms the box by extending the box length Lz, at each time step t, following:

Lz(t) = Lz0(ε̇zz(t) · t + 1) = vz(t) · t + Lz0. (4)

LAMMPS allows the user to decide whether to input the strain rate
.
εzz(t) or velocity

vz(t). Here, a constant strain rate of 10−5[1/fs] was set. Since a box extension of 30%,
L(tfinal) = 1, 3L0 = L0

(
10−5·t + 1

)
, is more than sufficient to assess the elastic properties of

such a system through MD simulations, a total deformation run time of 30 ps was used.
Table 4 shows the main parameters used for the tensile test simulations.

Table 4. Parameters of MD simulation for tensile tests in LAMMPS.

Parameter Name Parameter Value

Deformation Time 30 ps
Deformation Time Step 2 fs
Deformation Direction z

Strain Rate 1 × 10−5 1
fs

Equilibration Ensemble NPT
Inner Cutoff 12.0 Å
Outer Cutoff 14 Å

Neighbor Skin 2.0 Å
Particle-Particle Particle-Mesh Solver Desired

Relative Error in Forces 1 × 10−6

Temperature Control Algorithm Langevin Dynamics
Constant Temperature 310 K

Pressure Control Algorithm (in x and y) Nosé–Hoover
Constant Pressure 1.0 atm

PBCs were applied in all directions and during all steps of the production run. While
the box was deformed along the z direction, an NPT ensemble was used for the x and y
ones. Figure 10 shows the UC of the Bone Fiber 55 model before and after being uniaxially
deformed by 30%.

Figure 10. Bone Fiber 55 UC before (top) and after (bottom) the tensile test; snapshots from
OVITO [66]. The arrows indicate the stretching directions.

Assuming bone as a Cauchy-Linear-Elastic (CLE) material [2] complying with Hooke’s
Law, a tensile test allows the estimation of the Young’s Modulus E through the following
stress-strain relationship:

σzz = Eεzz (5)
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The LAMMPS default compute pressure command computes the elements of the sym-
metric pressure tensor at the molecular scale by adding components of the kinetic energy
tensor and of the virial tensor:

Pij =

N
∑

k=1
mkvkivkj

V
+

N′

∑
k=1

rkifkj

V
(6)

where N is the number of atoms (N′ includes atoms from neighboring sub-domains, labeled
ghost atoms), mk is the mass of the k-th atom, vki the i-th component of the velocity of the
k-th atom, rki the i-th component of the position of the k-th atom, and fki the i-th component
of the resultant force applied on the k-th atom. Here, pressure can be interpreted as stress;
i.e., Pij = σij.

3. Results and Discussion

During the MD tensile tests simulations, stress and strain were frequently outputted
and later plotted to strain-stress curves. Figure 11 shows the stress–strain curves obtained
from MD simulation using the LAMMPS fix deform command and the respective linear
fitting of the elastic region.
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Figure 11. Stress–strain curves computed for the devised models, and their respective linear regression.

A simple linear regression based on least squares using scipy.optimize.curve_fit [67] was
used to compute the lines that fit the elastic region of the models (adopted as the region
between 1 and 7% of strain), and consequently the estimatives of Young’s Modulus values,
defined as the slope of the lines. Table 5 displays the estimated Young’s Modulus values
for the devised Fiber models.

Table 5. Computed Young’s Modulus values for devised Bone Fiber models.

Model Name Young’s Modulus [GPa]

Bone Fiber 55 12.77
Bone Fiber 60 14.45
Bone Fiber 65 16.52
Bone Fiber 70 18.90

Here, bone was considered a CLE material complying with Hooke’s Law. No plastic,
viscoelastic, or non-linear behavior was considered. The Young’s Modulus values shown
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in Table 5 were compared with those presented in the literature. A discussion on how they
can be interpreted is provided below.

Ref. [4] compares Young’s Modulus values calculated for CLG at different length
scales applying different methods. They presented Young’s Modulus values ranging
between 0.35 and 12 GPa for their classification of the molecular scale, between 0.2 and
38 GPa for their classification of the microfibrillar/fibrillar scale, and between 0.03 and
1.57 GPa for their classification of fiber scale. The large range and difference between the
presented Young’s Modulus values can be explained by the different applied methodologies
(molecular dynamics, X-ray diffraction, atomic force microscope, and others).

Ref. [14] performed MD simulations to compute Young’s Modulus values for mCLGf
models with different concentrations of HA and H2O, obtaining values ranging from 0.2 to
1.9 GPa. Furthermore, Ref. [14] displays a compilation of Young’s Modulus values ranging
from 0.2 to 2.8 GPa for mCLGfs computed using both experimental and computational
methods. Reference [15] also displays a compilation of Young’s Modulus values, this time
compressive, ranging from 0.03 to 22.11 (13.87 + 8.24) GPa for mCLGfs computed using
both experimental and computational methods.

Refs. [68,69] devised continuum multiscale models and obtained homogenized stiff-
ness tensors for nanoscale models (see [68] Appendix B), which also agrees with the
presented literature, and thus with our results.

As shown above and also discussed by ref. [70,71], there is no standard value for the
Young’s Modulus of CLGf, mCLGf, and CLG fibers. The literature presents values that
differ more than 100% from each other and also do not precisely classify the applied length
scale. What one reference classifies as microfibril, is sometimes classified as fibril by another
reference; see Remark 1.

As discussed in Appendix B, Open Issue A1, the model labeled Bone Fiber possesses
too few CLG molecules when compared to a real CLG fiber. However, it is the most realistic
model that has, to our knowledge, been devised to date. It displays 20 CLG single molecules
(tropocollagens), in the overlap region, 16 in the gap region, and includes HA molecules
both in the IFV and in the EFV. A rigorous classification places the devised Bone Fiber
models somewhere between mCLGfs and CLG fibers, so the computed Young’s Modulus
should lay in the range between these two; i.e., any value between 0.03 to ∼20 GPa can be
considered reasonable.

Nevertheless, the presented approach allows the modeling of larger, and even more
realistic bone nanoscale fiber model. Unfortunately, the almost prohibitive computational
cost of these models precludes its large use, since this would require millions, and even
billions, of atoms.

4. Conclusions

Although earlier experiments showed that fibers in bone exhibit most of their HA
in the EFV [18,20], no molecular model regarding this feature has been presented in the
literature. We present for the first time all-atom bone models that include HA both in the
IFV and in the EFV, i.e., more elaborate bone nanoscale models from a biological point of
view. Our purpose is to provide a detailed prescription on how to devise such models with
different fractions of their basic constituents. Thus, we provide all used scripts as well as the
PDB and PSF files of the equilibrated structures (∼100 ns) in the Supplementary Materials.

We performed simple tensile tests using LAMMPS in order to assess the Young’s
Modulus values of the devised models. Our results are in good agreement with the
literature, although the data reported by different groups for bone-like nanostructures
fall over a broad range of values. Future computational and experimental studies could
provide additional validation.

By including HA in the EFV, the present Bone Fiber models take into account an
important element of the biology and chemistry of fibers in bones, and can be easily
modified to model larger and even more human-like bone fibers. The models unfold a new
alternative to study the nanoscale mechanics of bones, and together with the information
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provided in this work, can be used as the foundation of future studies regarding the
modeling and mechanical properties of bone at the nanoscale.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/ma15062274/s1, (0-COL1_ Modeller.)—files and scripts used
to perform homology modeling using MODELLER 9.25; (1-CLG_ Fibril.)—files and scripts used to
devise the CLG Fibril model; (2-CLG_ Fiber.)—files and scripts used to devise the CLG NanoFiber
and CLG Fiber models; (3-Bone_ Fiber.)—files and scripts used to devise CLG Bone Fiber models and
equilibrate it. In the latter, we also provide PDB and PSF files of the equilibrated Bone Fiber models.
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The following abbreviations are used in this manuscript:

CA Alpha Carbon
CHARMM Chemistry at HARvard Macromolecular Mechanics
CLE Cauchy-Linear-Elastic
CLG CoLlaGen
CLGf CoLlaGen fibril
mCLGf mineralized CoLlaGen fibril
EFV Extra-Fibrillar Volume
FF Force Field
GLY GLYcine
HA HydroxyApatite
HPC High Performance Computing
HYP HYdroxyProlyne
IFF Interface Force Field
IFV Intra-Fibrillar Volume
LAMMPS Large-scale Atomic/Molecular Massively Parallel Simulator
NAMD NAnoscale Molecular Dynamics
NCP Non-Collagenous Protein
OVITO Open VIsualization TOol
PBC Periodic Boundary Condition
PDB Protein Data Bank (also a file format)
PRO PROline
PSF Protein Structure File (a file format)
RMSD Root Mean Squared Deviation
UC Unit Cell
UniProt Universal Protein resource
VMD Visual Molecular Dynamics
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Appendix A. Building Homology Models of Human Type-I Collagen Using
MODELLER 9.25

There are five main steps:

1. Select target sequences and properly prepare the data;
2. Select template structures and properly prepare the data;
3. Align target and template sequences;
4. Build models;
5. Check the models.

All used files and scripts are available in the Supplementary Materials.

Appendix A.1. Selecting Target Sequence and Preparing Its Data

The COL1A1_human (P02452) and COL1A2_human (P08123) amino acid sequences
were selected as targets. As mentioned before, they can be found on the UniProt website.
Since only the CLG chains need to be modeled, i.e., without signal peptide and propeptide,
only the residues in positions 162 to 1218 (feature identifier PRO_0000005720) are needed
for COL1A1, and residues 80 to 1119 (feature identifier PRO_0000005805) for COL1A2.
Furthermore, these sequences also contain modified residues, i.e., non-standard amino
acids such as HYP. Although UniProt indicates the position of each non-standard amino
acid, it exports the sequence with the respective unmodified residue in the FASTA format.
Specific PROs located at the third position of the tripeptide repeating unit GLY-X-Y were
manually substituted with HYPs. This was done by replacing the specific letter P with the
letter O.

Finally, the modified human CLG sequence was converted to the PIR format (MOD-
ELLER’S preferred format for comparative modeling) for later alignment with the rat sequence.

Appendix A.2. Selecting Template Structure and Preparing Its Data

The rat CLG structure (3HR2) was selected as the template. As mentioned before,
it can be found in the PDB. The 3HR2 structure contains two non-standard amino acids:
HYP (4-Hydroxyproline) and LYZ (5-Hydroxylysine). To include them in the final model,
their topology and force field parameters files must be included in MODELLER’s library.
Since LYZ appears only a few times in the structure and is not paramount to the fibrillar
structure, the 3HR2.pdb file was manually edited by substituting all LYZ by LYS (Lysine), a
standard amino acid. HYP, on the other hand, was not removed because it is very abundant
in the CLG and plays an important role in the formation of the fibrillar structure. However,
MODELLER does not automatically identify the non-standard amino acids (HETATM)
when reading the sequence of a PDB file. It is possible only by appropriately editing
MODELLER’s scripts, and the library file restyp.lib. See the available README.txt files in
the Supplementary Materials for details.

A MODELLER script was used to extract the sequence in the PIR format from the
template structure. This sequence was then added to an input alignment file (.ali) containing
the target sequence as well.

Appendix A.3. Aligning Target and Template Sequences

In MODELLER 9.25, there are two types of alignment (*.ali) files. There is an input align-
ment file containing the non-aligned sequences of both target and template and an output
alignment file containing the aligned sequences of both target and template. An alignment
script performs the alignment of the input alignment file into an output alignment file.

In the input alignment file containing the non-aligned target and template sequences,
several “-” were manually added to the template sequences of the rat CLG so that they
could exhibit the same lengths as the target human sequences (1057–1040–1057 for chains
A, B, and C, respectively). This input alignment file was used as input for the alignment of
the sequences, which is described next.
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Remark A1 (Human sequence length vs. Rat sequence length). To devise models with
the length of the target Homo sapiens (Human) sequence, "-" was manually included in the
template sequences. To devise models with the length of the template Rattus Norvegicus (Brown
Rat) sequence, a few residues from the target sequences were manually deleted. The latter were
discarded since the goal was to devise models as close to the human type-I collagen as possible. We
believe that models with the original human sequence length are a better representation of the real
human collagen.

Further details can be found in the scripts available in the Supplementary Materials.

Appendix A.4. Building Models

Output align files become the input files for scripts that build homology models.
Twenty models were built, ten using the automodel function and ten using the allhmodel
function. It takes much longer to build models using allhmodel (it includes H atoms);
however, since the used HYP topology and force field parameters (CHARMM36m) include
H atoms, models with allhmodel were also built. Figure A1 shows the best model built with
the allhmodel function. A comparison between the models built with each function and how
the best model was chosen is described in the next step.

Figure A1. Model of human triple-helix CLG structure devised by homology modeling using MOD-
ELLER and shown in VMD with drawing and coloring methods Quicksurf and Chain, respectively.

Force field parameters and topology files for HYP were added by editing MOD-
ELLER’s library files par.lib, top_heav.lib/top_allh.lib, radii.lib, radii14.lib, and solv.lib. The
same CHARMM36m parameters and topology for HYP used here were later used for the
MD simulations.

Appendix A.5. Checking the Models

MODELLER provides some assessment functions so the user can assess the quality
of the model. GA341 and DOPE are two examples of them. GA341 is recommended for
single-chain proteins and a GA341 score below 0.7 indicates a “bad” model. DOPE is the
most reliable at separating native-like models from decoys. DOPE score is calculated based
on energy, meaning that smaller values are better.

However, the best model among the models built by MODELLER does not necessarily
mean a “good” model. It is also important to compute the RMSD between the built
model and template structure and to visualize and compare both using external software.
Figure A2 shows chains A of both the built model and the 3HR2 template structure.

The RMSD between the CA atoms of the template structure, and the models built
with both automodel and allhmodel were computed chain-by-chain. For the lowest DOPE
model built using automodel, an average RMSD value of 5.5 Å was obtained. For the lowest
DOPE model built using allhmodel, on the other hand, an average RMSD value of 4.5 Å.
Hence, the lowest DOPE model built using allhmodel was selected. The likely reason being
that the CHARMM36m force field topology for HYP is added to the MODELLER’s library.
It includes hydrogen atoms and, therefore, MODELLER builds better models when this
information is added. To create models using automodel, i.e., with no hydrogen atoms, the
hydrogen lines from the topology file for HYP had to be manually commented out.
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Figure A2. Chains A of the lowest DOPE model built with allhmodel (blue) and 3HR2 (red) are shown
in VMD as VDW. Zoomed (top) and distant (bottom) views.

Appendix B. CLG Fiber

The CLG Fiber model consists of a bundle of CLG Fibril models surrounded by H2O
and HA along the x and y directions. However, simply doing this is not possible. The
atoms of the CLG Fibril covalently bonded through the PBCs of the UC would be far apart
from each other. Their covalent bonds would clash with H2O and HA. This issue can be
solved by exploiting the minimum-image convention. Below, a three-step description is given
of how the CLG Fiber was devised starting from the CLG Fibril:

1. Replicate the CLG Fibril in the x and y directions.

To use the minimum-image convention, images of the UC must be generated. Thus,
the CLG Fibril’s UC was replicated along the x and y directions using the script replicateCrys-
tal.tcl with a few subtle modifications. The original script belongs to the Bionanotechnol-
ogy Tutorial available on the NAMD website [72,73] (http://www.ks.uiuc.edu/Research/
namd/ accessed on 30 January 2022). The UC was replicated seven times along the x and
y directions, thus creating a so-called supercell of 49 UC images that guarantees enough
molecules to extract the desired structure. It can be seen from Figure 3C of Ref. [6] that a
single CLG molecule goes through seven UCs along the x direction (represented there by
the letter a). For example, trying to do the same with a three-by-three reproduction of the
CLG Fibril did not yield a final model that requires no PBC along the x and y directions.

2. Extract the CLG NanoFiber, a structure that requires PBCs along the z direction only.

A Matlab script was written which, starting from the middle UC image (located at the
center of the seven-by-seven UCs), selects the first atom of each chain and searches for the
next nearest atom in the chain among its possible 49 images. The pseudocode shown in
Algorithm A1 details the main core of this Matlab script [74].

Figure A3 shows the extracted structure in cyan color, labeled CLG NanoFiber, among
the seven-by-seven replication of the CLG Fibril.

Figure A3. Extraction of CLG NanoFiber (blue) from the seven-by-seven periodic replication (orange
transparent) of the CLG Fibril (red). View of xz-plane (left) and yz-plane (right) in VMD.
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Algorithm A1 Extracting CLG NanoFiber from super cell of 49 CLG Fibril replications

. % For desired number of central box (cb), i.e., a UC located in center of the 49 images %
for j← 1 : ncb do
. % From the 2nd to the last atom of the cb %

for j← 2 : natomcb do
cb_index← converts local index of cb (j) to cb global index
if cb_index-th atom belongs to same chain as (cb_index-1)-th atom then

index_set(1, 49)← set of atoms in the j-th position in each of the 49 images
xy_set(49, 2)← (x,y) coordinates of atoms of the set index_set
xy_ref(1, 2)← (x,y) coordinates of (cb_index-1)-th atom (reference atom)
. % compute distance between atoms of the set index_set and the reference atom %
rset ← sqrt

(
(xyset(:, 1)− xyref(1, 1)).2 + (xyset(:, 2)− xyref(1, 2)).2

)

. % get minimum distance %
[minval, minindex]← min(rset)
. % if nearest atom not already in cb %
if index_set(1, minindex) 6= cb_index then

Replace atom of the cb by nearest atom (from other UC) !
end if

else
. % do nothing %
. % cb_index-th atom is 1st atom of chain and reference for (cb_index+1)-th atom %
end if

end for
end for

The CLG NanoFiber is a structure that requires PBCs along the z direction only. This
means that, differently from the CLG Fibril, H2O and HA molecules can be added around
the CLG molecules in the EFV without clashing CLG covalent bonds.

3. Replicate the CLG NanoFiber along the x and y directions to produce the CLG Fiber.

Finally, using the same modified replicateCrystal.tcl script, the CLG NanoFiber was
replicated two times along the x and y directions by a distance apart equivalent to the
CLG Fibril’s UC, mentioned in Section 2.1.1. The final goal is to devise a model similar
to the fiber structure described in Refs. [2,18,20,22], which can be regarded as a bundle of
mCLG fibrils immersed in an EFV filled with H2O and HA. The inclusion of H2O and HA
is described in Section 2.1.3 and detailed in Appendix C.

Remark A2 (Skipping Step 3). An alternative way to devise the same CLG Fiber model, but
without performing Step 3 described above, is to adapt Algorithm A1 to extract not only one central
box, but four boxes in the central area of the 49 images, i.e., ncb = 4. This way it directly provides
a two-by-two replication of the CLG NanoFiber model. This adaptation is straightforward and
provided in the Supplementary Materials. However, Algorithm A1 was not carefully optimized to
run fast and, for instance, if a five-by-five replication is desired, we recommend replicating, as Step 3
shows, an extracted single central box, ncb = 1, instead of using Algorithm A1 to extract 25 boxes.

The devised CLG Fiber (see Figures A4 and A5) displays 20 CLG molecules in the
overlap zone and 16 in the gap zone, since the CLG Fibril (derived from the PDB 3HR2
structure) displays five and four, respectively.
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Figure A4. CLG Fiber (blue):a two-by-two replication of CLG NanoFiber, seen among the seven-by-
seven periodic replication of the CLG Fibril’s UC (orange transparent). View of xz-plane (left) and
yz-plane (right) in VMD.

Figure A5. Devised CLG Fiber shown in VMD. The CLG chains (three chains each in one color)
of a previous specific CLG NanoFiber are all represented five times (in the overlap zone) by the
same three colors, e.g., five CLG molecules with their three chains in gray, cyan, and black. The
different replications of the previous CLG NanoFiber can be identified by the colors cyan, red, yellow,
and orange.

Open Issue A1 (Larger and more realistic Fibers). A real CLG fiber possesses far more than
just 20 CLG molecules. However, too many CLG molecules imply a very large UC and an elevated
number of H2O and HA molecules. This is computationally expensive and demands time-consuming
simulations, even when taking advantage of high-performance computing (HPC). However, a much
larger bundle of CLG molecules that better represents the fiber structure of CLG can be easily
produced following the procedures (and files) provided in the Supplementary Materials. The final
CLG Fiber could be a three-by-three, five-by-five, or even ten-by-ten (500 CLG molecules in the
overlap zone and 400 in the gap zone) replication of the CLG NanoFiber. The computer performance
of the MD simulations is the main limitation. Note that no replication along the z direction is
required. The PBC along the z direction and the CLG Fibril, which derives from the 3HR2 PDB,
guarantee the D-period of the CLG; i.e., at least one gap and one overlap zone are included in the
simulation box (see Remark 2).

100



Materials 2022, 15, 2274 22 of 27

Appendix C. Bone Fiber

Using the CLG Fiber model described in Section 2.1.2 and Appendix B, the following
steps were performed to devise the Bone Fiber model.

1. Aligning the principal axes of the model to the x, y, and z directions.

This was done following instructions provided on https://www.ks.uiuc.edu/Research/
vmd/script_library/scripts/orient/ (accessed on 30 January 2022);

2. Translating the center of the model to the origin of the Cartesian system.

This step is not mandatory, but working with the center of the simulation box posi-
tioned at the center of the Cartesian system, i.e.,

(
xcenter, ycenter, zcenter

)
= (0, 0, 0), is a com-

mon procedure in MD simulations that facilitates some future computation and analysis;

3. Adding H atoms.

Though, as described in Appendix A, a homology model containing H atoms was
selected (built with the allhmodel function), the H atoms were removed, as described in
Section 2.1.1. Here, H atoms are added to the model through a script for the VMD psfgen
plugin to generate a PSF and a new PDB file.

Remark A3 (Bad contacts). After adding H atoms to the aligned and translated CLG Fiber model,
a few minimization and equilibration steps (MD simulation runs) were performed in NAMD to
assure that the model runs stably, and is suitable for further modifications. Here, a few bad contacts
were found in the model. After a careful search, it was found that:

(1) Bad contacts between residues LEU2470 and HYP2708 appeared earlier in the CLG Fibril
model after wrapping all atoms into the CLG Fibril’s UC, at Section 2.1.1, Step 3. A possible
reason is the position of the side chains and H atoms determined by the homology modeling
and the VMD psfgen plugin. By including the side chain and H atoms in a very dense UC,
it is probable that the newly included atoms were positioned too close or even crossed other
molecules. They do not necessarily avoid the crossing of different molecules (entangling);

(2) Bad contacts also appeared after replicating the CLG NanoFiber by distances equivalent to the
CLG Fibril’s UC (or by directly extracting the CLG Fiber from the 49 images). After adding H
atoms to the CLG Fiber model, a small number of molecules crossed the pentagonal structure
of other molecules. The size of the CLG Fibril’s UC seems too short for the extracted NanoFiber
structure accounting for the side chains and H atoms added by MODELLER and the VMD
psfgen plugin, respectively.

All bad contacts were manually removed using the VMD shortcut 5.

4. Adding H2O and HA using PACKMOL.

Packmol was used to add H2O and HA molecules to the aligned and translated
CLG Fiber model so that predefined fractions of molecular mass are kept constant. A
detailed description is given in Appendices C and D of how the number of water (nH2O)
and hydroxyapatite (nHA) molecules to be added to the CLG Fiber model was calculated.
Models with different mass percentages of CLG, HA, and H2O were devised, as shown in
Table 1.

In all devised models the total number of HA molecules was added to the box such
that 80% belongs to the EFV, and only 20% to the IFV. Figures 5 and 6 visually differentiate
the EFV and IFV.

Once the correct number of H2O and HA molecules were added to the simulation box,
the newly devised model was labeled Bone Fiber. Again, the VMD psfgen plugin was used
to generate a PSF and a new PDB file for the Bone Fiber model.
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Appendix D. Mass Fraction Calculation

Units: Volume (V)
[
Å

3
]
; Mass (m) [g]; Molar mass (mm)

[ g
mol

]
; Density (ρ)

[ g
ml

]
=

[ g
cm3

]
=
[

g

1024Å
3

]
.

Avogadro constant: NA = 6.022·1023
[

1
mol

]

Basic equations of micromechanics:
Mass conservation (m)

msys = mCLG + mHA + mH2O,
ρsys·Vsys = ρCLG·VCLG + ρHA·VHA + ρH2O·VH2O,
ρsys = ρCLG·VfCLG + ρHA·VfHA + ρH2O·VfH2O.

(A1)

Volume conservation (V)

Vsys = VCLG + VHA + VH2O,
msys
ρsys

= mCLG
ρCLG

+ mHA
ρHA

+ mH2O
ρH2O

,
1

ρsys
= MfCLG

ρCLG
+ MfHA

ρHA
+ MfH2O

ρH2O
.

(A2)

Mass fraction (Mf)

MfCLG =
mCLG

msys
, MfHA =

mHA

msys
, MfH2O =

mH2O

msys
.

(A3)
Volume fraction (Vf)

MfCLG + MfHA + MfH2O = 1. (A4)

The main goal is to add H2O and HA molecules to a molecular domain, i.e., the
simulation box, previously with collagen molecules in vacuum only, so that predefined
percentages of the constituent’s molecular masses are kept constant. For this, Packmol
was used. Below a description is provided of how the number of water (nH2O) and
hydroxyapatite (nHA) molecules was calculated. The inputs are predefined mass fractions
of the constituents, their molar mass, and their initial density.

Desired mass fractions of bone constituents:

MfCLG MfHA MfH2O. (A5)

Values for the desired mass fraction were selected based on the literature [22,30–32],
see Section 1.2. The selected values are shown in Table 1.

Density of constituents
[ g

ml

]
=
[

g
cm3

]
=
[

g
10243

]

ρCLG = 1.43, ρHA = 3, ρH2O = 1. (A6)

These density values were taken from Ref. [75], apud [76], and [77], apud [21,78].
Molar mass of constituents [g/mol]

mmCLG = 1222226.78
[ g

mol

]
, mmHAunit = 1004.62

[ g
mol

]
, mmH2Ounit = 18.01

[ g
mol

]
. (A7)

Values for mmCLG and mmHAunit were computed using the script solvate.tcl from Pack-
mol’s utilities (http://leandro.iqm.unicamp.br/m3g/packmol/utilities.shtml, accessed on
30 January 2022).

Note that the mass of the constituents in [g] can be calculated by:

mCLG =
mmCLG

NA
, mHA =

mmHAunit · nHA

NA
, mH2O =

mmH2Ounit · nH2O

NA
. (A8)
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From Equation (A2), the density of the system (ρsys) is obtained.

ρsys =

(
MfCLG

ρCLG
+

MfHA

ρHA
+

MfH2O

ρH2O

)−1
(A9)

From Equations (A4) and (A3), the volume fractions of the constituents are obtained.

MfCLG =
mCLG

msys
=
ρCLGVCLG

ρsysVsys
=
ρCLGVfCLG

ρsys
, VfHA =

ρsysMfHA

ρHA
, VfH2O =

ρsysMfH2O

ρH2O
. (A10)

From Equation (A3), the total mass of the system and consequently, of HA and H2O,
is obtained.

msys =
mCLG

MfCLG
=

mmCLG

MfCLG ·NA
, mHA = MfHA ·msys, mH2O = MfH2O ·msys. (A11)

Thus, from Equation (A8), the desired number of H2O and HA molecules are:

nHA =
mHA ·NA

mmHAunit
=

mmHA

mmHAunit
nH2O =

mH2O ·NA

mmH2Ounit
=

mmH2O

mmH2Ounit
(A12)

The fraction of the volume occupied by H2O is used for the computations of the
number of ions of each type (chloride and sodium). This can be determined in two
different ways:

VH2O = VfH2O ·V or VH2O =
mmH2Ounit · nH2O

rhoH2O ·NA
· 1024. (A13)

A total of 132 chloride ions and 0 sodium ions (accounted for in Table 1) were added
to all the devised models. They were calculated such that the system exhibits a salt
concentration of 0.16 mol/L.

Appendix E. HA Structure and FF Files

The IFF contains in its database Material Studios .car and .mdf files for HA. However,
to use Packmol and NAMD to devise and simulate the Bone Fiber model, files in the PDB
and PSF format are required.

The msi2namd tool, a modification of msi2lmp Version 3.9.6 developed at the Heinz
laboratory from IFF [49], was used to convert the hap_unit_cell.car and hap_unit_cell.mdf
files from the IFF model database to the PDB and PSF formats.

Note that if only one HA UC, i.e., one HA molecule, is needed, the PSF file created
with msi2namd would be useful for further simulations. However, since the goal was
to add several HA and H2O molecules to a box with CLG molecules, i.e., to devise the
Bone Fiber, a CHARMM topology file was required so that the VMD psfgen plugin can
be used to generate a PSF file for models with several HA UCs, i.e., several HA molecules.
The CHARMM topology file for HA was manually created and tested against the PSF file
generated using msi2namd. The CHARMM parameter file for HA was taken from the
IFF database.

The used HA structure and FF files are available in the Supplementary Materials.
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4 INVESTIGATING MECHANICAL PROPERTIES OF BONE

MOLECULAR MODELS

Using the methodology provided in Chapter 3, we investigated structural and me-

chanical properties of all-atom bone molecular models composed of type-I collagen, hydrox-

yapatite, and water, by means of fully atomistic MD simulations. In terms of structure, we

found that mineral components are hydrated and lose the initial crystal-like order with which

they were placed into the simulation box during model construction. Moreover, water, present

in limited quantities in the confining environment of the models, strongly coordinates HA cal-

cium and phosphate ions and loses the typical tetrahedral local order that characterizes the bulk

liquid. The structural features of water (more similar to that of nonpolar liquids) are similar in

the extra- and intrafibrillar volumes.

We subjected our models to tensile loads and analyzed their mechanical responses.

Our results show that high mineral content renders stiffer bones, which is well-known (Nair et

al., 2013; Fielder; Nair, 2019; Fielder; Nair, 2020; Prada et al., 2022). The mineral tends to

accumulate higher stress values, supporting most of the loads. Furthermore, an analysis of the

stress distribution showed that the extrafibrillar region plays a crucial role in the mechanical

response of the bone nanoscale models. Both HA and water molecules accumulate higher

stresses when located in this region. Our results are also consistent with recent studies from

continuum level models showing that mineralization of the intrafibrillar volume provides only

a modest contribution to bone stiffness (Alijani; Vaughan, 2022), and that the extrafibrillar

volume plays a major role in the mechanical properties of bones (Lin et al., 2017). The minerals

located in the extrafibrillar volume dominate the load-bearing response in bones.

Together with Chapter 3, this Chapter constitutes a novel, and crucial, contribution

for the improvement of (1.).

Additionally, using the methodology by both the paper presented here and in Chap-

ter 3, we have been investigating interface between bone and tendon by performing MD sim-

ulations of nonmineralized (tendon), partially minierallized (enthesis), and fully mineralized

collagen fibrils (bone) to gain insight on the the mechanisms that makes the interface so unique,

see Figure 4.1.

It is well known that the mismatch between mechanical properties at the interface

between soft and hard materials is one of the main challenges in engineering design. The
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Figure 4.1 – Schematic visualization of the structure of Enthesis, Bone and Tendon. Created
with BioRender.com.

enthesis, i.e., the interface between bones and tendons, seems to be a nature solution for this

problem. However, fundamental understanding of the enthesis at the molecular level is still

limited.

Our results related to the enthesis investigations are out of the scope of this thesis.

We want to highlight that the methodology developed for devising bone molecular models can

be further exploited to other materials.
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ABSTRACT: Bones are responsible for body support, structure,
motion, and several other functions that enable and facilitate life for
many different animal species. They exhibit a complex network of
distinct physical structures and mechanical properties, which ultimately
depend on the fraction of their primary constituents at the molecular
scale. However, the relationship between structure and mechanical
properties in bones are still not fully understood. Here, we investigate
structural and mechanical properties of all-atom bone molecular
models composed of type-I collagen, hydroxyapatite (HA), and water
by means of fully atomistic molecular dynamics simulations. Our
models encompass an extrafibrillar volume (EFV) and consider mineral content in both the EFV and intrafibrillar volume (IFV),
consistent with experimental observations. We investigate solvation structures and elastic properties of bone microfibril models with
different degrees of mineralization, ranging from highly mineralized to weakly mineralized and nonmineralized models. We find that
the local tetrahedral order of water is lost in similar ways in the EFV and IFV regions for all HA containing models, as calcium and
phosphate ions are strongly coordinated with water molecules. We also subject our models to tensile loads and analyze the spatial
stress distribution over the nanostructure of the material. Our results show that both mineral and water contents accumulate
significantly higher stress levels, most notably in the EFV, thus revealing that this region, which has been only recently incorporated
in all-atom molecular models, is fundamental for studying the mechanical properties of bones at the nanoscale. Furthermore, our
results corroborate the well-established finding that high mineral content makes bone stiffer.
KEYWORDS: microfibrils, mineralized collagen fibril, collagen fiber, extrafibrillar volume, molecular dynamics, bone nanomechanics

■ INTRODUCTION
Following the increasing average life expectancy in the last
decades,1,2 bone diseases are becoming commonplace among
the elderly population.3 Bone diseases, such as osteoporosis,
induce bone fragility fractures and are a major health concern to
health care systems worldwide.4−6 Practitioners and researchers
from different fields are looking to improve current predictive
diagnosis techniques to minimize the social and financial
impacts of disease-induced bone fractures.7 Digital diagnosis
techniques, however, often require a deeper understanding of
the bone structure and their mechanical properties, which can be
achieved, for instance, by considering the multiscale and patient-
specific nature of the bone tissue.7−11

Bones typically constitute an organic phase, an inorganic (or
mineral) phase, and water.7,12 The organic phase is mainly
composed of type-I collagen (CLG). The inorganic phase is
composed of minerals containing phosphate and calcium ions,
but the exact morphology of these minerals is still not fully
understood. The literature refers to minerals in bone in different
ways: apatite, hydroxyapatite (HA), biological apatite, carbo-
nate-substituted hydroxyapatite, and calcium phosphate.13

Different morphologies have been attributed to bone minerals:
plate-like, needle-like (acicular), and stacks of different shapes.

However, none of them is comprehensively characterized. There
are numerous variations of minerals in bones, which also differ
among biological species.13,14 Furthermore, it has been found
that most minerals in bones may not be crystalline.15−17

The constituents of bone combine into a fiber-like nano-
composite material, whose mechanical properties depend on the
relative fractions of these constituents.7,12,18−27 Altered
compositions of bone constituents might be related to bone
diseases and bone fractures. For example, calcium deficiency
makes bone more susceptible to fragility fractures,28,29 and
increased Ca intake is recommended to prevent bone loss as a
treatment for osteoporosis,30,31 which is characterized by low
bone mineral density. Also, the dietary intake of direct forms of
HA, Ca10 (PO4)6 (OH)2, is used to prevent bone loss29 and
indicates the key role played by the mineral phase in fragility
fractures.
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Shortly after the first CLG fibrillar structure was made
available in the Protein Data Bank (PDB)32 by Orgel et al.,33

molecular dynamics (MD) studies of bone at the subnanoscale
appeared in the literature.34,35 Subsequently, several other
studies included water and HA within the CLG fibrillar
structure, i.e., in the intrafibrillar volume (IFV), to also address
how the degree of mineralization influences bone mechanical
properties.36−41

Recently, we presented nanoscale models of mineralized bone
microfibrils that include HA in the extrafibrillar volume (EFV),
and not solely in the IFV as in subnanoscale models.42 These are,
to our knowledge, the only all-atom molecular models to date
that resemble simplified fibers in bones, as experimentally
determined.26,43−45 For further details on the inspiration for our
models, see Schwarcz et al.45 Figure 4 (reproduced in Figure 1
by Pang43) and McNally et al.44 Figure 8. Mineralization of the
EFV has been considered before only in models with continuous
media.46−48 Consideration of the EFV is of fundamental
importance to understand the mechanical properties of bones
at the nanoscale, and even to be able to create advanced
biocompatible scaffolds.16 Indeed, experiments have shown that
most of the mineral content in bone, about 70% to 80%, is found
in the EFV.23,26,44,45,49,50 The remaining part is found in the IFV,
distributed among the gap and overlap zones. Recently, by
employing correlative bright field and dark-field transmission
electron microscopy of ion milled bovine bone, Schwarcz et al.15

have shown that calcium and phosphorus can be found in the
IFV, not necessarily as HA crystals, but as amorphous calcium
phosphate. The material inside the gap zone is either crystallites
of apatite too small to Bragg-scatter electrons, or amorphous
calcium phosphate. Yet, amorphous Ca phosphate usually
rapidly crystallizes into apatite form.15

Here, we present fiber-like all-atom molecular models of
mineralized bone microfibrils that include mineral content in
both the IFV and EFV and conduct a systematic study of the
their structural and mechanical properties at the nanoscale.
Applying the detailed modeling process presented in our recent
work,42 we also considered less mineralized models. After
equilibrating the proposedmodels, we investigated some of their
structural properties. We then performed MD simulations that
mimic tensile tests and analyzed their mechanical behavior. Fully
atomistic MD simulations can provide valuable information on
some essential elements of the biology and chemistry of fibers,
fibrils, and microfibrils in bones, allowing us to better
understand the deformation, and even failure, of bone at such
length scales.

We first investigated the structural features of the mineralized
aqueous environments in the EFV and IFV regions of models
covering a wide range of mineralization degrees and,
subsequently, studied the effects of mineralization on the elastic
properties. In particular, we obtain the tridimensional spatial
distribution of the von Mises stress within the nanomateri-
al.51−55

■ METHODS
Molecular Models. Starting from the rat CLG structure available in

the PDB (PDB ID: 3HR2),33 and the human amino acid sequences
COL1A1_human (P02452) and COL1A2_human (P08123) from the
Universal Protein Resource (UniProt) Web site,56 we performed
homology modeling to build a model of the fibrillar structure of the
human type-I CLG42 displaying five CLG molecules, also labeled
tropocollagen, in the overlap zone. Similar subnanoscale models have
been presented in the literature.34−36,40,41,57−60

It is known that several CLGmolecules group to form fibrils and that
fibrils filled with Ca-based minerals in the IFV are labeled mineralized
CLG fibrils. Yet, fibers in bone (also known as CLG fibers) are actually
formed when minerals are placed around bundles of mineralized CLG
fibrils, i.e., in the EFV, and immersed in water.26,43−45 Except for the
models presented in our recent work,42 no other all-atom molecular
model includedHA, or any other Ca-basedmineral content, in both, the
IFV and EFV.

To include HA also in the EFV, we first extracted from the CLG fibril
a structure that requires periodic boundary conditions along the z-
direction and large enough to allow an EFV. Then, we replicated this
new structure along the x- and y-directions, creating a 2 × 2 supercell
with fibrils side by side (thus, the model has 20 CLG molecules in the
IFV). Lastly, we used the Packmol code61 to include HA and water
molecules in both, the IFV and EFV. The IFV was defined as a
parallelepiped inside the new simulation box.42 The EFV consists of the
volume of the simulation box subtracted from IFV. The models were
inspired by Figure 4 of Schwarcz et al.45 The final structures are labeled
extrafibrillar models (EFMs). HA was added to the system in a way that
80% of the mineral mass belonged to the EFV and the remaining 20% to
the IFV, consistent with the experimental data.23,26,44,45,49,50

Since the CLGmolecules are derived from the 3HR2 PDB structure,
the models maintain a quasi-hexagonal lateral packing, as shown in
Figure S8 in the Supporting Information (SI). Hydroxylation of proline
(PRO) into 4-hydroxyproline (HYP) is also considered in the EFMs.
However, we do not consider hydroxylation of lysine residues. We use
the standard form of lysine instead. There are twomain reasons for that.
First, there are only 15 lysine residues (versus 297 prolines) in the
3HR2 structure. Second, there are no interaction potentials available in
CHARMM for hydroxylated lysine residues, and this could also affect
the homology modeling.

Here, we use HA to represent the entire bone mineral phase.
Schwarcz et al.15 pointed out that instead of HA, amorphous Ca
phosphate is more likely to be found in the IFV. In their work, they also
mention the possibility of amorphous Ca phosphate crystallizing to
apatite, and that small crystals would not have been identified by Bragg-
scatter electrons. The exact structure of the mineral phase in bone, that
is, whether it is present as crystals or amorphous fragments or
combinations thereof, is still not well-established.13,14 Most of the
mineral in bone may actually be amorphous and not crystalline, but
many of them certainly mineralize at some point.15−17 The
mineralization process in bone is too complex to be fully and reliably
incorporated in MD simulations, as pointed out by Nair et al.,40

especially of such large atomistic models. We assume that by filling IFV
and EFV with HA we replicate the final stage of the mineralization
process in bone and also that using only HA as the mineral content is
not likely to strongly influence the mechanical properties of the
material. We would like to emphasize two aspects: First, most mineral
content in bone is found in the EFV and our EFMs consider this
attribute,42 and second, any other mineral content can be used in place
of HA when creating such models, as previously reported.42

Reference values for the mass fractions of the bone constituents are
60−65% mineral material, 25−30% organic material, and 10%
water.12,24−26 We created fiber resembling bone models, which
correspond to these compositions, as well as to other degrees of
mineralization. Table 1 summarizes the compositions of the EFMs
considered here.

A schematic representation of the EFMs is depicted in Figure 1
providing a perception of length scale.

Further details on the modeling process of these structures are
described elsewhere.42

Equilibration. Before investigating the mechanical properties of the
EFMs, we ranMD simulations using NAMD65 and the CHARMM36m
force field,66−69 including parameters from the INTERFACE force field
(IFF)70,71 for HA. To equilibrate the structures, we started by running
energy minimization steps with the conjugate gradient method. Then,
we performed an NPT equilibration at 310 K and 1 atm for about 100
ns. We used a cutoff distance of 12 Å, and a smooth switch distance of
10 Å for the van der Waals interactions and the short-range part of the
Coulomb interactions. The particle mesh Ewald method was used for
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handling the electrostatic forces72 in simulations with NAMD.65 The
closely related particle−particle particle−mesh technique was used for
the tensile stress simulations with LAMMPS73,74 (see more details
below). Furthermore, we constrained the hydrogen covalent bonds
using the SHAKE algorithm to allow an integration time step of 2 fs.
Further details on the parameters of the equilibration are described
elsewhere.42

We ensured structural convergence by analyzing the root mean
squared deviation (RMSD) of the protein backbone, as well as the time
evolution of the pressure, D-band length (or D-period), CLG end-to-
end distances, collagen widths, and box dimensions. See Figure S1−S7
in the Supporting Information (SI). Our simulations preserve the
signature D-band structure of the collagen bundle under nonisochoric
conditions. At the beginning of theNPT simulation the box shrinks very
rapidly, but starts stabilizing after 20 ns or so and, as shown in the SI, the
computed variables remain almost constant after 60 ns through the end
of the equilibration. The D-band shrinks considerably by 16.6% for the
EFM00−25 and 19% for the EFM60, but gap/overlap ratios (initially
∼42−58% of the repeating unit for our EFMs) remained nearly
constant, see SI Table S1. About 100 ns equilibration was required to
ensure that the structure was stable. We made available the PDB and
PSF files of the equilibrated EFMs at the link provided in the SI. Our
analysis showed similar behavior, both quantitatively and qualitatively,
to those of Varma et al.75

Structural Characterization. An important aspect of the atomistic
behavior is related to how water and HA organize themselves in the
presence of CLG fibrils. The rearrangement of water has been

previously addressed in mineralized microfibril models.76 A structural
analysis of our EFMs can provide further understanding regarding the
role of mineralization in the structural and mechanical properties of
more elaborate fibers resembling bone molecular models.

Pair Distribution Functions. The structure of liquids and
amorphous materials can be described in terms of the radial pair-
distribution functions (RDF), given by

g r
N r

r r
( )

( )

4 2=
(1)

where Nαβ(r) is the average number of β atoms located in a shell of
thickness Δr centered at a distance r of a reference α atom, ρβ =Nβ/V is
the average bulk density over the simulation box volume V. Amorphous
materials with the same atomic composition and similar g(r) should
possess similar properties, even though their atomic positions may
differ. In other words, g(r) functions and the composition are the
minimum information necessary to characterize a material.

From the last five nanoseconds of the equilibration simulations
performed with NAMD (before the tensile test simulation with
LAMMPS), we used the OVITO64 code to compute the g(r) for
different atomic pairs by averaging over five different snapshots
separated by 1 ns. RDFs were also computed for the time window 80−
85 ns of the trajectories.

To obtain additional structural information, we computed the
coordination number that corresponds to the first-neighbor shell:

N g r r r4 ( ) d
r

1

0

21
=

(2)

where r1′ is the position of the first minimum in the gαβ after the first peak
at r1. The integral above gives the average number of β atoms
surrounding the α ones.

NAMD to LAMMPS. Although NAMD is a well established MD
code, especially for biomolecules, it currently lacks a more
straightforward approach to deal with deformation and atomic stress
calculations (especially beyond the linear regime) that are necessary to
study the mechanical properties of materials. Thus, we converted the
structures equilibrated in the NAMD to the LAMMPS soft-
ware,73,74,77−83 in order to perform the tensile tests described below.
The conversion was performed using charmm2lammps.pl from the
LAMMPS tool. Two remarks worth mentioning here: (1) All force field
topology and parameter files must be grouped (and properly
enumerated) into a single topology and one parameter file, respectively,

Table 1. Mass Percentages of the Constituents, and the
Corresponding Total Number of Atoms of the Extrafibrillar
Models

model name HA % CLG % water % number of atoms

EFM00−00 00 100 00 156,856
EFM00−25 00 75 25 164,707
EFM15 15 75 10 194,730
EFM30 30 60 10 217,576
EFM45 45 45 10 255,635
EFM55 55 35 10 299,136
EFM60 60 30 10 331,797
EFM65 65 25 10 377,486
EFM70 70 20 10 446,018

Figure 1. Graphical representation of the extrafibrillar model. A zoomed view at the nanoscale of a femur shows aligned fibers, which are basically
bundles of mineralized collagen fibrils surrounded by hydroxyapatite crystals and immersed in water (similar in structure to our EFMs, but EFMs
contain 20 CLG molecules, whereas fibers in bones contain many more CLG molecules). Rightmost, a VMD62,63 view of an MD snapshot of the
EFM45. At the bottom, a von Mises stress distribution on an EFM subjected to tensile loads shown with OVITO.64 The EFMs are composed of both
mineralized EFV and IFV. This figure also discerns both.
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and (2) TER cards/records must be added after the last line of a chain
in the PDB file. Both these issues were circumvented, either manually or
using Matlab scripts.84 Further details and all scripts necessary for this
conversion are available at the link provided in the SI.

Further equilibration steps prior to the tensile MD run were
performed with LAMMPS to avoid problems with any residual stress.
The first equilibration step lasted 1 ns using a time step of 1 fs, and the
second lasted 5 ns with a time step of 2 fs. We used a Langevin
thermostat85 and a Nose−́Hoover barostat,86−89 under LAMMPS
commands f ix langevin and f ix nph. The scripts used for the
equilibration with LAMMPS are available at the link provided in the SI.

Tensile Tests. We used LAMMPS f ix deform command to increase
the box length Lz, at each time step, while computing the symmetric
pressure tensor using LAMMPS compute pressure command.

LAMMPS f ix deform command updates the length of the box along
the z-direction following

L t L t t( ) ( ( ) 1)z z zz0= · + (3)

where Lz0 is the length of the box at the beginning of the simulation, and
εżz(t) is the engineering strain rate along the z-direction.

We used LAMMPS compute pressure command to compute the
elements of the symmetric pressure tensor Pij given by

P m v v V r f V/ /ij
k

N

k ki kj
k

N

ki kj
1 1

= +
= = (4)

Pij adds components of the kinetic energy tensor and of the virial tensor
where mk is the mass of the k-th atom, vki is the i-th component of the
velocity of the k-th atom, rki is the i-th component of the position of the
k-th atom, f ki is the i-th component of the resultant force applied on the
k-th atom, V is the system volume, and N is the number of atoms (N′
includes atoms from neighboring subdomains, labeled ghost atoms).
The virial component includes the sum of pair, bond, angle, dihedral,
improper, kspace (long-range), and fix contributions to the force on
each atom.

The parameters used during the tensile test simulations are shown in
Table 2. Besides periodic boundary conditions for all directions, we

imposed an NPT ensemble along the x- and y-directions, while a
constant engineering strain rate deformed the box along the z-axis up to
30% strain.

Computing Young’s Modulus. We estimated Young’s modulus
values E during the uniaxial tensile tests along the z-direction, by
relating stress and strain through σzz = Eεzz, as described elsewhere.42

The per-atom pressure is actually the negative of the per-atom stress,
i.e., σzz = −Pzz, see eq 6. We assumed bone, and thus the EFMs,
complies with Hooke’s law. In this work, we are mainly interested in the
elastic regime of the models.

There are other ways of computing mechanical properties from MD
simulations. Free energy calculations, for example, provide a
thermodynamically proper and more consistent way of computing
Young’s Modulus than tensile test simulations.90 However, computing
potential of mean force for large systems, like those considered here, is
prohibitively costly, even for computational resources much superior
than the ones we have available.

Computing the Equivalent von Mises Stress. The vonMises failure
criterion also called themaximum distortion energy theory, predicts, for
isotropic ductile materials, that yielding occurs when the maximum
deformation energy equals the distortion energy at yielding in a uniaxial
tensile test. It was initially developed by Richard von Mises and later
refined by others; it is also known as the Maxwell−Huber−Hencky−
von Mises theory.51

This theory defines the equivalent von Mises stress (or simply von
Mises stress), which comprises the elements of the Cauchy stress tensor
into a scalar value, and is independent of the hydrostatic stresses
(depends only on the effects of the deviatoric stresses). Although
defined for continuous materials, the theory can also be applied at
discrete scales.52−55 During the tensile test simulations carried out with
LAMMPS, we computed the equivalent von Mises stress σv for each
atom following:

1
2

( ) 6( )v
k

i j
jj
k

ii
k

ij
k2 2=

< (5)

where i = x, y, z and σij
k is an element of the stress tensor of the k-th atom,

which, in turn, is computed using LAMMPS compute stress/atom
command through
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Wij
k is the virial contribution of the stress computed by eq 7, by adding
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Notice that eq 6 exhibits a kinetic contribution mkvkivkj, and a virial
contributionWij

k due to intra- and intermolecular interactions, just as eq
4 does, and hence σij = −Pij.

The LAMMPS compute stress/atom command computes σij
k in units

of pressure × volume. Therefore, we must divide the final computed σv
k

by the per-atom volume in order to compute the per-atom von Mises
stress in pressure units. We divided the computed σv

k by the total volume
of the simulation box just to adjust the units. If a more precise
quantitative value for the per-atom von Mises stress is needed,
LAMMPS compute voronoi/atom command can estimate a per-atom
volume. Since our systems are mostly completely filled with atoms that
are homogeneously distributed in the simulation box, we can multiply
the computed vonMises values by the number of atoms in the system in
order to estimate more realistic stress values. However, the exact value
of the per-atom von Mises stress is not of particular interest here.

It is important to emphasize that caution is required when computing
the von Mises stress for intrinsically anisotropic systems and biological
fibrous materials, such as CLG fibrils and fibers. As discussed by

Table 2. Parameters of MD Simulation for Tensile Tests with
LAMMPS

parameter name parameter value

Deformation Time 30 ps
Deformation Timestep 2 fs
Deformation Direction z
Strain Rate 10−5 1/fs
Equilibration Ensemble NPT
Inner Cutoff 12.0 Å
Outer Cutoff 14 Å
Neighbor Skin 2.0 Å
Particle−Particle Particle-Mesh Solver Desired Relative
Error in Forces

10−6

Temperature Control Algorithm Langevin
Dynamics

Target Temperature 310 K
Pressure Control Algorithm (in x and y) Nose-́Hoover
Target Pressure 1.0 atm

ACS Biomaterials Science & Engineering pubs.acs.org/journal/abseba Article

https://doi.org/10.1021/acsbiomaterials.2c00728
ACS Biomater. Sci. Eng. 2023, 9, 230−245

233

112



Korenczuk et al.,91 the von Mises stress values may be inadequate to
assess the risk of structural failure for anisotropic materials, particularly
biological fibrous tissues. Here, we are not interested in quantifying the
material failure in the proper sense, but rather, we compute the von
Mises stress distribution across the structures as a means of gaining
qualitative insights regarding the most fracture susceptible regions of
the bone models, as well as which bone constituents accumulate more
stresses.

■ RESULTS AND DISCUSSION
Structural Analysis. Local Structure of Water. When

creating the EFMs, the IFV was defined as a rectangular box
inside the whole simulation box with dimensions of [60 Å, 86 Å,
Lz], where Lz is the length of the simulation box along the z-axis.
The EFV was defined as the region outside the IFV with outer
dimensions of [88 Å, 142 Å, Lz = 679 Å]. The inset of Figure
2(a) illustrates a cross-section of the simulation box highlighting
EFV and IFV. During the MD simulations, the IFV dimensions
were updated by keeping the same ratio between EFV and IFV
dimensions, as defined before equilibration. The radial density
profiles of water oxygen atoms (Ow), phosphorus, calcium, and
CLG Cα atoms with respect to the main axis (z-axis) centered
along the length of the structures show that water and HA are
similarly distributed and mostly surrounding the CLG triple
helices (see SI Figures S9−S11).

The pair distribution functions for water oxygen atoms (Ow)
in both the IFV and EFV of the EFM60 are shown in Figure 2.
All structural analysis results presented in this section refer to the
EFM60, since all models containing HA show very similar
features (see SI Figures S12−S17). Water molecules in the IFV
and EFV are similarly arranged with two pronounced
coordination shells peaked at around r ≈ 2.86 and 5.96 Å. A
large percentage of water molecules in the IFV is presumed to
interact with the CLG fibril, especially when compared to water
molecules in the EFV. Nevertheless, the principal and secondary
peaks of the water−water RDFs appear at very similar positions
for both EFV and IFV regions. The difference in peak intensities
between the two cases is a consequence of different normal-
ization factors due to ρβ. There are fewer water molecules in IFV
resulting in a lower average density and larger values of g(r).

It is also interesting to analyze the organization of water
molecules in an even more confining environment, such as the
gap and overlap regions. Following previous studies,40,41 we
identify the gap and overlap regions by looking at the CLG
density profile, as shown in the inset of Figure 2(b). One gap and
one overlap zone, a D-period, are present in the simulation box.
As shown in Figure 2(b), both gap and overlap RDFs present
similar shapes and peak intensities.

In Figure 2(c), we compare water−water RDFs computed for
the EFM60 (cf. Table 1) and for pure water at 310 K and 1 atm,
obtained from a 10 ns simulation with 2880 TIP3P molecules.

Figure 2. Structural analysis of water in EFM60. (a) gOdwHdw
corresponds to EFV and IFV with a schematic on the inset illustrating their definitions. (b)

gOdwHdw
in the gap and overlap region inside the EFMs. The inset shows the atomic density profile used to define gap and overlap regions within the EFM.

(c) RDFs for OwOw and OwHw pairs for the EFM60 and pure water. (d) MD snapshot showing a few H-bonds to illustrate the behavior of the radial
distributions shown in (c). H-bonds are defined in the legend.
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For pure water, the first two peaks, centered at r1 = 2.76 Å and r2
= 4.54 Å, respectively, exhibit a well-defined tetrahedral
relation92,93r2 = 2(2/3)1/2r1 (black curve in Figure 2(c)).
However, this is not the case for water in the bone environment.
Remarkably, the locations of the first and second peaks in gOdwOdw

reveal that water in the bone confining environment no longer
exhibits the characteristic local tetrahedral order of the liquid.
The interaction between water and the other components of the
bone models significantly changes the water local structure as its
coordination shells peak at different radial distances. This is
observed in the blue curve (Figure 2(c)), where r1 = 2.88 Å and
r2 = 6.04 Å (≈ 2r1), are considerably different from the case of
pure water. The coordination number Nαβ

1 for OwOw in pure
water and in the EFMs is approximately 4. The presence of HA
components, such as phosphates (PO4

3−) and Ca2+ ions, breaks
the tetrahedral structure of pure water by modifying the
environment with their strong ionic electrostatic fields. Similar
features are found in less mineralized models (see SI Figures
S12−S14).

The hydrogen bonding in water can be examined from gOdwHdw
,

shown in Figure 2(c). In both EFV and IFV environments, we
find the H-bond bond-length values close to that of pure water
(1.82 and 1.87 Å, respectively). The average number of H-
bonds, however, drops from ≈4 in pure water (inset of Figure
2(c)) to ≈2 in the bone environment due to the presence of
phosphate O atoms, which are strong H-bond acceptors, see

Figure 2(d). In the EFM, the nearest water molecules involved
in the H-bond formation with the central molecule shown in
Figure 2(d) are distant from their second H atom a little further
from the origin and, thus, are part of the second peak in gOdwHdw

.
Additionally, unlike in pure water, the second nearest neighbor
water molecules can be oriented in such a way that bothH atoms
point to the Ow atoms of the reference molecule as a result of
interaction with its negatively charged site. These distances are
also within the second peak. These two different water molecular
arrangements above-mentioned explain why the second peak of
both gOdwHdw

has a larger intensity than that of the first one.
HA Structure. HA constituents may rearrange themselves in

many different ways, such as small crystallite fragments or as an
amorphous phase surrounded by water. We analyzed the
hydration structures surrounding PO4

3− and Ca2+ ions in the
EFM. Figure 3(a) shows the POw and PHw RDFs in the EFM
environment (which consists of EFV + IFV). Due to their
negative charges, phosphates tend to attract H atoms, which
results in gPHdw

having its first peak (r1 ≈ 2.62 Å) situated at a
smaller radial distance than in gPOdw

(r1 ≈ 3.46 Å). Nevertheless,
the coordination number for PHw pairs is only ≈2. Water
molecules are found mostly bridging among phosphate anions
and Ca2+, as shown in the inset of Figure 3(a). The red dashed
line on the same inset depicts a POw pair involving a water
molecule that is H-bonded to an O atom of another phosphate,

Figure 3. RDF between HA components and HA-water pairs in the EFM60 corresponding to (a) POw and PHw, (b) OOw and OHw, (c) CaOw and
CaHw, and (d) PCa. Sketches in the insets are taken from MD simulation snapshots.
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represented by the gray dashed line. This also contributes to the
first coordination shell. Thus, we have two configurations of
water molecules with similar POw distances from the reference
P, which explains why the first peak in the blue curve looks like
two peaks coalesced into a single one.

The O sites in phosphates play an important role in
redistributing H-bonds from surrounding water molecules.
Figure 3(b) shows that Ow distribution around a phosphate O
atom has two overlapping peaks in the first coordination shell.
The first peak comes frommolecules with the only H-bond with
the reference O atom, as its corresponding coordination number
is less than 1. The second layer comes from other water
molecules that are coordinated by other nearby phosphates and,
thus, contribute to a more intense peak, as can be inferred from
the snapshot in Figure 3 (b). The first coordination sphere
shown in the inset yields an average number of 1.5 and the
second one 4.5, which implies two compact coordination shells
that have on average of 6 water molecules around a phosphate O
atom.

The hydration structure around Ca2+ ions reflected in the
RDFs is shown in Figure 3(c). The gCaOw pair distribution
exhibits a sharp peak at 2.58 Å, indicating that the Ca2+ ions are
well-coordinated by water molecules. The solvation shell around
Ca2+ also contains phosphate anions due to their strong
electrostatic attraction. The first peak of gCaHw is centered at a
larger distance than that of gCaOw, as Hw atoms tend to point
away from the line segment joining Ca2+ and Ow. Moreover, Hw
atoms are highly attracted to the H-bond of the PO4

3− anions.
To conclude our structural analysis, we show the arrangement

between PO4
3− and Ca2+ ions from HA after equilibration,

illustrated by the results shown in Figure 3(d). The HA
components introduced into the system during assembly of the
simulation box are crystalline in the sense that their initial atomic
positions are given by the unit cell coordinates. In this case the
gPCa(r) RDF would show a series of sharp peaks centered at
distances corresponding to first, second, third neighbors, and so
on. However, after the EFM equilibration, a sharp and broader
double-peak is found centered at r1 = 3.22 Å and r2 = 5.69 Å (see
Figure 3(c)). Each of these peaks contributes ≈3 Ca2+ cations to
the neighborhood of a central P phosphate, whereas the
contribution of the less intense shoulder peak comes from Ca2+
ions coordinated by nearby phosphates, as shown in the inset of
Figure 3(d). The presence of broader peaks beyond 4 Å
indicates that the crystallinity of a pure HA mineral is broken by
the presence of water and CLG molecules. This result
corroborates previous studies reporting that the mineral content
in bone is mainly found in noncrystalline forms.15,16,23,26,45

From the last five nanoseconds of the equilibration
simulations performed with NAMD (before the tensile test
simulation with LAMMPS), we used the OVITO64 code to
compute the g(r) for different atomic pairs by averaging over five
different snapshots separated by 1 ns.

The peaks positions and coordination numbers for the
computed RDFs are summarized in Table 3.

We have also calculated RDFs using the 80−85 ns window of
the trajectories in order to verify that molecular conformations
of the protein backbone and solvent plus mineral distributions
were sufficiently sampled. The results are identical to the ones
obtained from the 95−100 ns segment of the trajectories (see SI
Figures S18−S19).

Young’s Modulus. The stress and strain tensors computed
during the tensile tests were plotted as stress−strain curves in
Figure 4(a). Less mineralized EFMs (15 wt % and lower) exhibit

different stress−strain curves when compared to the more
mineralized models. The shortage of HA results in poorly
mineralized models that do not show a saturation (for the values
shown in the Figure) in the stress−strain response curves after
reaching an apparent yield strength or elastic limit. However,
these results have to be analyzed taking into consideration that
CHARMM36m66−69 is a nonreactive force field, and can not
reliably describe deformations for very large strain values. In this
sense, there will be no structural failure during tensile tests. If the
deformation continues to very large strain values, the covalent
bonds of the CLG molecules would be stretched indefinitely.
The stress−strain responses do not exhibit a fracture or an
ultimate strength region. Thus, here we only consider the low-
strain values of the tensile test (between 1% and 7% strain) to
estimate Young’s modulus values.

We estimated Young’s modulus values from the slope of the
low-strain region of the stress−strain curves by linear regression.
The results are displayed in Figure 4(b). Details of the
computation of Young’s modulus, as well as the values for the
EFM55, EFM60, EFM65, and EFM70, can be found in our
previous work.42

Figure 4(b) shows that the estimated Young’s modulus values
are directly proportional to the HA content for models with an
HA weight fraction of 15% and higher. This proportionality and
the estimated values are in agreement with the literature.11,38,39

Yet, as discussed by previous works,42,94,95 there is no standard
value for Young’s modulus of CLG fibrils, mineralized CLG
fibrils, and fiber resembling models like the ones considered
here. However, the computed values are not far from the
experimental literature. For example, in his book,96 Currey
reports Young’s Modulus values ranging from ∼10 to 20 GPa for
tension tests in human haversians (cortical bone).97 Our curves
are also qualitatively similar to experimental works.98

Furthermore, our results also indicate that the water fraction
does not significantly affect the values. A water mass fraction
increase of 25% resulted in a Young’s modulus increase of just
≈0.23 GPa, i.e., less than 4%, as shown for the EFM00−00 and
00−25 in Table 1 and Figure 4(b).

Before discussing the stress distribution, we make a brief note
on the applied strain rate. A relatively high strain rate, maybe
unrealistic in terms of experimental work, was applied for our
tensile test simulations, see Table 2. It is known that a lower
strain rate can lead to lower values of Young’s Modulus. To
investigate its effect, we performed tensile test simulations with a
strain rate of 10−7 1/fs, i.e., 100 times smaller than the previous
one. Results for Young’s Modulus values obtained with different

Table 3. Position of the Peaks andCoordinationNumbers for
the Presented RDFs. We Chose to Present Only the
Coordination Numbers That Were Used in Our Discussions

pair (αβ) r1 [Å] r2 [Å] N1
αβ N2

αβ
OwOw (pure water) 2.76 4.54 4
OwHw (pure water) 1.82 3.16 4
OwOw (EFM60) 2.88 6.04 4
OwHw (EFM60) 1.87 3.14 2
POw 3.46 6.20 2 3
PHw 2.62 3.96 2
OOw 2.60 3.10 0 1
OHw 1.65 2.97 0
CaOw 2.58 4.25 1
CaHw 3.22 5.69 5
PCa 3.07 3.65 3 3
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strain rate values are shown in Table 4. A 100-fold slower strain
rate resulted in just ∼10% smaller Young’s Modulus values. The

stress−strain curves and their respective linear regression are
displayed in Figure S20 of the SI.

von Mises Stress Distribution. For the described MD
simulations of the uniaxial tensile tests, the von Mises stress is

approximately equal to σzz. However, since it does not depend
on the direction of the applied load, the von Mises stress is a
more general form of displaying a stress distribution, regardless
of the type of test performed on the material. Below, we discuss
the von Mises stress distribution during the tensile tests. In
general continuum von Mises stress analysis, areas with high
stress values indicate higher risk of yielding. In our case, for
classical MD simulations, areas with high stress values (indicated
in red in the scale) serve only to indicate regions accumulating
high stress values.

CLG × Water × HA. First, we analyzed the EFM00−00. This
model is just for reference since it contains neither HA nor water
molecules. Figure 5(a) shows a per-atom distribution of the von
Mises stress in the EFM00−00 for strains ranging from 0 to 30%.
Figure 5(b) shows the corresponding normalized histograms
containing the distribution of the vonMises stress. A total of 100
histogram bins were used in OVITO64 to generate the data for

Figure 4. (a) Stress−strain response curves computed for the EFM, and (b) the corresponding Young’s modulus values.

Table 4. Computed Young’s Modulus (YM) Values for
Simulations Performed with Different Strain Rate (st) Values

model name
YM with st of

10−5 1/fs
YM with st of

10−7 1/fs
difference

in %

EFM00−25 6.22 5.65 9.2
EFM15 7.00 6.12 12.6
EFM45 10.20 9.30 8.8
EFM60 14.45 14.01 3.0

Figure 5. EFM00−00: (a) per-atom visualization of vonMises stress [MPa] at 0, 10, and 30% strain; (b) normalized distribution of stress at 0, 10, and
30% strain.
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all the histograms presented below. Normalization was
performed by dividing the atom count for each bin (stress
value) by the total atom count of an atom’s group (i.e., for CLG,
HA, and water). It is evident that increasing strain leads to
increasing stress. At 30% strain (blue area in Figure 5(b)), there
are muchmore atoms under high stresses (in red in Figure 5(a))
than at 10% or 0% strain. It is worth mentioning that a strain of
30% is way beyond experimental values and typical yield strain in
bones. We show these values as an extreme case.

For the EFM00−25, which contains water, but no HA, Figure
6(a) shows a per-atom distribution of the vonMises stress along

the structure, and Figure 6 panels b and c show the
corresponding normalized histograms containing the distribu-
tion of the von Mises stress taking into consideration,
respectively, CLG and water atoms. As expected, these results
indicate that a greater fraction of the particles will experiment
higher stress values the higher the strain level. This feature is
equally apparent for CLG and water.

Figure 7(a) shows a per-atom distribution of the von Mises
stress in the EFM15. Interestingly, most atoms displaying high-
stress values (in red) are now located on the edges of the box, in
the EFV, as opposed to the models without HA, which shows

Figure 6. EFM00−25: (a) per-atom visualization of vonMises stress [MPa] at 0, 10, and 30% strain; (b) normalized distribution of stress on CLG at 0,
10, and 30% strain; (c) normalized distribution of stress on water at 0, 10, and 30% strain.

Figure 7. EFM15: (a) per-atom visualization of von Mises stress [MPa] at 0, 10, and 30% strain; (b−d) normalized distribution of stress at 0, 10, and
30% strain, respectively.
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that the high stress (red) regions are mostly on CLG in the IFV
(Figures 5(a) and 6(a)). Figure 7 panels b−d show per-atom
normalized histograms of the vonMises stress distribution in the
EFM15 for CLG, water, and HA separately at specific strains in
each panel. The data show that the atomic constituents of HA
and water, although present in lesser numbers than CLG atoms,
are under higher stress values, thus suggesting that HA and water
are actually supporting most of the load.

Figure 8(a) shows a per-atom distribution of the von Mises
stress in the EFM45, in whichmost red regions also appear at the
lateral edges of the simulation box. Notice, however, that the
range of the stress color scale is nearly half of the EFM15 (Figure
7(a)). Moreover, highly stressed regions appear even at 0%
strain. This is because particles are more tightly packed in the
same initial volume, even before the tensile test, when HA is
added. Here too, the nonorganic components, HA and water,
exhibit much higher stress values.

As the mineralization level increases in the EFM60, the
depicted stress scale decreases by roughly 30% from the previous
case and the differences between the von Mises stress
distribution among CLG (blue) and a combination of HA and
water (red) become more pronounced (Figure 9(a)). The
distribution of the von Mises stress per atom under different
strains (Figure 9(b−d)) clearly indicates that the nonorganic
moieties support most of the high-stress components, with HA
(blue curves) playing a particularly relevant role providing the
stiffness of EFMs, and possibly of bone, at the nanoscale.

IFV × EFV. Our EFMs have the unique feature of displaying
HA atoms both in the IFV and EFV. Thus, it is also important to
investigate the influence of the EFV atoms on their mechanical
behavior. We start investigating the role played by HA
molecules.

It should be stressed that the EFMs contain 80% of HA in the
EFV, and 20% in the IFV. Thus, it might be expected that theHA
atoms in the EFV will be a majority both for high and low stress
values simply because HA atoms are more numerous in the EFV.
However, since the IFV is a denser region we could also expect
that the HA atoms in the IFV will exhibit higher stress values.
The gap zones provide some space where HA molecules can be
found, but there are very narrow regions for HA atoms in the
overlap zone and generally among the CLGmolecules, i.e., in the
IFV.

Figure 10 shows normalized histograms containing the
distribution of the von Mises stress on the HA atoms of the
EFM15, EFM45, and EFM60. There are differences for the HA
atoms in the IFV and in the EFV at different strain values. The
results show that HA components in the EFV display, on
average, higher stress values. The feature is more evident inmore
mineralized models. Our results show that HA components in
the EFV, when compared to HA in the IFV, support most of the
loads during the simulated uniaxial tensile tests.

When creating themodels,42 the water molecules were equally
distributed throughout the simulation box, subjected only to
avoiding steric repulsions. The mass fraction of water molecules
in the whole simulation box was set without distinguishing IFV

Figure 8. EFM45: (a) per-atom visualization of von Mises stress [MPa] at 0, 10, and 30% strain; (b−d) normalized distribution of stress at 0, 10, and
30% strain, respectively.
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from EFV regions, unlike HA, for which 80% was bound to the
EFV and 20% to the IFV.

Figure 11 presents the distribution of von Mises stress over
water molecules in the IFV and EFV regions for three models, at
low (15%), medium (45%), and high (60%) mineralization
levels under different strain loads. Similar to the mineral moiety,
water in the EFV region also appears to support higher stress
loads than it does in the IFV. This behavior is shared by all
models considered here.

■ CONCLUSION
In this study, we investigated the structural properties and
mechanical responses of atomistic bone models to applied
tensile loads. Our EFMs encompass an EFV and exhibit mineral
content in both the IFV and EFV regions, consistent with
experiments and observations showing that most of the mineral
content in the nanostructure of bones is actually in the EFV
structure.14,15,23,26,44,45,49,50

In terms of structure, we found that HA components are
hydrated and lose the initial crystal-like order with which they
were placed into the simulation box during model construction.
Moreover, water, present in limited quantities in the confining
environment of the EFMs, strongly coordinates HA calcium and
phosphate ions and loses the typical tetrahedral local order that
characterizes the bulk liquid. The structural features of water
(more similar to that of nonpolar liquids) are similar in the EFV
and IFV (both in the gap and overlap regions).

The EFMs were subjected to tensile loads and their
mechanical responses were analyzed. Our results show that at
the molecular level high mineral content renders stiffer bones,
which is well-known.38−40,48 We found that the mineral tends to
accumulate higher stress values, supporting most of the loads.
Furthermore, an analysis of the stress distribution showed that
the EFV plays a crucial role in the mechanical response of the
EFMs. Both HA and water molecules accumulate higher stresses
when located in the EFV. Our results are also consistent with
recent studies from continuum level models showing that
mineralization of the IFV provides only amodest contribution to
bone stiffness,99 and that the EFV plays a major role in the
mechanical properties of bones.100 The minerals located in the
EFV dominate the load-bearing response in bones.

The EFV has been only recently incorporated in all-atom
models.42 Since it accommodates most of the mineral content
and has shown to support higher loads in comparison to the IFV,
further investigation of the EFV role in the mechanical behavior
of bone could lead to a better understanding of bone diseases
like osteoporosis. A discussion on the experimental deformation
of mineral in the EFV is provided by Poundarik et al.27 However,
their main focus is the interaction between mineral and
noncollagenous proteins in the EFV.

MD simulations of our EFMs account for essential elements
of the biology and chemistry of bones from fundamental
physical principles. Our study revealed the EFV as crucial when
studying the mechanical properties of bone-related fibrils at the
molecular level. Further development and investigations of such

Figure 9. EFM60: (a) per-atom visualization of vonMises stress [MPa] at 0, 10, and 30% strain; (b) distribution of stress at 0% strain; (c) distribution
of stress at 10% strain; (d) distribution of stress at 30% strain.
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atomistic models can produce state-of-the-art knowledge on
bone deformation and failure processes, enabling the improve-
ment of predictive diagnosis techniques by meticulously
addressing bone diseases and subsequent fractures. Further
investigations comparing IFV and EFV, their mineralization, and
additional refinements of the model can lead to a better
understanding of the bone mechanical behavior and new
insights regarding other properties. We conclude this article by
mentioning some limitations of our models and highlighting key
biological considerations that could improve bone molecular
modeling and the estimation of its nanoscale properties:

• Defining IFV and EFV. The IFV, and consequently the
EFV (= simulation box - IFV), are manually defined in our
models as the volume mostly occupied by the CLG fibrils.
There may be more accurate and automated ways to
define the IFV and EFV. Studies comparing different
shapes and sizes of IFV and EFV might lead to a new
understanding of their influence on bone mechanics.

• Organic phase. The organic phase in bone is 90%
constituted of type-I CLG and 10% of a combination of
other CLG types (III and VI) plus noncollagenous
proteins,7,12 including specific proteins that hold bone
minerals together.43 We assumed the whole organic phase
in our models to be composed of type I collagen.
Consideration of other CLG types and noncollagenous
proteins might provide new insights.101,102 Furthermore,
if considered in the model, noncollagenous proteins
should be placed in the EFV.

• Inorganic phase. In the EFMs, we regard the inorganic
phase as HA only. However, it has been shown that
different kinds of minerals, including amorphous Ca
phosphate, can be found in bones.13−17 Including other
types of inorganic minerals into the models require only
moderate efforts, as discussed elsewhere.42

• Fiber’s size. When creating the EFM, we assumed a 2 × 2
reproduction of the CLG unit cell model as sufficient to
mimic a fiber.42 However, the EFM displays few CLG
molecules (4 × 5 = 20) if compared to real fibers in bones.
Models with more CLG molecules would also result in
smaller Young’s modulus values. Creating EFMs with
more CLG molecules (fibers with a larger diameter) may
not be that difficult, as we recently reported.42 For
instance, by keeping the same fractions of the constituents
and increasing the number of CLG molecules from 20 (2
× 2 reproduction of CLG unit cell) to 125 (5 × 5
reproduction of CLG unit cell). However, it greatly
increases the number of atoms and thus the simulation
time.

• CLG cross-links. At the end of CLG molecules,
intermolecular covalent cross-links are formed along the
D-period.11,103 Varying cross-link densities have been
shown to alter the mechanical properties of CLG fibril
structures.104

• Additional analysis. Further studies exploring the
mechanical properties of such elaborate models under
different loads (e.g., compression, bending, torsion,

Figure 10.Normalized distribution of stress among the HA atoms in the IFV and EFV for EFM15, EFM45, and EFM60 at 0, 10, and 30% strain. Panels
a−c correspond to EFM15, panels d−f to EFM45, and panels g−i to EFM60. Each column represents a strain value in an increasing order from left to
right.
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shearing), computing the elements of the stiffness tensor,
and estimating fracture parameters (e.g., using a reactive
force field like Reaxff105,106) may help advance the state of
the art of bone nanomechanics.
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5 A ROAD MAP FOR FUTURE RESEARCH ON BONE MULTI-

SCALE MODELING

As mentioned in Chapter 2, our literature survey hints at a framework for devising

realistic patient-specific bone fracture simulations. It is presented in Section 5.1 as an approach

to the early diagnosis and prediction of fracture in bones. The details and the clear directions

provided by this approach serve as a road map for future research on the field, contributing to

(2.).

The complexity of its implementation demands huge collaborative research and

enough time to test and validate each step. Thus, its implementation is out of the scope of this

thesis. The investigations of the mechanical properties of bones at the nanoscale presented in

Chapters 3 and 4 relate to Step VI, a crucial step of this approach. Together with the nano-micro

and micro-nano transitions, they are likely the most challenging steps. Further development and

implementation of this approach constitutes one of my future endeavors and research goals.

5.1 An Approach to the early Diagnosis and Prediction of Fracture in Bones

The approach can be divided into 9 steps:

I. From Computed Tomography (CT) data, define a continuum homogeneous macro domain at the

most fracture-susceptible macroscale sub-region of cortical bone, defining the macroscale. Im-

pose, at the macro domain contour, Boundary Conditions (BCs) representative of common phys-

ical trauma among the elderly.

II. Using the Boundary Element Method (BEM), compute displacement and traction fields at pre-

defined points within the most fracture-susceptible macroscale sub-region of cortical bone at the

macroscale.

III. To each predefined point at the macroscale, an associated continuum non-homogeneous cube-

shaped micro domain is defined. The union set of all micro domains defines the microscale. The

side of each micro domain cube is, in length, orders of magnitude greater than the average osteon

diameter.

IV. The micro domain BCs are modeled as a function of the macroscale displacement and traction

fields.
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V. The bone failure/cracking process is initiated at the most fracture-susceptible macroscale sub-

region of cortical bone by imposing the micro domain BCs to the micro domains. A Cohesive

Zone Model (CZM), described by a Traction-Separation Law (TSL), governs the crack propaga-

tion in the cohesive failure zone, which sits along the path of minimal energy release rate.

VI. The TSL, introduced at Step V, is computed by numerical experiments at the molecular scale

using an MD approach. MD simulation is conducted using the LAMMPS software package.

Inter- and intramolecular potentials of hydroxyapatite (HA), collagen (CLG) and water, the basic

constituents of bone tissue, are selected according to their adequacy in modeling bone mechanical

behavior. A sequence of MD simulations provides the TSL (Guin et al., 2016).

VII. Back to the microscale, a space-time average of the TSL provided at Step VI gives the crack

propagation parameters of each isolated microfracture at the current time step.

VIII. As the simulation time progresses, all the microfractures coalesce into a disruption of the the

continuum at the macroscale; this disruption is the macrofracture.

IX. A correlation between simulation results and fracture predictive diagnosis is established towards

the construction of an osteoporitc bone fracture diagnosis methodology that includes patient-

specific quantitative information based on multiscale fracture mechanics.

Algorithm 1 shows the sequence of our approach’s methodology.

Algorithm 1 Methodology Flow
1: for (healthy hip bone tissue) and (osteoporotic hip bone tissue) do
2: Step I −→ Step III −→ Step II −→ Step IV;
3: for each molecular scale time step do
4: (Step VI→ Step V) −→ (Step VII→ Step V);
5: end for
6: for each macroscale time step do
7: Step VII −→ Step VIII;
8: end for
9: end for

10: do Step IX

Each step of the present methodology is described in further details below.

5.1.1 Step I – Defining macro domain geometry and mechanical properties from medical

imaging and imposing realistic BCs

As shown in Algorithm 1, the first Steps are performed once for a healthy hip

bone and a second time for an osteoporotic hip bone, since hip fractures are the most com-
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mon osteoporotic-induced fractures among the elderly (Morales-Torres; Gutiérrez-Ureña, 2004;

Marinho et al., 2014; Lewiecki et al., 2018; Ritchie; Hansma, 2009). At the macroscale, hip

bone tissue is either cortical or trabecular, see Chapter 2. Trabecular bone consists of a porous

network of rod-like trabeculae filled with bone marrow and fills the inside of many bones. Cor-

tical bone, the most dense bone tissue, forms most of the outer shell of the bone. We focus on

the fracture analysis of cortical bone for mainly two reasons: (1.) The osteon, a primary com-

ponent of cortical bone at the microscale, is the main structural feature that controls toughness

(measure of energy absorption capacity up to failure (F. A. Sabet, A. R. Najafi, E. Hamed and

I. Jasiuk, 2016)) in bone (Ritchie; Hansma, 2009); (2.) The cortical bone has a greater contri-

bution to bone strength (resistance to failure (F. A. Sabet, A. R. Najafi, E. Hamed and I. Jasiuk,

2016)) (Holzer et al., 2009). Furtheremore, cortical bone is more brittle. For these reasons, it is

assumed that cortical bone failure implies general bone failure.

To devise macroscopic computational bone geometry models, medical imaging data

is required. Computed Tomography (CT) is argued to be the most accurate medical imaging

techniques capable of reconstructing 3D-geometry bone models. It is a non destructive tech-

nique capable of providing bone geometry and material properties (Alcântara et al., 2020).

CT data is stored in DICOM (Digital Imaging and Communications in Medicine) (DICOM. . . ,

2015) files, which contain information on the patient (e.g., age, sex, health condition) in addition

to sets of CT images.

Completion of the following steps (A.)→ (E.) constitute bone 3D geometry mod-

eling, discretization and attribution of material properties:

(A.) From DICOM files, obtain an .STL (STereoLithography) file, describing only

the surface geometry of the 3D object (ie., the hip bone), by using either the InVesalius (Amorim

et al., 2015) or a similar software packages.

(B.) Using a CAD software, the .STL file is converted into a .STEP (STandard for

the Exchange of Product model data) file, which provides a readily-modifiable 3D solid model

of the hip bone.

(C.) A 3D mesh with n nodes and e elements is created in an appropriated mesh

edition environment using the .STEP file. The mesh is described by a node matrix, which

contains the coordinates of each n-th node, and an incidence matrix, which relates n nodes to e

elements.

(D.) Material properties (e.g., Young’s Modulus E, density ρ) are assigned to each
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mesh-element using a material mapping routine (Alcantara, 2017; Zannoni et al., 1999; Taddei

et al., 2004; Taddei et al., 2007).

(E.) Boundary conditions representative of common physical trauma among the

elderly are imposed at the hip bone contour (e.g., a zero displacement condition at the contact

zone between the hip bone and the sacrum and the application of a load, representative of the

human gait, at the contact zone between the hip bone and the femoral head).

Step I needs: CT data (DICOM files).

Step I provides: Spatial macro domain geometry, material properties, boundary

conditions and mesh-nodes coordinates.

5.1.2 Step II – Macroscale: Computing the traction and displacement fields

The Boundary Element Method has been extensively applied to simulate crack ini-

tiation and dynamic propagation (Gamez et al., 2010; Aliabadi, 1997; Cruse, 2012; Liu et

al., 2017). The BEM is particularly recommended for fracture mechanics problems due to the

following features: (1.) The BEM provides accurate solutions to problems featuring stress con-

centration and fracture (major phenomenons in bone cracking) (Brebbia; Dominguez, 1994;

Brebbia, 1982); (2.) The BEM only requires discretization of the boundary domain rather than

of the whole domain as required by the most famous Finite Element Method (FEM) (Brebbia;

Dominguez, 1994). Thus, the BEM formulation requires less degrees of freedom then the FEM

formulation; this reduction highly increases the feasibility of the computationally-expensive

multiscale modeling procedure (Sfantos; Aliabadi, 2007a); (3.) Applying the BEM readily pro-

vides the domain boundary displacement and traction fields (Aliabadi, 2002). These traction

and displacement fields are used by the Cohezive Zone Model (CZM) (at Step V) to provide the

local crack opening displacement at the crack dynamic propagation simulation initial time step.

Despite the above-mentioned features, few works using the BEM are available,

when compared to the number of works using the Finite Element Method (FEM). Exploration

of the three above-mentioned features in simulating bone crack initiation and propagation con-

stitute an open field of research. Recently, former lab colleagues (Galvis et al., 2021; Prada et

al., 2018; Prada et al., 2022) presented a methodology based on homogenisation for predicting

the anisotropic stiffness tensor of bone given the porosity and mineral fraction. They used the

BEM to model micro- and macroscales and transition between them in a upscaling manner.

This is an analogous way, but yet different, to perform steps I, II, IV, and VII.
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The mathematical models presented by (Taesun You, Yong-Rak Kim and Taehyo

Park, 2016; Liu et al., 2017; Benedetti; Aliabadi, 2015; Gamez et al., 2010; Aliabadi, 1997)

consider that general fracture, of which bone fracture is a particular case, under impact loading

occurs at static equilibrium. Therefore, crack initiation and propagation is assumed to occur

under static equilibrium; it is also assumed that an eventual accelerated rigid body bone motion

conveys no relevant contribution to bone fracture. High damping in bone tissue is a cause of

static equilibrium consideration.

Equação 5.1 represents the static equilibrium condition, with acceleration term

equal to zero, for any linear elastic continuum spatial domain:

∂Tkj (x1, x2, x3)

∂xj
+ bk (x1, x2, x3) = 0 ∈ Ω with j = 1, 2, 3 and k = 1, 2, 3 (5.1)

where Tkj [N/m2] is an element of the Cauchy stress tensor T ∈ R3x3, bk [N/m3] is an element

of the body force vector b ∈ R3 and xj [m] is the j-th spatial coordinate (Lai et al., 2010).

Applying the weighted residuals method and integrating Equação 5.1 by parts, one arrives at

the elastostatics governing integral equation (Brebbia; Dominguez, 1994; Kane, 1994) known

as Somigliana’s Identity, with x =
[
x1 x2 x3

]⊤
, di =

[
di1 di2 di3

]⊤
, l = 1, 2, 3 and i =

1, 2, . . . , n :

clk(di)ul(di) =

∫

Γ

tk(x)u
∗
lk(x,di)dΓ−

∫

Γ

uk(x)t
∗
lk(x,di)dΓ +

∫

Ω

u∗lk(x,di)bk(x)dΩ (5.2)

Equação 5.2 provides ul(di), which is the l-th component of the displacement vector u(di) at

the i-th point d of application of the load, in terms of the boundary Γ values of displacement

uk(x) and traction tk(x) (tk(x) = Tkj(x)nj); clk(di) depends on the position of the i-th source-

point d (also referred to as load-point); bk(x) represents the body forces throughout the spatial

domain Ω; u∗lk(x,di) and t∗lk(x,di) represent the known fundamental solutions , which are the

k-th vector components of displacement and tractions due to a unit-valued point load in the

l direction. The 3D elastostatic fundamental solution for anisotropic media based on double

Fourier series proposed by (Tan et al., 2013) and used by (Galvis et al., 2018b) is applied.

To minimize computational costs, n is chosen as a prescribed number of points in the most

fracture-susceptible macroscale sub-region of cortical bone. This sub-region is referred to as

the Region Of Interest (ROI). The set of n points is partitioned into subsets of 8 node-points.

Each node-point represents the vertex of a cube-shaped microscale domain (see Step III).

The traction field is obtained from Hooke’s Law: Tkj = Ckjlmϵlm where Ckjlm ∈
R3×3×3×3 is the stiffness tensor; ϵlm is a component of the strain tensor
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ϵ3×3 =
1

2

(
[∇u(di)]3×3 + [∇u(di)]

⊤
3×3

)
and m = 1, 2, 3.

A BEM-based code for computing the three-dimensional traction-displacement fields

has already been implemented in Fortran 90 using the GNU compiler gfortran and validated by

Sollero’s group (Galvis et al., 2018b; Galvis et al., 2018a; Galvis et al., 2021; Prada et al.,

2022). Displacement and traction values of prescribed points among the n mesh-nodes of Step

I (C.) is computed.

Step II needs: Spatial macro domain (ROI) geometry, material properties, bound-

ary conditions and mesh-nodes coordinates.

Step II provides: Displacement and traction values of prescribed points throughout

the spatial macro domain (ROI) geometry.

5.1.3 Step III – Transitioning from the macro- to the microscale

The proposed multiscale-bone-fracture model comprises the macro (whole bone),

micro (osteon level) and the atomistic (atoms arranged in molecules) length scales of bone tis-

sue. Between atomic and micro levels bone basically consists of fiber structures. A group of

mineralized collagen fibrils builds a fiber. A group of layers, each layer containing an arrange-

ment of unidirectional fibers, is called lamellae. Different assemblies of lamellae give origin

to two different types of bone: cortical and trabecular. The molecular scale simulation domain

is large enough to comprise mineralized collagen fibrils. It is assumed that the mere layering

of several mineralized collagen fibrils does not change the TSL that governs microscale crack

propagation.

As argued in Step I only cortical bone is modeled at the microscale. The majority of

computational micro cortical bone geometry models in the literature (F. A. Sabet, A. R. Najafi,

E. Hamed and I. Jasiuk, 2016; Taesun You, Yong-Rak Kim and Taehyo Park, 2016; Gamez et

al., 2010) consist on drawing contours over images of osteons immersed in interstitial lamellae;

these images are either acquired from dead tissue microscopy or randomly created microscale

geometry and properties. A novel way of creating cortical bone microscale models is proposed:

The µCT-based discretization of cortical bone.

Identification of the cortical bone zone is made by selecting the mesh-elements

(created at Step 1, sub-step (C.)) which are located at the close-to-the-bone-external-boundary

region. As argued in Step II, the BEM is only applied to the n points in the most fracture-

susceptible macroscale sub-region of cortical bone, which is the Region of Interest. The ROI
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features the smallest spatially-local average of Hounsfield Unit (HU) values (numerical values

proportional to elastic and mass density properties (Alcantara, 2017; Alcântara et al., 2020),

see Step I).

The osteon, a primary component of cortical bone at the microscale, ranges between

100-300µm in diameter. Standard CT resolution is approximately 500µm and thus not refined

enough to provide bone microscale geometry. Human bone microscale geometry can be imaged

using µCT (Landis; Keane, 2010), which is presently limited to peripheral skeletal regions

(wrist and tibia (Burghardt et al., 2011)), at a resolution of 82 µm. In order to create a multiscale

patient-specific computer geometry model combining the advantages of CT and µCT, the bone

macroscale geometry and BCs must be taken from CT-data (see Step I) and the bone microscale

geometry and material properties are taken from µCT-data.

Consider, for the sake of argument, that each mesh-element (see Step 1, sub-step

(C.)) is created with volume ∼10 times smaller than the average volume of an osteon. Since

conventional CT spatial resolution does not comprise osteon-length-scale geometry and proper-

ties, creating osteon subdivions from CT is unfruitful overmeshing. The coupling between CT-

and µCT-information allows the construction of a macroscale bone geometry model enhanced

by in vivo osteon-length-scale material properties. All cortical bone tissue is constituted of os-

teons immersed in interstitial lamellae. Thus, it is assumed that the microscale geometry of two

cortical bone samples is the same independently of skeletal site, if these two sites feature the

same spatially-local average of the HU numerical values.

Assuming CT resolution 500µm, µCT resolution 100µm and osteon diameter 200µm,

the CT-µCT-model-coupling consists in executing the following steps: (1.) The hip-bone-CT-

model is discretized into cube-shaped elements (of edge length ∼600µm) containing ≈9 os-

teons. These cube-shaped elements are the Representative Micro Volume Elements (RMVEs).

(2.) The peripheral-bone-µCT-model is discretized into cube-shaped elements (of edge length

∼100µm), the volumes of which are ≈19 orders of magnitude smaller than the average volume

of an osteon. These elements are the grains. From these assumptions, ∼216 grains fit into an

RMVE. (3.) Each CT-RMVE is filled up with ∼216 µCT-grains whose spatially-local average

of the HU numerical value is similar. Thus, mechanical properties from the peripheral-bone-

µCT-model are incorporated into the hip-bone-CT-model. Each CT-RMVE turns into a cube of

periodically-arranged µCT-grains. This approach to microscale cortical bone modeling is simi-

lar to the approach consolidated to polycrystalline materials (Benedetti; Aliabadi, 2015; Galvis
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et al., 2018b; Galvis et al., 2018a), where the RMVE is an arrangement of smaller homogeneous

grains.

This methodology, however, does not randomly attributes material properties as

done by (Benedetti; Aliabadi, 2015; Sfantos; Aliabadi, 2007b; Galvis et al., 2018b; Galvis et

al., 2018a), but instead, relies on the HU numerical values from the µCT to provide realistic

patient-specific microscale material properties.

Figura 5.1 displays an overview of the multiscale approach presented here:

Figure 5.1 – Overview of our multiscale approach (The representation of the microscale was
created with BioRender.com).

CT data provides the macroscale-bone geometry. Only a Region of Interest (ROI)

of the cortical bone is used for in-domain traction-displacement computations (see Step II). The

selected ROI is subdivided into several cube-shaped Representative Micro Volume Elements
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(RMVEs). Each RMVE is filled up with µCT-grains. Between two Grain Boundaries (GBs)

there is a Cohezive Zone Volume Element (CZVE) (see Step VII). Each CZVE is orders of

magnitude greater than the Representative Atomistic Volume Element (RAVE) (see Step VI).

Step III needs: Displacement and traction values of prescribed points throughout

the spatial macro domain (ROI) geometry.

Step III provides: Patient-specific spatial RMVE geometry and material properties.

5.1.4 Step IV – Determining micro domain BCs

The transitioning from the macro- to the microscale is attained when the macro dis-

placements and traction fields are transferred as suitable boundary conditions to each prescribed

RMVE boundary (Benedetti; Aliabadi, 2015; Ostoja-Starzewski, 2006; NGUYEN et al., 2011;

†; Padbidri, 2005; Joseph et al., 2017).

The nodes of the 3D mesh generated in Step I (C.) are used for the creation of

cube-shaped RMVEs. To each n-th prescribed point in the macro domain (ROI) interior, a

macro traction t and a displacement u vector (computed in Step II) is associated. The macro

strain tensor [ϵ]3x3 is evaluated from vector u (see Step II) to be then interpolated as a boundary

condition imposed on the external boundary Γµ = ∂Ωµ (cube surface) of the cube-shaped

RMVE Ωµ. The macro stress tensor [T]3x3 is not directly calculated from ϵ3x3 at the current

Step IV, but calculated at Step VIII.

Three classes of BCs, from several possible, are selected for further analysis:

Class of BC (1.) PBC (2.) MKBC (3.) TBC

Bibliographical Ref. (Benedetti; Aliabadi,

2015; NGUYEN et al.,

2011)

(†; Padbidri, 2005;

NGUYEN et al., 2011)

(Joseph et al., 2017)

(1.) Periodic Boundary Conditions (PBCs) are the most used BCs for spatial macro-

micro transitioning. As an upside, they provide the fastest convergence of the macro physical

and mechanical properties. As a downside, the fact that they restrict the deformation to obey the

micro-structure periodicity frame imposes unphysical deformation constraints over localization

zones (ie., regions of relative extremely high deformation gradient where micro-cracks occur).

(2.) Minimal Kinematic Boundary Conditions (MKBCs) ensure effective deformation shear

strain but overestimate the amount of localization zones near the domain boundary. (3.) Tesse-

lation Boundary Conditions (TBCs) maintain the point-to-point conditions imposed by PBCs,

but shifting the periodicity frame to correspond to the developing localization zone. For bio-
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materials (eg., bone) TBCs have been proved to give the least-error estimation of macroscopic

stresses and strains (Joseph et al., 2017). Thus the main priority at this step is to implement

TBCs throughout all micro domains (RMVEs).

Step IV needs: Patient-specific spatial RMVE geometry and material properties.

Step IV provides: RMVE-length-scaled BCs.

5.1.5 Step V – Transitioning from the micro to the molecular scale: Modeling the bone crack-

ing process

The micro domain BCs provided by Step IV drive the micro domain material to

rupture, initiating the cracking process. The cracking process is described by a Cohesive Zone

Model (CZM), which is governed by a Traction-Separation Law (TSL).

Linear Elastic Fracture Mechanics (LEFM) is the classical cracking process mathe-

matical model. A CZM approach, based on considering fracture separation occurring at an ex-

tended zone ahead of the crack tip (also called “cohesive zone”), was proposed by (Barenblatt,

1962; Dugdale, 1960). Despite bone being modeled as an anisotropic linear elastic continuum

at the microscale, two reasons make the CZM superior to LEFM for bone crack analysis: (1.)

Bone fracture experimental data analysis performed by (Cox; Yang, 2007) demonstrated the

need of a nonlinear model considering a spatial stress distribution at the fracture zone. (2.)

Unlike with LEFM, the CZM can remove stress singularities ahead of the crack tip; ie., ahead

of the furthest extent of damage (Taesun You, Yong-Rak Kim and Taehyo Park, 2016).

The CZM considers a narrow region where the local opening displacement δ van-

ishes into the undamaged material. In this region, two opposite sides are subjected to re-

sistive cohesive force pairs t parallel to the crack local opening displacement, as shown in

Figura 5.2(a). Interactions at the molecular scale, considered at Step IV, originate these cohe-

sive traction force pairs.

Figure 5.2 – (a) Representation of a cohesive zone; (b) Typical representation of a TSL.
Reprinted from (Guin et al., 2016), with the permission of AIP Publishing.
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The TSL describes the distribution of resistive force pairs t along the cohesive zone.

Figura 5.2(b) depicts a typical TSL, which relates the displacement vector δ to the traction

force vector t along the cohesive zone. From Figura 5.2(b), observe that the displacement

grows with increasing traction force up to a maximum traction force value tm and maximum

separation displacement δm. When tm is reached, fracture is irreversible. The crack opening

displacement δ continues to grow with decreasing traction force t value. When the traction

force t goes to zero, the local crack is fully open, and the crack opening displacement reaches

the critical value δc. The bilinear TSL proposed by (Geubelle; Baylor, 1998) is defined by three

parameters: the peak traction tm, the corresponding separation δm for the ascending part, and

the critical separation δc at which the traction goes to zero for the decreasing part. Extending the

relationship between the traction vector t =
[
tn tt1 tt2

]⊤
and the displacement jump vector

δ =
[
δn δt1 δt2

]⊤
to the 3D case using (Ural; Mischinski, 2013; M.; A., 1999; Park; Paulino,

2013):

tn =
s

1− sδ̃ntn,max tt1 =
s

1− sδ̃t1tt1,max tt2 =
s

1− sδ̃t2tt2,max

δ̃n =
δn
δnc

=
δntn,maxsinitial

2GIc

δ̃t1 =
δt1
δt1c

=
δt1tt1,maxsinitial

2GIIc

δ̃t2 =
δt2
δt2c

=
δt2tt2,maxsinitial

2GIIIc

(5.3)

where s = min
(
smin,max

(
0, 1− ∥δ̃∥2

))
with ∥δ̃∥2 being the 2-norm of the non-dimensionalized

displacement jump vector δ̃ =
[
δ̃n δ̃t1 δ̃t2

]⊤
; δnc,t1c,t2c = 2GIc,IIc,IIIc

(
t(n,t1,t2),maxsinitial

)−1

the critical displacement discontinuities, in which a represents one of the directions n, t1 or t2

and Gac being GIc, GIIc or GIIIc, which are, respectively, the critical energy release rates of

fracture modes I, II and III; smin and sinitial are, respectively, the minimum and the initial values

of the so-called “internal residual strength variable” s = 1 − ∥δ̃∥2; tn,max is the critical value

of the tensile cohesive stress; tt1,max is the critical value of the shear cohesive stress at direction

t1, which is perpendicular to direction t2. The parameters of the TSL are extracted from MD

simulations, described at Step VI. Bilinear approximations provide a continuous function for

the traction-displacement relationship from the discrete traction-displacement values obtained

at Step VII.

Step V needs: Micro domain BCs provided by Step IV and the TSL provided by

Steps VI and VII.

Step V provides: Bilinear approximations to TSL at the molecular and macro

length scales.



136

5.1.6 Step VI – Computing the TSL through an MD approach

At the molecular scale, bone tissue is composed of three components: water, an or-

ganic phase and an inorganic phase. Water (H2O) represents approximately 10% of total bone

mass. The organic phase represents 30% of total bone mass and is constituted of type I CoLla-

Gen (90%) (CLG) and a combination of other collagen types (III and VI) plus noncollagenous

proteins (10%). The inorganic phase of bone is a ceramic crystalline-type mineral referred to

as hydroxyapatite (HA): Ca10(PO4)6(OH)2 (Keaveny et al., 2003) and represents 60% of total

bone mass.

The herein proposed MD approach assumes bone tissue to be constituted of H2O,

HA and CLG at specific percentages for healthy and osteoporotic bone; H2O, CLG and HA

percentages are used to create a molecular scale spatial domain using a Monte Carlo(Nair et al.,

2013) approach.
The MD approach, as proposed by (Plimpton, 1995), consists in solving Newton’s

equation of motion at the atomic level of a material whose spatial domain contains i atoms
interacting with their n closest neighbours; t refers to time:

mi
d2ri(t)

dt2
=

n∑
j1=1

F2(ri(t), rj1(t)) +

n∑
j1=1

n∑
j2=1

F3(ri(t), rj1(t), rj2(t)) + . . .

+

n∑
j1=1

· · ·
n∑

jn=1

Fn(ri(t), rj1(t), . . . , rjn(t))

(5.4)

where, for each i-th atom: ri is the position vector; mi is the mass, F2 is a force

vector function describing pairwise atomic interactions up to Fn, which describes n-atom inter-

actions. Each Fn is the time-derivative of an energy function considering n-body and quantum

interactions; the i-th atom‘s energy is a function of the i-th atom’s position ri(t) and of its n

neighbors’ positions rj1(t), . . . , rjn(t).

For each molecule in each inter- and intra-molecular interaction there is a spe-

cific energy function whose expressions are found in the literature and in so called force fields

(Brooks et al., 1983; Best et al., 2012; Huang et al., 2017; MacKerell et al., 1998; MacKerell

et al., 2004; Heinz et al., 2013).

The inputs of MD simulation are the atoms initial positions r(0) and velocities ṙ(0)

and the set of force field parameters. The outputs of MD simulations are the position ri(t)

and velocity ṙi(t) of every i-th atom in the molecular spatial domain at each time step. The

accuracy of MD simulation results depends strongly on the interatomic (also inter- and intra-

molecular) potential’s validity. Therefore, force field parameters must be selected according
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to their accuracy in modeling bone mechanics at the molecular scale (Almora-Barrios; Leeuw,

2012; Zhou et al., 2017). Interatomic force function vectors fab(t) = F2(t) are implicit to the

molecular potentials provided by the force field.

The atomic stress tensor Sa
ij for each a-th atom are computed based on the Virial

Theorem (Guin et al., 2016):

Sa
ij(t) = −

1

Ωa


maṙai (t)ṙ

a
j (t) +

1

2

B(a)∑

b=1

rabi (t)fab
j (t)


 σk

ij(t) =
1

NτΩk

Nτ∑

t=1

Ak(a)∑

a=1

ΩaSa
ij(t)

(5.5)

where i = 1, 2, 3 and j = 1, 2, 3 are the Cartesian directions, ma denotes the a-th mass atom

and ṙa(t) its velocity vector; Ωa is the volume of a-th atom; rab(t) = ra(t) − rb(t) is the

displacement vector between atom a and atom b; fab
j (t) is the interatomic force exerted on atom

a by atom b in the j-th direction; B(a) is the number of neighboring atoms b1, . . . , bB(a) that

interact with atom a; σk
ij(t) is an space-time averaged 3D stress tensor associated to the k-th

Representative Atomistic Volume Element (RAVE), a cuboid whose volume Ωk is orders of

magnitude greater than Ωa; Nτ is the number of time steps t in the interval τ over which the

time-average is calculated and Ak(a) is the number of atoms a contained in the k-th RAVE.

MD simulation is conducted using the LAMMPS (Plimpton, 1995) software pack-

age in order to provide the TSL for Step VII (Yamakov et al., 2006; Guin et al., 2016). Fol-

lowing steps must be done for the calculation of a RAVE-length-scaled TSL from MD: (1.) To

obtain a RAVE-length-scaled value corresponding to the normal traction tn of Step V, a numer-

ical tension test on the RAVE must be performed. For this purpose, a positive traction force

proportional to ṙi(t) is applied to the atoms lying on two opposite RAVE-faces; (2.) The mo-

tion of the atoms on these two opposite RAVE-faces in the i-th direction imply the motion of

neighbor-atoms due to the interatomic forces, triggering a chain of RAVE-wide atomic motion

governed by Equação 5.4; (3.) At each simulation time instant, associated values of Sa
ii(t), σ

k
ii(t)

(Equação 5.5) and of the RAVE elongation δ (see Step V) in the i-th direction are obtained; (4.)

Thus, for each δ a σk
ii(t) is associated, where σk

ii(t) corresponds to a RAVE-length-scaled tn

(Equação 5.3). Consecutive calculations of the RAVE-length-scaled tn by incrementing δ pro-

vides the RAVE-length-scaled TSL in the normal direction. Similarly, by applying a shear force

proportional to ṙi(t), correspondent RAVE-length-scaled TSL’s are computed for tt1 and tt2.

Step VI needs: Inter-molecular potentials for HA, CLG and H2O and their associ-

ated possible interactions.
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Step VI provides: RAVE-length-scaled TSLs.

5.1.7 Step VII – Transitioning from the molecular to the microscale

Re-capping Step III, the microscale spatial domain is a periodic structure composed

of RMVE’s. The results from MD simulations provide RAVE-length-scaled normal and tan-

gential TSLs. The current Step VII provides an averaged continuum Grain Boundary (GB)

length-scaled TSL (distinct from the RAVE-length-scaled TSL provided at Step VI) accounting

for all pairwise grain interface interactions occurring inside every RMVE.

When the sequence of microdomain-scale quasi-static simulations starts, before

cracks are nucleated inside each RMVE, a two-layered surface of 3D rectangular volume el-

ements called “Cohesive Zone Volume Elements” (CZVEs) is defined to cover the geometric

locus formed by the union of all GB interfaces inside the RMVE.

Cracks start nucleating when the RVME BCs impose a hydrostatic load capable of

disrupting the cohesive forces at one or more GBs (Glaessgen et al., 2006). RMVE BCs are

interpolated at Step IV from the n prescribed points’ tractions and displacements computed at

Step II.

Each CZVE along a GB interface displays individualized behavior, depending on its

own structural irregularities at the atomic level. The relationships between the GB-length-scaled

and the RAVE-length-scaled TSL’s are:

tn(δi) =
1

(2m+ 1)

m∑

j=−m

σk
yy(δi+j);

tt1(δi) =
1

(2m+ 1)

m∑

j=−m

σk
yx(δi+j);

tt2(δi) =
1

(2m+ 1)

m∑

j=−m

σk
yz(δi+j);

(5.6)

where σk
yz(δi+j) are the stresses acting along direction z on the plane perpendicular to direction

y associated to the k-th RAVE-length-scaled TSL and located at the CZVE whose opening

displacement is δi+j; t =
[
tn tt1 tt2

]⊤
is the traction vector associated to the GB-length-

scaled TSL (see Equação 5.3 at Step V); each GB-length-scale comes from a RAVE-length-

scale TSL averaged over m CZVE’s before and m CZVE’s after the i-th CZVE along one GB

interface; δi is the opening displacement at the i-th CZVE along one GB interface.

A sequence of CZVE de-cohesion states leads to the formation of a dominant mi-

crocrack (Yamakov et al., 2006).
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As the simulation time progresses, the increasing boundary strains applied to the

RMVE dictate the location at which a dominant crack begins to form based on the minimal

energy release rate required for separation at the cohesive zone. When boundary strains applied

to the RMVE reach a critical value, the local coalescence of GB openings form a dominant

micro-crack that cuts through an entire RMVE (Glaessgen et al., 2006). With further increasing

boundary strain values applied to the RMVE, a succession of neighboring failed RMVE’s will

characterize fracture at the macro-scale at the next Step VIII.

An option to creating CZVEs is to convert the RMVE-length-scale TSL into BCs at

all grain interfaces. These BCs fulfill the same role as the CZVE.

Step VII needs: RAVE-length-scaled TSL and BCs.

Step VII provides: RMVE-length-scale fracture.

5.1.8 Step VIII – Transitioning from the micro- to the macroscale

The micro-macro transition is done when micro displacement and traction vectors

are averaged to macro displacement and traction vectors through homogenization averaging

theorems (Benedetti; Aliabadi, 2015; Ostoja-Starzewski, 2006; NGUYEN et al., 2011).

The macro stress T and strain ϵ tensors of a point x ∈ Ωµ, localized inside the

RMVE, at any instant t are defined as the volume average of the micro stress Tµ and strain ϵµ

tensors at the same point x at any instant t, respectively (Benedetti; Aliabadi, 2015; NGUYEN

et al., 2011):

Tij(x, t) = ⟨T µ
ij(x, t)⟩ =

1

|Ωµ|

∫

Ωµ

T µ
ij(x, t)dΩµ

ϵij(x, t) = ⟨ϵµij(x, t)⟩ =
1

|Ωµ|

∫

Ωµ

ϵµij(x, t)dΩµ

(5.7)

where |Ωµ| denotes the absolute value of the micro domain volume; i, j = 1, 2, 3 .

After interpolating the macro strain tensor ϵn = [ϵij(x, t)]n at the n-th prescribed

point as suitable boundary conditions to the RMVE boundary at Step IV, and proceeding all

the way to Step VII, Equação 5.7 is used at the current Step VIII to evaluate the homogenized

macro stresses Tij(x, t) that, for a generic RMVE, fulfill the relationship (Benedetti; Aliabadi,

2015):

Tij(x, t) = T el
ij (x, t)− TD

ij (x, t) (5.8)

where Tel is the elastic stress tensor that corresponds to the macro strain tensor ϵn in the case

of absence of damage at the microscale, i.e. in case the RMVE remains in pristine condition;
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Tel can be computed by either averaging the micro stresses T µ
ij in the pristine RMVE at each

macroscale time instant or by using the relationship T el
ij = Cijklϵlk, where Cijkl ∈ R3×3×3×3

is the macro stiffness tensor evaluated for the RMVE vertexes at Step II; TD is the decremen-

tal macro stress calculated as TD
ij = DijT

el
ij , no summation is implied, and 0 ≤ Dij ≤ 1 is

the macro-damage coefficient. Dij = 0, ∀ i, j, implies a pristine RMVE, and the absence of

micro-damage; Dij = 1 implies a completely fractured RMVE, and entails the introduction

of a macroscale-crack, accomplished with the removal of the failed RMVE. As the simulation

time progresses, these removed RMVEs coalesce into a macro-length-scale (ROI-length-scale)

fracture.

Step VIII needs: RMVE-length-scale fracture.

Step VIII provides: ROI-length-scale fracture.

5.1.9 Step IX – Towards an osteoporosis diagnosis

Bone porosity increases the strain energy concentration, implying that osteo-

porotic bone requires less energy to fracture when compared to normal bone, assuming both

must support equal loading conditions (Osterhoff et al., 2016; Rachner et al., 2011; Reber et

al., 2018).

The proposed methodology does not intend to create a new osteoporosis risk as-

sessment tool from scratch, but instead, to give already existent osteoporosis risk assessment

tools (Black et al., 2001; Kanis, 2002; Reber et al., 2018) its contribution by adding diagnos-

tic quantitative information based on multiscale continuum mechanics. Current osteoporosis

risk assessment tools are fundamentally based on qualitative medical variables (e.g., sex, age,

weight, patient’s case history (Black et al., 2001; Kanis, 2002; Reber et al., 2018)). Adding,

from CT-data-based computer models, patient-specific quantitative fracture mechanics-based

variables to these tools is crucial to the improvement of current fracture risk assessment, being

the next step towards an improved fracture-predictive diagnosis.

Step IX needs: A simulation-based prediction of the ROI-length-scale fracture.

Step IX provides: A correlation between simulation results and fracture predictive

diagnosis.

Concluding remarks

There are three main items that highlight the importance of this work, which are:

(1.) Linking CT and µCT data in order to devise bone models with patient-specific macro geom-
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etry, microstructure and material properties; (2.) Deriving bone fracture information from the

atomic and molecular structures; (3.) Adding quantitative fracture mechanics-based variables

into an osteoporosis risk analysis.

The execution of these items together with the connection among Steps I through

to IX constitute the main contribution and novelty of this research approach. Its outcomes may

increase the sensibility of current bone fracture risk assessments. They play a relevant role in

the public health context.

5.2 Future Directions

It important to mention that the methodology present in Section 5.1 was suggested

during the first years of my graduate studies. Since then, we identified minor flaws and better

ways of doing some of the steps. The modeling of the nanoscale itself was much more laborious

than we expected. Also, derivng a TSL from MD simulations may be a common practice for

simple crystal structures, but is much more complex (if doable) for biomolecules like mineral-

ized collagen fibrils. The implementation of this methodology, especially finding possibilities

to transition from the nano- to the microscale, is now one of my future research goals.

Some of other steps of this approach have been started and partially developed. Dur-

ing my Bachelor degreee, I have worked on material mapping for patient-specific macroscopic

models (Alcantara, 2017). Furthermore, open source softwares like Bonemat allow a readily

implementation of step I (Zannoni et al., 1999; Taddei et al., 2004; Taddei et al., 2007; Schileo

et al., 2020).

Methodologies for steps II, V, VII and VII have been, in a parallel context and in a

different approach, explored by former lab colleagues that I met at the beginning of my graduate

studies. They developed BESLE (Boundary Element Software for 3D Linear Elasticity), a

parallel open-source code to analyse the mechanical behaviour of heterogeneous materials using

the BEM in 3D and in both an elastostatic and elastodynamic settings (Galvis et al., 2021).

They also developed BEM models capable of propagating cracks using the CZM and presented

a methodology, based on homogenisation, for predicting the anisotropic stiffness tensor of bone

given the porosity and mineral fraction (Galvis et al., 2018b; Galvis et al., 2018a; Galvis et

al., 2021; Prada et al., 2018; Prada et al., 2022). They used the BEM to model micro- and

macroscales and transition between them in a upscaling manner. I got involved in one of the

initial steps of this project (Prada et al., 2018) before focusing on all-atom molecular models.
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6 OTHER WORKS I HAVE BEEN INVOLVED WITH DURING MY

PHD

During my PhD, I was able to participate and get involved in other projects, espe-

cially with the skills and knowledge gained modeling bone at the nanoscale. I describe a few of

them below.

6.1 3D Boundary Element Meshing for Multiscale Bone Anisotropic Analysis

“In this work, a multi-scale BEM mesh model of bone tissue ranging from the

nanoscale to the mesoscale is sought. A new nanoscale design which considers the hydroxya-

patite crystals inside, and outside the fibrils is developed. Furthermore, the fibrils are modelled

with reported elliptical cross sections. Additionally, a procedure to develop the BEM meshes

using multimedia software is proposed, based upon the similarities between them. Finally, sev-

eral meshes were created using triangular continuous elements(Prada et al., 2018).”

This work was part of Daniel Prada’s Master, an later PhD, thesis.

I highlight here that before focusing on the all-atom models for MD simulations, I

worked on the modeling of bone at the macroscale using the boundary element method.

6.2 Coarse-Grain Modeling of Polymer Hydrogels

“Reversible crosslinkers can enable several desirable mechanical properties, such as

improved toughness and self-healing, when incorporated in polymer networks for bioengineer-

ing and structural applications. In this work, we performed coarse-grained molecular dynamics

to investigate the effect of the energy landscape of reversible crosslinkers on the dynamic me-

chanical properties of crosslinked polymer network hydrogels.(Khare et al., 2024)”

In this work, I had my first contact with coarse-grain modeling, which is a simplified

version of MD simulations that allow the modeling of larger systems . This is important for my

future endeavors with multiscale modeling.

This work was part of Eesha Khare’s PhD thesis. Eesha is a dear friend, whom I

had the pleasure to work with while at MIT.
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6.3 Mechanical Properties of Plant Cell Walls

Plant cell walls (PCWs) is a biocomposite constituted usually of cellulose, hemicel-

lulose, lignin and water. It is responsible for the structural integrity of many plants and trees,

and gives wood its superior mechanical properties. We investigated the mechanical behavior of

PCWs at the nanoscale by performing MD simulations that resemble tensile and compression

tests, similar to those described in Chapters 3 and 4 for bones.

Figure 6.1 – Schematic visualization of the plant cell wall molecular model.

This work is part of Lucas N. Trentin’s PhD thesis, one of Prof. Skaf’s PhD students.
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