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Abstract. Various artificial lifting systems are used in the oil and gas industry. An example is the Electrical
Submersible Pump (ESP). When the gas flow is high, ESPs usually fail prematurely because of a lack of infor-
mation about the two-phase flow during pumping operations. Here, we develop models to estimate the gas flow
in a two-phase mixture being pumped through an ESP. Using these models and experimental system response
data, the pump operating point can be controlled. The models are based on nonparametric identification using
a support vector machine learning algorithm. The learning machine’s hidden parameters are determined with a
genetic algorithm. The results obtained with each model are validated and compared in terms of estimation
error. The models are able to successfully identify the gas flow in the liquid-gas mixture transported by an ESP.

1 Introduction

Different artificial lifting methods that ensure the flow of oil
through a production line are used in oil and gas production
systems to reduce production losses. One such method
involves the use of Electrical Submersible Pumps (ESPs),
which were developed in 1910 by Annals Arutunoff [1].
ESPs are centrifugal pumps that operate under multiphase
flow conditions and are positioned at the end of the produc-
tion piping. They are driven by a three-phase electric motor
and are suitable for use in wells with high-viscosity fluids,
high flow rates, high water content and a low gas-oil ratio.
To ensure smooth operation of the pump, the gas-oil ratio
should not exceed 10%. Exceeding this ratio can cause
pumping to stop because of a phenomenon known as
gas-lock, a major limitation of ESPs [2]. To avoid this phe-
nomenon and consequent pump failure, the percentage of
gas in the ESP when it is operating under multiphase flow
conditions (specifically a gas-liquid mixture) must be
known. One way to avoid the problem is by stopping the
pump or changing the pump operating conditions. Various
strategies for monitoring and analyzing the operation of
ESPs have also been developed in an attempt to circumvent
the gas-lock problem. A traditional approach is to use
ammeter charts, which can be used to identify operating
problems. By comparing an ammeter chart showing the
equipment operating normally and another recorded when
an inspection is being carried out, the state of the equip-
ment, during the inspection can be determined, as this is

* Corresponding author: dmartinez6280gmail.com

reflected in changes in the current during the measurement
period [1]. Another method for identifying a gas-lock is to
monitor the output flow from the pump so that the pump
can be turned off when there is no fluid in it [3]. Monitoring
of this kind, however, requires premature shutdown of the
pump, potentially reducing well productivity. Other strate-
gies that have been developed involve characterizing the
flow by analyzing signals from measuring instruments
installed in the pipeline [4] and studying the fluid frequency
response by measuring the vibration of the pump [5, 6].
However, these methods can suffer from drawbacks depend-
ing on where and how the instrumentation is installed in the
pipeline.

As the gas-lock phenomenon in this context is not well
understood and theoretical models are difficult to develop
because of the complexity of the process, experimental stud-
ies are required to enable a model to be developed that
allows the gas flow in these systems to be estimated. Such
a model would also provide a better understanding of the
real dynamics of the system of interest and be an important
tool for estimating and analyzing the behavior of the system
parameters and so preventing possible failures [7].

System identification is used to develop mathematical
models based on a data set obtained from the system of
interest. The methodology has been evolving for several
decades [8]. In the 90s new areas of interest were considered,
including system identification in the frequency domain,
leading to nonparametric identification, which is currently
widely used. The number of different methodologies being
used is increasing steadily.

One of these new methodologies is based on machine
learning, which involves various computational techniques
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that aim to increase the automation and efficiency of knowl-
edge acquisition processes through the use of data process-
ing. The main objective is to find the relationship between
the system variables (input/output) using samples acquired
from the system [9]. One of the many applications of
machine learning is the identification of linear and nonlinear
systems, a task at which Support Vector Machines (SVMs)
are known to be particularly efficient compared with other
learning methods [10]. Support Vector Machines are based
on the structural risk minimization principle, which origi-
nated from statistical learning theory and was proposed
by Vapnik. This principle has been shown to yield better
results than the principle of empirical risk minimization
used in neural networks [11].

In light of the increasing use of SVMs in different areas
of research, the new methodologies that have been devel-
oped in an attempt to improve the operation and perfor-
mance of SVMs and the good results obtained with these
algorithms, an SVM was used here as the basis of a method-
ology for identifying the gas flow in an ESP.

2 Optimization of SVMR parameters with
genetic algorithms

To develop a model that identifies the gas flow in an ESP
operating with a two-phase (liquid-gas) fluid from data
acquired directly from the system, a nonparametric identi-
fication method based on machine learning was developed.
Specifically, a Support Vector Machine for Regression
(SVMR) was used and the SVMR parameters were opti-
mized with Genetic Algorithms (GAs).

Support Vector Machines are learning systems based on
optimization tools that seek to minimize structural risk.
They use a hypothesis space of linear functions in a high-
dimensional space created by a kernel function. These
transformations can be used in various learning problems,
usually either classification or regression problems [12].

Support Vector Machine for Regression aims to esti-
mate a function f{z) where the output g will depend on
an input z;. Given a data approximation problem involving
a set of training data z;, 3 where x € R* and x € R, the
objective is to find a linear function f{(z) that is an approx-
imation to the system using a vector of minimum weights w,

fx) =(w-x)+b
=xTw+b
" (1)
= Z wWiXx; + b
=
where the training data sets are = = x1,25,---, =, and

Y = Y1,Y2, Y0, the weight vector is w = wy,wp, - w,
and b is the bias.

To achieve this objective, the vector w must be mini-
mized using the Euclidean norm |[|w||*>. The problem can
then be defined as the optimization problem

1
min — w] )

subject to

Wi = (w-x) +b)[ <& i=1,2,---,m 3)

or

{y,-—(<w'Xz>+b)S8, @
y— (w-x)+b) > .

The system loss function is estimated by the parameter
(&), which introduces a degree of tolerance when samples are
penalized. As the linear function f{z) may not be able to fit
all the training data, slack variables (&) and (£;) are added
to allow some errors subject to the following approximation
conditions:

{Yi_(<w'xi>+b)§8+fm (5)
yi— (w-x)+b) > —e+&.

Finally, the SVMR problem can be described by
equation (6), where the goal is to find w and b that mini-
mize w [13]:

min §|ul + €3 &+ &

vi—((w-x)+b)<e+§ (6)
subject toq y; — ((w-x;) +b) > —e+ &
éhé; 2 0

where C > 0 is the parameter that penalizes permissible
€ITors.

If the system is not linear, the training data x € X
belonging to space X must be mapped to a higher-dimen-
sion space [ using a function ¢ called a kernel:

¢: X—F. (7)

The problem discussed in this paper can be represented
by a nonlinear system, and the kernel used to perform
higher-dimensional mapping is a Gaussian function. The
parameter to be optimized with a GA is 6%, which determines
the width of the function. The kernel function is given by:

ox,x;)=e (%) (8)

Figure 1 shows an example of transformation of the
mapping space by the kernel function to a larger space
where the nonlinear system behaves as if it were linear.

Equation (6) can be solved using dual programming
[14]. The goal is to build an objective function by adding
a set of variables o; called Lagrange multipliers, where the
dual formulation is given by

max [—% _anl (Ofi - 0‘;) (O‘j - o‘;)d)(xi’xj)
ij=

—€ ; (oc,- + OC?) + ;yi(ai + O‘?):| . 9)

S (o — o) = 0

subject to¢ =1 (OC OCZ)

o, 00 € [0, C]
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Fig. 1. Mapping the vectors into higher-dimensional space.

After solving the dual problem the optimal decision is
given by

f(x) = Z (ot — o) (x1, x;) + b. (10)

i=1

Correct selection of the hidden parameters of an SVM
ensures that the models developed using the SVM perform
satisfactorily. The parameters are C, which determines the
curvature of the margin penalizing permissible errors, €,
which defines the insensitivity of the margin, and ¢, which
determines the width of the kernel function. In this article,
the use of a GA is proposed to search for the best hidden
parameters of the SVMR.

Genetic Algorithms provide a robust method for per-
forming searches and optimization. They mimic the evolu-
tionary processes of living things and can provide
solutions for a wide range of problems. Because of their
adaptability, GAs have been used by many researchers to
look for the hidden parameters of SVMRs for various prob-
lems [15, 16]. The flowchart of the GA used in this paper is
shown in Figure 2.

To find the best parameters (C, €,6%), the algorithm
must perform the following four steps. The first step con-
sists of creating a population of individual elements
pr={x-xt} or pf={(C,ec*) - (C,ea?),} that are
candidates for a possible solution. In the second step, the
adaptation of each of the individual elements to the prob-
lem being studied is measured using a fitness function. In
this particular case, the validation error of each of the mod-
els built with the SVMR is used as the fitness criterion, and
the objective function is given by

Fitness = max -1

€val
Myl 9 (11)
A #‘a] ; (f(xval)[ _yval)

where n,,; is the number of validation samples.

In the third step, the individuals that are better adapted
to the problem are selected. This is done by the roulette
method, which not only ensures a higher probability of bet-
ter-adapted individuals being selected, but also also allows
individuals that are less well adapted to the problem to

Gaussian
Kernel

s

l GA \
CGenerate apopulation of individuals)
C Generate fitness function )

C Select of individuals that are better adapted >

< Generate of copies of the fittest individuals )

( Sample using the roulette method algorithm )

( Generate of a population of descendants )
( Mutation J

C Insert the new individuals in the population of descendants)—

Fig. 2. Flowchart of the genetic algorithm.

be selected, helping to maintain the diversity of the popula-
tion of solutions and so avoid convergence to local minima.

In the fourth step, a crossover is performed between two
or more individuals selected in the previous stage (parents)
to generate descendants with part of the genetic material
from each parent. For the crossover to be performed, all
individuals must be coded in binary representation using



4 D.M. Martinez Ricardo et al.: Oil & Gas Science and Technology - Rev. IFP Energies nouvelles 73, 29 (2018)

the same number of bits for each parameter [e.g.,
P=(C, € ) =(243) — Py = (0010 0100 0011)].
Hence, if a parameter is represented by b bits, the genome
size is [ = 3b. In the crossover process, a random point k is
selected and the bits to the right of this are swapped
between the parents to create descendants [e.g., if the par-
ents are P; = (0010 0100 0011) and P, = (0101 0001
1111), then for k = 5 we have S; = (0010 0001 1111) and
S, = (0101 0100 0011) as descendants|. This crossover pro-
cess is repeated until the population of descendants is the
same size as the initial population. The algorithm includes
a final step called the mutation operator that is intended
to maintain population diversity. This operator randomly
selects some of the individuals generated and performs a
mutation in their genomes by changing one bit at random
[e.g., a selected individual S = (0010 0001 1111) becomes
Smutate = (0010 0001 1011) after the mutation]. The above
steps are repeated until the stop condition is satisfied.

3 Results

An SVMR was used to develop a nonparametric black-box
model for identifying the gas flow in a J200N ESP based on
different characteristic system parameters. Casing vibra-
tion, total flow, torque and elevation were used as inputs,
and a graphical representation of estimated gas flow in
the ESP was used as output, since these are the data that
are available in the ESP circuit tests. Several experiments
were performed in the ESP test circuit in the LABPETRO
laboratory at Unicamp using the initial operating condi-
tions in Table 1. The ESP system was tested at 1800 rpm
and 3000 rpm with manometric inlet pressures of 100 bar
and 200 bar, respectively, and gas flows of 0-3 kg h™".

After the data used to estimate the model parameters
had been acquired, the signals were post-processed. This
is necessary because the acquired ESP casing vibration sig-
nals contain noise and are difficult to predict in the time
domain even though the initial test-circuit conditions are
known. A spectral representation of the signals was there-
fore used so that they could be characterized by their power
spectral density. This was done with a finite Fourier trans-
form and the autocorrelation function, a technique typically
used to analyze measurement signals when working with
digital equipment and discrete algorithms, as in this case
[17].

After the spectral representation had been generated,
the autocorrelation of the power spectral density was calcu-
lated for specific positive frequencies corresponding to the
pump speeds and their respective multiples. For example,
for a pump speed of 1800 rpm, the frequencies evaluated
were 30, 60, 90 and 120 Hz, as these are the frequencies
at which there are significant changes in the spectral repre-
sentation when the gas flow in the ESP changes. In this
way, a new set of data is acquired that can be used as inputs
in the system identification. The patterns of the spectral
representations of the signals associated with the casing
vibration variable can be seen in Figure 3.

Ten different models were built using a variety of signals
as input, and once the parameters had been estimated the

Table 1. ESP test-circuit configuration for data
acquisition.
Test Pump speed Inlet pressure Gas flow
(rpm) (bar) (kg h™h)
1 1800 100 0
1
200 2
3
2 3000 100 0
1
200 2
3

models were tested. The different sets of training samples
used for each model are shown in Table 2. The objective
of these 10 sets is to be able to select as input the best com-
bination of the data acquired from the test system to be
able to identify the gas flow in the EPS and thus obtain
models that represent the variations of the percentage of
gas in the pump.

Having defined and acquired the model inputs and out-
puts, we used a genetic algorithm to estimate the best
parameters (C, €, ¢°) and so identify the most representa-
tive model for each set of training samples. Various tests
were performed for each of the ten models in Table 2.
The configuration of the GA for each of the tests is shown
in Table 3.

The results of the tests with each of the models using the
GA configurations in Table 3 are shown in Table 4. Selec-
tion of the parameters to be used with the SVMR was based
on analysis of the Mean Square Error (MSE) and autocor-
relation coefficient. The parameters that yielded the lowest
MSE and highest autocorrelation coefficient were selected
and then used in the model to predict the ESP gas flow.
Table 4 shows the configurations of the GA that yielded
the best results and the corresponding SVMR. parameters,
MSE and autocorrelation coefficient for each model.

Once the input and output data for each model have
been acquired and the SVMR parameters have been esti-
mated by the GA, the gas flow in the ESP can be estimated
using different characteristic system parameters. The power
of generalization of each model was determined by measur-
ing the performance of the model with a data set not
included in the training data used to build the model. This
test data set corresponded to 20% of the total data used and
the rest of the data is used for training [18].

To evaluate the ten SVMR models, the actual gas flow
was compared with the gas flow predicted by each model.
For each of the four flows, a mean was estimated for all
the test samples and the MSE was calculated for each
model so that their performance could be compared. Table 5
shows the gas flows estimated by the SVMR models and the
corresponding MSE.

To evaluate the performance of the models, the gas
flows estimated by each model were compared. Figure 4
shows the flows estimated by each of the models for actual
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Patterns of the spectral representation
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Fig. 3. Patterns of the spectral representation of casing vibration.

Table 2. Input and output data used with each model.

250

Table 4. Selected SVMR parameters.

Model Input Output

1 Spectral representation of the ESP Gas flow
vibration signal and total flow

2 Spectral representation of the ESP Gas flow
vibration signal and torque

3 Spectral representation of the ESP Gas flow
vibration signal and elevation

4 Total flow and torque Gas flow

5 Total flow and elevation Gas flow

6 Torque and elevation Gas flow

7 Spectral representation of the ESP Gas flow
vibration signal

8 Total flowl Gas flow

9 Torque Gas flow

10  Elevation Gas flow

Table 3. Configuration of the genetic algorithm in each

test.

Config Tter® Ind® Genes® Prossd Pt
1 100 10 10 50 10

2 500 10 10 50 10

3 1000 10 10 50 10

4 100 100 10 40 20

5 500 100 10 40 20

6 1000 10 10 40 20

7 1000 100 10 60 10

8 50 10 10 60 10

* No of iterations.

> No of individuals.

¢ No of genes.

4 Probability of crossing.
¢ Probability of mutation.

SVMR, parameters

Model GA> C o2 € MSE? r°

1 7 20.698  0.127 0.0011 0.0183 0.98
2 7 15.934  0.125 0.0022 0.0844 0.93
3 3 473.793  0.345 0.0745 0.1023 0.89
4 2 547.638 30.990 0.0078 0.0761 0.96
5 4 14.322  1.667 1.6673 0.0027 0.99
6 2 55.237  2.193 0.0170 0.0582 0.95
7 4 4.061 0.463 0.0924 0.0227 0.98
8 4 8.756 30.857 0.2394 0.9309 0.59
9 6 777.785 31.495 0.2435 0.1610 0.83
10 7 903.983  1.226 0.2381 0.4413 0.71

* GA configuration.
" Training MSE.
¢ Autocorrelation coefficient.

flows of 0-3 kg h™'. These results show that all the models
have a good power of generalization but that the model
with the best power of generalization is model 5, which is
based on total flow and elevation. The gas flow estimated
with this model has the lowest error of all the models.

The model chosen to predict the gas flow in the ESP
was the model with the lowest MSE and highest autocorre-
lation coefficient.

The results in Table 6 show that model 5, which uses
total flow and elevation as input parameters, yielded the
best results (MSE = 0.003 and autocorrelation coeffi-
cient = 0.997) and that the experimental data provided
good information about changes in the gas flow in the
pump, as the errors in the predicted values are small for
most of the models. The findings also show that when the
training data is of poor quality, the models do not
produce good estimates.
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Table 5. Gas flow estimated by each SVMR model. 0 [kg/h] gas flow estimation
Gas flow 07
Actual estimated by 06
Model gas flow the SVMR model MSE 05
1 0 0.0414 0.0195 x 04
1 0.8545 0.0370 = os
2 1.9475 0.0115 S o2
3 3.0507 0.0028 01 ' l J l
2 0 —0.0659 0.0109 o B 0 -
1 1.2977 0.2408 01 7t AT
2 1.8109 0.0388 Modd
3 2.9372 0.0142 L
3 0 0.1596 0.0395 1 fg/i] gas;thosrestimation
1 1.1705 0.1425 16
2 1.6571 0.1714 14
3 3.0024 0.0001 12
4 0 0.2242 0.1019 32 os
1 1.2975 0.1124 & o6
2 2.1347 0.0409 04
3 2.9210 0.0062 02
5 (1) 882;2 ggggg ° 1 2 3 4 5 6 7 8 9 10
2 2.0020 0.0006 Model
3 2.9639 0.0020 P
6 0 0.0910 0.0658 2 [ke/h] gas flow es
1 0.7639 0.0994 35
2 1.7985 0.0541 3
3 3.0206 0.0009 5 2
7 0 0.1486 0.0226 S 2
1 1.0421 0.0474 8
2 1.9836 0.0002 1
3 2.9975 0.0069 05
8 0 0.6648 1.1373 L, s 4 s 6 7 8 o 1
1 1.0858 0.2538 Model
2 3.2097 1.9340
3 2.7668 0.054 3 [kg/h] gas flow estimation
9 0 0.2432 0.0591
1 1.1819 0.2356 s
2 1.8475 0.209 :
3 2.7749 0.0513 : "2
10 0 0.3933 0.2680 3 s
1 1.5125 0.4626 S
2 1.8016 0.1280 os
3 2.2531 0.7857 )
1 2 3 4 5 6 7 8 9 10

Model

Fig. 4. Gas flow estimates for each model.
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Table 6. MSE and autocorrelation coefficient of the
SVMR models.

Model MSE Autocorrelation coefficient
1 1.84E % 0.985
2 6.16E"2 0.954
3 0.102 0.896
4 0.076 0.967
5 0.0027 0.997
6 0.058 0.957
7 0.022 0.983
8 0.930 0.597
9 0.161 0.830
10 0.441 0.710

4 Conclusion

We have proposed different nonparametric VSMR models
for estimating the gas flow in an ESP. The models use
experimental vibration, total-flow, torque and elevation
data collected from the pump and pipe system.

The hidden parameters of the SVMR were estimated
using a GA, thus ensuring that the models have good power
of generalization and, in turn, perform well. This was con-
firmed by testing the models with data that were not used
during training. The models can be used to solve the
problem of premature failure due to high gas flow in ESP
systems. This problem arises because of insufficient infor-
mation about the multiphase nature of the flow in the
pump and can be easily avoided just by changing the pump
operating conditions.

One of the most significant findings of this study is that
total flow and elevation yielded the most accurate estimates
of gas flow, as the models using these parameters had the
lowest MSE (0.003) and highest autocorrelation coefficient
(0.997).
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