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Abstract

In this thesis we consider two main problems. The first problem concerns extensions between
simple modules for current algebras associated to complex, simple, finite-dimensional Lie algebras.
To begin, we compute 1-extensions between finite-dimensional simple modules, partially recovering
a result due to Kodera. Then we develop a technique aimed to compute higher extensions, and
which we use to compute 2-extensions between certain simple modules. Finally we prove that
cohomology groups of current algebras are isomorphic to the cohomology groups of its underlying
simple Lie algebra, a result stated by Feigin. This part of the thesis arises from collaboration with
B. Boe, C. Drupieski and D. Nakano.

The second problem is concerned with the study of certain classes of modules for hyper algebras
of current algebras. In the case that the underlying Lie algebra is simply laced, we show that local
Weyl modules are isomorphic to certain Demazure modules, extending to positive characteristic
a result due to Fourier-Littelmann. More generally, we extend a result of Naoi by proving that
local Weyl modules admit a Demazure flag, i.e., a filtration with factors isomorphic to Demazure
modules. Using this, we prove a conjecture of Jakelić-Moura stating that the character of local
Weyl modules for hyper loop algebras are independent of the (algebraically closed) ground field.

Keywords: Lie algebras, Homological Algebra, Representation Theory
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Resumo

Nesta tese nós estudamos dois problemas principais. O primeiro problema aborda extensões
de módulos para álgebras de corrente associadas a álgebras de Lie simples, complexa e de dimen-
são finita. Primeiro nós calculamos 1-extensões entre módulos simples de dimensão finita dessas
álgebras, recuperando parcialmente um resultado de Kodera. A seguir nós desenvolvemos uma
técnica para calcular extensões mais altas entre módulos simples, com a qual nós calculamos certas
2-extensões. Por fim nós mostramos que os grupos de cohomologia da álgebra de corrente são iso-
morfos aos da álgebra de Lie simples associada a ela, confirmando uma afirmação de Feigin. Essa
parte da tese foi desenvolvida em colaboração com B. Boe, C. Drupieski e D. Nakano.

O segundo problema aborda uma certa classe de módulos para hiperálgebras de álgebras de
corrente. Quando a álgebra de Lie a qual a álgebra de corrente é associada é de tipo ADE, nós
mostramos que módulos de Weyl locais são isomorfos a certos módulos de Demazure, estendendo
para característica positiva um resultado de Fourier-Littelmann. Em geral, nós estendemos um
resultado de Naoi, provando que módulos de Weyl locais admitem uma bandeira de Demazure,
i.e., uma filtração cujos fatores são isomorfos a módulos de Demazure. Usando esse resultado, nós
provamos uma conjectura de Jakelić-Moura que afirma que o caracter dos módulos de Weyl locais
para hiperálgebras de laços são independentes do corpo base, desde que este seja algebricamente
fechado.

Palavras-chave: Álgebras de Lie, Teoria de Representações, Álgebra Homológica
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Introduction

The main theme of this thesis is representation theory of infinite-dimensional Lie algebras. This
topic is related to research areas in geometry and algebra which have been attracting a great deal of
attention lately, such as quantum groups, crystal basis, character theory, Kazhdan-Lusztig theory,
categorification, flag varieties and quiver varieties.

This thesis is composed by two main projects. On the first one we study extensions between
simple modules for current algebras. We develop a general machinery to approach this and similar
problems, and compute Extn

g[t](L1, L2) for simple g[t]-modules L1, L2 depending on n and on g.
This topic is closely related to recent works of Kodera [Kod10] and Neher-Savage [NS11].

On the second one we study a relationship between local Weyl modules and Demazure modules
for hyper algebras of current algebras. We prove a conjecture of Jakelić-Moura [JM07] stating that
the character of local Weyl modules for hyper loop algebras are independent of the (algebraically
closed) ground field. This is closely related to a conjecture posed by Chari-Pressley [CP01].

In the following paragraphs each of these topics will be explained in more detail.

Background

Given a Lie algebra it is interesting to describe its simple and indecomposable modules, their
characters, and extensions between them. If g is a finite-dimensional semisimple Lie algebra over C,
then the category of finite-dimensional g-modules is semisimple. It means that all of its modules are
completely reducible, or that any extension between its modules is isomorphic to their direct sum.
In particular, finite-dimensional indecomposable g-modules are simple and they are parametrized
by the infinite set of dominant weights associated to g. There is a description of these finite-
dimensional simple g-modules via generators and relations, and their characters can be computed
using Weyl’s character formula.

Given an algebraically closed field F of characteristic p > 0 and a connected, simply connected,
semisimple algebraic group GF over F of the same Lie type as g, the category of finite-dimensional
GF-modules is equivalent to that of the hyper algebra UF(g). A hyper algebra UF(a) is a Hopf
algebra associated to a Lie algebra a, similar to its universal enveloping algebra, and obtained from
it by first choosing a certain Z-form and then changing scalars from Z to F. Thus, in particular,
they provide a way to pass from a category of modules for a Lie algebra over C to its analog
over F. This process is known as reduction modulo p. The category of finite-dimensional GF-
modules (or equivalently, of finite-dimensional UF(g)-modules) is not semisimple, and the modules
obtained by reduction modulo p of simple g-modules - called Weyl modules - provide examples of
indecomposable, reducible modules. Finite-dimensional simple GF-modules are also parametrized
by the set of dominant weights, but their characters are not known in general. Weyl modules, on
the other hand, not only have a description via generators and relations, but their characters can
also be computed using Weyl’s character formula.

Associated to every finite-dimensional semisimple Lie algebra g over C there is an untwisted
affine Kac-Moody Lie algebra ĝ. It can be realized as the semi-direct product of a central extension
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BACKGROUND 2

g̃ ⊕ Cc of the loop algebra g̃ = g ⊗ C[t, t−1] and a derivation d of g̃ ⊕ Cc (cf. [Kum02, 13.1]).
Its importance is more noticeable in mathematical physics due to its relation to conformal field
theory. A well studied category of ĝ-modules, category O, is not semisimple, and the study of
extensions of modules in O has been a very interesting topic of research. Similar to the case
of finite-dimensional g-modules, simple modules in O are also parametrized by an infinite set, of
dominant weights associated to ĝ, they can also be described by generators and relations, and their
characters are given by Weyl-Kac’s character formula. However, nontrivial simple modules in O
are infinite-dimensional (cf. [Kum02, Chapter 2]).

In [GL76], Garland-Lepowsky computed the cohomology of the subalgebra g⊗ tC[t] ⊂ ĝ, with
coefficients in certain simple ĝ-modules. Their result for g ⊗ tC[t] is similar to Kostant’s Theorem
on the cohomology of the nilpotent radical of a finite-dimensional semisimple Lie algebra.

In [Kod10], Kodera described 1-extensions between finite-dimensional simple modules for gen-
eralized current algebras, that is Lie algebras of the form (g⊗A) with A being a finitely generated
commutative C-algebra. Higher cohomology and higher extensions of these algebras have not been
studied in general. However, they are of interest - they describe invariants of these algebras, such
as deformations and outer automorphisms, besides parametrizing extensions. In [FGT08], Fishel-
Grojnowski-Teleman calculated Hn(g ⊗ C[t]/(ts),C) and proved, in particular, that as a C-module
it is isomorphic to Hn(g,C)⊗s. More recently, Chari-Khare-Ridenour [CKR12] calculated higher
extensions between certain finite-dimensional graded simple modules for truncated current algebras
of the form g ⊗ (C[t]/(t2)) in terms of homomorphisms of g-modules. The calculation of higher
extensions of generalized current algebras is the subject of our first chapter.

As we pointed out above, nontrivial simple ĝ-modules are not finite-dimensional. This brings us
to consider the loop algebra g̃, which admits nontrivial finite-dimensional modules. The category
of finite-dimensional g̃-modules is not semisimple, and Chari-Pressley described its simple modules
as tensor products of evaluation modules in [CP86]. They also introduced [CP01] global and
local Weyl modules for affine Kac-Moody Lie algebras and loop algebras, in addition to defining
Weyl modules for the quantum loop algebra Uq(g̃) as integrable modules given via generators and
relations. Moreover, in this latter paper, they conjectured that local Weyl modules were isomorphic
to the limit q → 1 of irreducible quantum Weyl modules, and proved it in the case ĝ ∼= ŝl2.

Chari-Pressley’s conjecture boils down to the calculation of characters of local Weyl modules
for loop algebras. After the works of Chari-Loktev on ŝln [CL06], Feigin-Loktev on generalized
current algebras [FL04] and Fourier-Littelmann on the relation between Demazure and local Weyl
modules for current algebras g⊗C[t] [FL07], Naoi completed a proof of Chari-Pressley’s conjecture
in [Nao12]. Using a certain decomposition of tensor products of Demazure crystals proved by
Joseph [Jos03], Naoi extended the work of Fourier-Littelmann, showing that any local Weyl module
for the current algebra g ⊗ C[t] admits a filtration whose factors are Demazure modules.

It was pointed out by Nakajima that Chari-Pressley’s conjecture could be deduced from global
basis theory. His proposed proof remains unpublished, and a brief sketch is given in the introduction
of [FL07]. In the particular case when g is non simply laced, the relation between local Weyl
modules and Demazure modules given by [Nao12] also depends on the theory of global basis,
although in a different manner than Nakajima’s proposed proof.

In analogy with finite-dimensional simple Lie algebras, one can consider hyper algebras of
certain generalized current algebras over F (cf. [Gar78, Mit85, Cha13]). Jakelić-Moura studied
the category of finite-dimensional modules for hyper algebras of loop algebras UF(g̃), and they
defined local Weyl modules for these algebras [JM07]. They also conjectured that the character
of these Weyl modules is the same as their characteristic zero counterparts, a conjecture which is
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similar to that of Chari-Pressley (cf. [JM07, Conjecture 4.7.(a)]). The study of finite-dimensional
UF(g̃)-modules and the proof of Jakelić-Moura’s conjecture is the subject of our second chapter.

Results of the first project

The main goal of the first chapter of this thesis is to develop techniques to compute extensions
of modules for current algebras. In the first section, we set up the necessary notation and state
some basic facts used throughout the chapter. In Subsection 1.2.1 we compute 1-extensions between
any finite-dimensional simple modules for current and loop algebras. It partially recovers in a very
neat way results obtained by Kodera [Kod10]. Afterwards, we start working on higher extensions
and obtaining previously unknown results. In Subsection 1.2.2 we compute n-extensions between
two finite-dimensional simple modules for the current algebra g[t] = g ⊗ C[t] which are supported
at the same point. In Subsection 1.2.3 we compute 2-extensions between non-isomorphic, finite-
dimensional, simple modules for the current algebra supported at the same points.

The third section is devoted to fill in the gap left in Subsection 1.2.3, namely we want to
compute Ext2

g[t](V, V ) where V is a finite-dimensional simple g[t]-module supported at a pair of
points a, b ∈ C. In fact we first reduce the computation of Ext2

g[t](V, V ) to the explicit description
of H2(g ⊗ I,C), with I = (t − a)(t − b) ⊂ C[t], as a module for g × g. In Subsection 1.3.2 we set
up a spectral sequence to compute higher cohomologies of a truncation of g ⊗ I. The reason why
we truncate g ⊗ I is explained in Subsection 1.3.3 by the non-convergence of a different spectral
sequence. In Subsection 1.3.4 we relate the cohomology of a truncation of g ⊗ I to that of a
truncation of g ⊗ tC[t], and in Subsection 1.3.5 we compute the second cohomology of the latter
one. In Subsection 1.3.6 we recall some notation used in [GL76], and some of its results. We also
compute particular examples of Garland-Lepowsky’s results which will be useful for our calculations.
In Subsection 1.3.7 we prove that the cohomology of the current algebra is isomorphic to that of
the underlying semisimple Lie algebra, a claim which was made (but not proved) by Feigin [Fei80].
These results come together in Subsection 1.3.8 where we explicitly compute the second cohomology
of a truncation of g⊗I. The consequences of this description to the cohomology of g⊗I are drawn in
Subsection 1.3.9, where certain composition factors of H2(g⊗ I,C) are described. This description
gives us an explicit reason for the non-convergence of the spectral sequence of Subsection 1.3.3. In
Subsection 1.3.10, we state a conjecture related to the second cohomology of sl2 ⊗ I, then partially
fill in the gap left in Subsection 1.2.3, and explain how far we are from the actual proof.

Results of the second project

The goal of the second chapter is to extend the results of [FL07,Nao12] to positive characteris-
tic and prove the conjecture of [JM07]. Due to extra technical difficulties which arise when dealing
with hyperalgebras in positive characteristic, there are several differences between our proofs and
those of Chari-Presley’s conjecture. For instance, in proving the existence of Demazure flags, some
of the tricks used in [Nao12] do not admit a hyperalgebra analogue. Our approach to overcoming
these issues actually makes use of the characteristic zero version of the same statements which
were proved in [FL07,Nao12]. We also need to use the fact proved in [Mat88,Mat89], which is
that the characters of Demazure modules do not depend on the ground field. Our proofs require
different presentations of these modules in terms of generators and relations. Technical issues for
proving one of these presentations in the hyperalgebra context when g is of type G2 imposed that
we restrict ourselves to characteristic at least 5 in that case. Outside type G2, there is no restriction
in the characteristic of the ground field.
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The second chapter is organized as follows. We start Subsection 0.1 by fixing the notation
regarding finite and affine Kac-Moody algebras and reviewing the construction of certain hyper-
algebras. Next, using generators and relations, we define Weyl modules for hyper loop algebras,
their graded analogues for hyper current algebras, and we delineate a useful subclass of the class of
Demazure modules. We then state our main result, Theorem 2.1.2, and recall the precise statement
(2.1.4) of the conjecture in [JM07]. Theorem 2.1.2 is stated in three parts. Part (a) extends to
positive characteristic the isomorphism between local graded Weyl modules and Demazure modules
for current algebras g[t] with simply laced g. Part (b) extends to positive characteristic the exis-
tence of Demazure flags for local graded Weyl modules for the current algebra. Part (c) establishes
an isomorphism between local graded Weyl modules for current algebras and a twist of certain
local graded Weyl modules for hyper loop algebras by regarding the latter as modules for the hyper
current algebra.

In Section 2.2 we fix some further notation and establish a few technical results needed in
the proofs. Subsection 2.3.1 brings a review of the finite-dimensional representation theory of the
finite type hyperalgebras which we will need, while Subsection 2.3.2 gives a very brief account of
the relevant results from [JM07]. The local graded Weyl modules for hyper current algebras are
introduced in Subsection 2.3.3. The main results of this subsection are Corollary 2.3.12, which
proves that the local graded Weyl modules for g[t] admit integral forms, and Theorem 2.3.13,
which establishes the basic properties of the category of finite-dimensional graded modules for
hyper current algebras. Assuming Theorem 2.1.2 (b), we prove (2.1.4) in Subsection 2.3.4. The
proof makes use of the version of Theorem 2.1.2 in characteristic zero as well as [Nao12, Corollary
A] (Proposition 2.3.15). In Subsection 2.3.5 we prove a second presentation of Demazure modules
in terms of generators and relations, essentially by replacing a highest-weight generator by a lowest-
weight one. This is the presentation which allows us to use results of [Mat88, Mat89] about the
independence of the characters of Demazure modules from the ground field.

In the first three subsections of Section 2.4 we collect the results of [Jos03, Jos06] on crystal
and global basis which we need to prove Theorem 2.4.5 which is an integral analogue of [Nao12,
Corollary 4.16]. That shows the existence of higher level Demazure flags for Demazure modules
when the underlying simple Lie algebra g is simply laced. We remark that the proof of Theorem
2.4.5 is the only one in which the theory of global basis is used. We further remark that, in order
to prove Theorem 2.1.2 (b), we only need the statement of Theorem 2.4.5 for g of type A. It is
interesting to observe that the only other proof relying on quantum groups is that of Theorem 2.1.2
(c) in characteristic zero (see [FL07, Lemma 1, Lemma 3, Equation (15)]).

Theorem 2.1.2 is proved in Section 2.5. In particular, in Subsection 2.5.2 we prove a positive
characteristic analogue of [Nao12, Proposition 4.1], which provides a third presentation of De-
mazure modules in terms of generator and relations in the case that g is not simply laced. This is
where the restriction on the characteristic of the field in the case of G2 appears. Parts (b) and (c)
of Theorem 2.1.2 are proved in Subsections 2.5.3 and 2.5.4, respectively. They also hold for g of
type G2 if we assume that we can extend the results in Subsection 2.5.2 to this case.



CHAPTER 0

Notation

In this chapter we fix some notation to be used throughout the entire thesis.

0.1. Finite type data

Let g be a finite-dimensional simple Lie algebra over C with a fixed Cartan subalgebra h ⊂ g.
The associated root system will be denoted by R ⊂ h∗. We fix a simple system ∆ = {αi : i ∈ I} ⊂ R
and denote the corresponding set of positive roots by R+. The Borel subalgebra associated to R+

will be denoted by b+ ⊂ g and the opposite Borel subalgebra will be denoted by b− ⊂ g. We fix
a Chevalley basis of the Lie algebra g consisting of x±

α ∈ g±α, for each α ∈ R+, and hi ∈ h, for
each i ∈ I. We also define hα ∈ h, α ∈ R+, by hα = [x+

α , x
−
α ] (in particular, hi = hαi

, i ∈ I) and
set R∨ = {hα ∈ h : α ∈ R}. Let ( , ) denote the invariant symmetric bilinear form on g such that
(hθ, hθ) = 2, where θ is the highest root of g. Let ν : h → h∗ be the linear isomorphism induced by
( , ) and keep denoting by ( , ) the non degenerate bilinear form induced by ν on h∗. Notice that

(0.1.1) (x+
α , x

−
α ) =

2
(α, α)

for all α ∈ R+

and

(0.1.2) (α, α) =

{
2, if α is long,
2/r∨, if α is short,

where r∨ ∈ {1, 2, 3} is the lacing number of g. For notational convenience, set

(0.1.3) r∨
α =

2
(α, α)

=

{
1, if α is long,
r∨, if α is short.

We shall need the following fact [Car72, Section 4.2]. Given α ∈ R, let xα = x±
±α according to

whether α ∈ ±R+. For α, β ∈ R let m = max{n : β − nα ∈ R}. Then, there exists ε ∈ {−1, 1}
such that

(0.1.4) [xα, xβ ] = ε(m+ 1)xα+β .

The weight lattice is defined as P = {λ ∈ h∗ : λ(hα) ∈ Z,∀ α ∈ R}, the dominant weights are
P+ =

{
λ ∈ P : λ(hα) ∈ N,∀ α ∈ R+

}
, the coweight lattice is P∨ = {h ∈ h : α(h) ∈ Z,∀ α ∈ R},

and the dominant coweights are P∨+ =
{
h ∈ P∨ : α(h) ∈ N,∀ α ∈ R+

}
. The fundamental weights

will be denoted by ωi, i ∈ I. The root lattice of g will be denoted by Q and we let Q+ = Z≥0R
+.

We consider the usual partial order on h∗: µ ≤ λ if and only if λ − µ ∈ Q+. The Weyl group of
g, denoted W, is the subgroup of AutC(h∗) generated by the simple reflections si, i ∈ I, defined by
si(µ) = µ− µ(hi)αi for all µ ∈ h∗. As usual, w0 will denote the longest element in W.

5



0.2. AFFINE TYPE DATA 6

0.2. Affine type data

Consider the loop algebra g̃ = g⊗C[t, t−1], with Lie bracket given by [x⊗tr, y⊗ts] = [x, y]⊗tr+s,
for any x, y ∈ g, r, s ∈ Z. We identify g with the subalgebra g⊗1 of g̃. The subalgebra g[t] = g⊗C[t]
is the current algebra of g. If a is a subalgebra of g, let ã = a ⊗ C[t, t−1] and a[t] = a ⊗ C[t]. Let
also a[t]± := a ⊗ (t±1C[t±1]). In particular, as vector spaces,

g̃ = ñ− ⊕ h̃ ⊕ ñ+ and g[t] = n−[t] ⊕ h[t] ⊕ n+[t].

The affine Kac-Moody algebra ĝ is the 2-dimensional extension ĝ := g̃ ⊕ Cc⊕ Cd of g̃ with Lie
bracket given by

[x⊗ tr, y ⊗ ts] = [x, y] ⊗ tr+s + r δr,−s (x, y) c, [c, ĝ] = {0}, and [d, x⊗ tr] = r x⊗ tr

for any x, y ∈ g, r, s ∈ Z. Observe that the derived subalgebra ĝ′ = [ĝ, ĝ] = g̃ ⊕ Cc, and we have a
non split short exact sequence of Lie algebras 0 → Cc → ĝ′ → g̃ → 0.

Set ĥ
′
= h ⊕ Cc. Notice that g, g[t], and g[t]± remain subalgebras of ĝ. Set

ĥ = h ⊕ Cc⊕ Cd, n̂± = n± ⊕ g[t]±, and b̂
±

= n̂± ⊕ ĥ.

The root system, positive root system, and set of simple roots associated to the triangular de-
composition ĝ = n̂− ⊕ ĥ ⊕ n̂+ will be denoted by R̂, R̂+ and ∆̂ respectively. Let Î = I ⊔ {0}

and h0 = c − hθ, so that {hi : i ∈ Î} ∪ {d} is a basis of ĥ. Identify h∗ with the subspace
{λ ∈ ĥ

∗
: λ(c) = λ(d) = 0}. Let also δ ∈ ĥ

∗
be such that δ(d) = 1 and δ(hi) = 0 for all i ∈ Î

and define α0 = δ − θ. Then, ∆̂ = {αi : i ∈ Î}, R̂+ = R+ ∪ {α + rδ : α ∈ R ∪ {0}, r ∈ Z>0},
ĝα+rδ = gα ⊗ tr, if α ∈ R, r ∈ Z, and ĝrδ = h ⊗ tr, if r ∈ Z \ {0}. Observe that α(c) = 0 for
all α ∈ R̂. A root γ ∈ R̂ is called real if γ = (α + rδ) with α ∈ R, r ∈ Z, and imaginary if
γ = rδ with r ∈ Z \ {0}. Set x±

α,r = x±
α ⊗ tr, hα,r = hα ⊗ tr, α ∈ R+, r ∈ Z, and observe that

{x±
α,r, hi,r : α ∈ R+, i ∈ I, r ∈ Z} is a basis of g̃. Given α ∈ R+ and r ∈ Z>0, set x+

±α+rδ = x±
α,r,

x−
±α+rδ = x∓

α,−r and h±α+rδ = [x+
±α+rδ, x

−
±α+rδ] = ±hα + rr∨

αc.

Define also Λi ∈ ĥ
∗
, i ∈ Î, by the requirement Λi(d) = 0,Λi(hj) = δij for all i, j ∈ Î. Set

P̂ = Zδ ⊕ (⊕
i∈Î

ZΛi), P̂+ = Zδ ⊕ (⊕
i∈Î

NΛi), P̂ ′ = ⊕
i∈Î

ZΛi, and P̂ ′+ = P̂ ′ ∩ P̂+. Notice that

Λ0(h) = 0 iff h ∈ h ⊕ Cd and Λi − ωi = ωi(hθ)Λ0 for all i ∈ I.

Hence, P̂ = ZΛ0 ⊕P⊕Zδ. Given Λ ∈ P̂ , the number Λ(c) is called the level of Λ. Since α(c) = 0 for
all α ∈ R̂, the level of Λ depends only on its class modulo the root lattice Q̂. Set also Q̂+ = Z≥0R̂

+

and let Ŵ denote the affine Weyl group, which is generated by the simple reflections si, i ∈ Î.
Denote by W 1

a the subset of Ŵ consisting of minimal length left coset representatives of elements
in the quotient W\Ŵ. Finally, observe that {Λ0, δ} ∪ ∆ is a basis of ĥ

∗
.



CHAPTER 1

Extensions for current algebras

1.1. Preliminaries

1.1.1. Notation. Let A be a finitely-generated commutative C-algebra, and let g⊗A be the Lie
algebra with underlying vector space g⊗A and with Lie bracket defined by [x⊗a, y⊗b] = [x, y]⊗ab.
Let MaxSpecA be the set of maximal ideals in A. Given m ∈ MaxSpecA, let evm : g ⊗ A → g be
the Lie algebra homomorphism induced by the natural map A → A/m ∼= C. Given a g-module V ,
let ev∗

m V be the g ⊗ A-module obtained by pulling back the g-module structure map for V along
evm. For all m,m′ ∈ MaxSpecA, one has ev∗

m V (0) ∼= ev∗
m′ V (0) as g ⊗A-modules.

1.1.2. Irreducible modules. Let P be the set of finitely-supported functions from MaxSpecA
to P+, that is, the set of functions π : MaxSpecA → P+ such that π(m) = 0 for all but finitely
many m ∈ MaxSpecA. Then there exists a bijection between P and the set of isomorphism classes
of finite-dimensional irreducible g ⊗ A-modules, which associates to π ∈ P the isomorphism class
of the g ⊗ A-module V(π) :=

⊗
m∈MaxSpec A ev∗

m V (π(m)), where the factors in the tensor product
are taken with respect to some arbitrary fixed ordering on MaxSpecA. Note that there are only
finitely-many nontrivial factors in the tensor product because π(m) = 0 for all but finitely many
m ∈ MaxSpecA, and that different orderings of the factors in the tensor product yield isomorphic
modules.

Recall the involution λ 7→ λ∗ on P+ defined by λ∗ = −w0λ, where w0 is the longest element
in the Weyl group W. Given π ∈ P, define π∗ ∈ P by π∗(m) = π(m)∗. Then the dual module
V(π)∗ = HomC(V(π),C) is isomorphic as a g ⊗A-module to V(π∗).

1.2. Extensions between simple modules

1.2.1. Ext1. Let π, π′ ∈ P. Our goal is to compute the space Ext1
g⊗A(V(π),V(π′)). First,

since π and π′ are finitely-supported, there exist distinct maximal ideals m1, . . . ,mn ∈ MaxSpecA
such that π(m) = 0 = π′(m) if m /∈ {m1, . . . ,mn}. Then we can write V(π) =

⊗n
i=1 ev∗

mi
V (π(mi))

and V(π′) =
⊗n

i=1 ev∗
mi
V (π′(mi)). For brevity, set πi = π(mi) and π′

i = π′(mi).

Set I = m1m2 · · ·mn. Then g⊗ I is an ideal in g⊗A that annihilates both V(π) and V(π′). By
the Chinese Remainder Theorem, there exists a ring isomorphism

(1.2.1) A/I ∼= A/m1 ×A/m2 × · · · ×A/mn.

Then (g⊗A)/(g⊗ I) ∼= g⊗ (A/I) is isomorphic as a Lie algebra to
⊕n

i=1 gi, where gi = g⊗ (A/mi).
Observe that gi

∼= g as a Lie algebra because A/mi
∼= C. Under this identification,

⊕n
i=1 gi acts on

V(π) =
⊗n

i=1 ev∗
mi
V (πi) component-wise, that is, if x1, . . . , xn ∈ g and v1 ⊗ · · · ⊗ vn ∈ V(π), then

(x1, . . . , xn).(v1 ⊗ · · · ⊗ vn) =
∑n

i=1 v1 ⊗ · · · ⊗ xi.vi ⊗ · · · ⊗ vn.

Now consider the Lyndon–Hochschild–Serre (LHS) spectral sequence for the Lie algebra g ⊗A
and the ideal g ⊗ I:

(1.2.2) Ei,j
2 = Exti

g⊗A/g⊗I(V(π),Extj
g⊗I(C,V(π′))) ⇒ Exti+j

g⊗A(V(π),V(π′)).

7
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Observe that

E1,0
2

∼= H1(g⊕n,V(π∗) ⊗ V(π′)) = 0, and(1.2.3)

E2,0
2

∼= H2(g⊕n,V(π∗) ⊗ V(π′)) = 0,(1.2.4)

which follows from the Künneth formula and from the first and second Whitehead Lemmas. Then
the 5-term exact sequence of low degree terms in (1.2.2) yields the isomorphism

(1.2.5) Ext1
g⊗A(V(π),V(π′)) ∼= Homg⊗A/g⊗I(V(π),H1(g ⊗ I,C) ⊗ V(π′)).

For an arbitrary Lie algebra a over C, the cohomology space H1(a,C) is naturally isomorphic
to HomC(a/[a, a],C). Since g is semisimple, we have [g, g] = g, and hence [g ⊗ I, g ⊗ I] = g ⊗ I2.
Then H1(g⊗ I,C) is isomorphic as a (g⊗A)/(g⊗ I)-module to HomC(g⊗ (I/I2),C). Considering
I as a module over A, we get by the Chinese Remainder Theorem for Modules the isomorphism

I/I2 ∼= I/(m1I) × I/(m2I) × · · · × I/(mnI),

which is compatible with (1.2.1). Set di = dimA/mi
I/(miI). Then g ⊗ (I/I2) ∼=

⊕n
i=1 g

⊕di
i as

a
⊕n

i=1 gi-module, i.e., g ⊗ (I/I2) is a direct sum of copies of the adjoint representations for the
summands in

⊕n
i=1 gi. Then

(1.2.6) H1(g ⊗ I,C) ∼= (
⊕n

i=1 g
⊕di
i )∗ ∼=

⊕n
i=1(g∗

i )⊕di ,

a direct sum of copies of the coadjoint representations for the summands in
⊕n

i=1 gi. Now applying
the Künneth formula, we get

Ext1
g⊗A(V(π),V(π′)) ∼=

n⊕

i=1

Hom⊕n
j=1gj

(V(π), (g∗
i )⊕di ⊗ V(π′))

∼=
n⊕

i=1


Homg(V (πi), (g∗)⊕di ⊗ V (π′

i)) ⊗
⊗

1≤j≤n
j 6=i

Homg(V (πj), V (π′
j))




∼=
n⊕

i=1


Homg(g ⊗ V (πi), V (π′

i))
⊕di ⊗

⊗

1≤j≤n
j 6=i

Homg(V (πj), V (π′
j))




Recall that Homg(V (πj), V (π′
j)) ∼= C if πj = π′

j , and is zero otherwise. Then the above calculation
shows that Ext1

g⊗A(V(π),V(π′)) is zero unless # {1 ≤ i ≤ n : πi 6= π′
i} ≤ 1.

Suppose that Ext1
g⊗A(V(π),V(π′)) 6= 0. Without loss of generality, we may assume that πi = π′

i

for 1 ≤ i ≤ n− 1. If πn 6= π′
n, then only one summand in the decomposition of Ext1

g⊗A(V(π),V(π′))
is nonzero, and we get Ext1

g⊗A(V(π),V(π′)) ∼= Homg(g ⊗ V (πn), V (π′
n))⊕dn . On the other hand, if

πn = π′
n, then Ext1

g⊗A(V(π),V(π′)) ∼=
⊕n

i=1 Homg(g ⊗ V (πi), V (πi))⊕di .

In the special cases of current and loop algebras, di = 1 for all 1 ≤ i ≤ n. So we have just
proved the following result.

Theorem 1.2.1. Let π, π′ ∈ P, V(π) =
⊗n

i=1 ev∗
mi
V (πi(mi)), V(π′) =

⊗n
i=1 ev∗

mi
V (π′(mi)) and,

for each i = 1, . . . , n, let πi = π(mi), π′
i = π′(mi) and A = C[t] or C[t, t−1].

(i) If # {1 ≤ i ≤ n : πi 6= π′
i} ≥ 2, then

Ext1
g⊗A(V(π),V(π′)) = 0.
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(ii) If there exists i such that πi 6= π′
i and πj = π′

j for all 1 ≤ j ≤ n, j 6= i, then

Ext1
g⊗A(V(π),V(π′)) ∼= Homg(g ⊗ V (πi), V (π′

i)).

(iii) If π = π′, then

Ext1
g⊗A(V(π),V(π)) ∼=

n⊕

i=1

Homg(g ⊗ V (πi), V (πi)).

�

The previous theorem recovers a result of Kodera (cf. [Kod10, Theorem 1.2]) in a more concise
way. This result was also obtained by Neher-Savage in the setting of equivariant map algebras
(cf. [NS11, Theorem 3.7, Theorem 3.9]).

1.2.2. Higher extensions between modules evaluated at zero. Assume now that A =
C[t], so that g⊗A = g[t] is the current algebra. By [Kum02, Theorem E.13], there exists a spectral
sequence

(1.2.7) Ei,j
2 = Hi(g[t], g;C) ⊗ Hj(g,C) ⇒ Hi+j(g[t],C).

The edge map Hi(g[t],C) → E0,i
2 = Hi(g,C) of the spectral sequence is just the restriction map

induced by the inclusion g →֒ g[t]. Since this inclusion splits via the evaluation map ev0 : g[t] → g,
the restriction map in cohomology Hi(g[t],C) → Hi(g,C) is a split surjection. It follows that
d0,•

r = 0, r ≥ 2 and that the space E0,•
2 of (1.2.7) consists of permanent cycles, i.e. E0,•

2 = E0,•
∞ .

Hence, using the fact that Ei,j
2

∼= Ei,0
2 ⊗ E0,j

2 and di,j
2 (ab) = di,0

2 (a)b + (−1)iad0,j
2 (b) in (1.2.7),

and that d•,0
2 = 0, it follows that the spectral sequence collapses at the E2-page, yielding the

isomorphism
Hn(g[t],C) ∼=

⊕

i+j=n

Hi(g[t], g;C) ⊗ Hj(g,C).

Let M be a g[t]-module that is finitely semisimple for g, that is, as a g-module M decomposes as
a possibly-infinite direct sum of finite-dimensional irreducible modules. Then by [Kum02, Theorem
E.13], there exists a spectral sequence

(1.2.8) Ei,j
2 = Hi(g[t], g;M) ⊗ Hj(g,C) ⇒ Hi+j(g[t],M).

Moreover, (1.2.8) is a module over (1.2.7), and Ei,j
2

∼= Ei,0
2 ⊗E0,j

2,C, where E0,•
2,C denotes the space E0,•

2

in (1.2.7), which consists of permanent cycles. Using the derivation property of the differential on
(1.2.8), namely, di,j

2 (mr) = di,0
2 (m)r + (−1)imd0,j

2,C(r), it follows that the spectral sequence (1.2.8)
also collapses at the E2-page, and hence that

Hn(g[t],M) ∼=
⊕

i+j=n

Hi(g[t], g;M) ⊗ Hj(g,C).

The space Hi(g[t], g;M) can be rewritten by [Lep79, Proposition 4.11] as Hi(g[t]+,M)g (as can also
be seen by applying an LHS spectral sequence for relative Lie algebra cohomology), so we obtain

(1.2.9) Hn(g[t],M) ∼=
⊕

i+j=n

Hi(g[t]+,M)g ⊗ Hj(g,C).

Now let λ, µ ∈ P+. By abuse of notation, in this section we will denote ev∗
0 V (λ) and ev∗

0 V (µ)
simply by V (λ) and V (µ). Taking M = V (λ)∗ ⊗ V (µ) in (1.2.9), and using the fact that g[t]+ acts
trivially on V (λ) and V (µ), we get

Extn
g[t](V (λ), V (µ)) ∼=

⊕

i+j=n

Homg(V (λ),Hi(g[t]+,C) ⊗ V (µ)) ⊗ Hj(g,C).
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Using the explicit description of H•(g[t]+,C), described below in Theorem 1.3.7, this provides
an explicit description for Extn

g[t](V (λ), V (µ)). This description was essentially known already to
Fialowski and Malikov [FM94, Proposition 2].

1.2.3. Higher extensions between tensor products of evaluation modules. Consider
a1, . . . , an ∈ C with ai 6= aj if i 6= j, λ1, . . . , λn, µ1, . . . , µn ∈ P+, and set V = ⊗n

i=1 ev∗
ai
V (λi) and

V ′ = ⊗n
i=1 ev∗

ai
V (µi). Let I ⊂ C[t] be the ideal generated by (t − a1) · · · (t − an). Then (1.2.2)

becomes
Ei,j

2 = Exti
g[t]/g⊗I(V,Hj(g ⊗ I,C) ⊗ V ′) ⇒ Exti+j

g[t] (V, V ′).

We consider the terms contributing to Ext2
g[t](V, V

′). First, E2,0
2 = 0 by (1.2.4). Next, H1(g ⊗

I,C) is a finite-dimensional g[t]/(g⊗I) ∼= g⊕n-module by (1.2.6), so E1,1
2 = 0 by the first Whitehead

Lemma. Then we are left to consider the space E0,2
2 = Homg[t]/g⊗I(V,H2(g ⊗ I,C) ⊗ V ′) and its

contribution to Ext2
g[t](V, V

′).

Using the second Whitehead Lemma we have E2,1
2 = 0 by a similar line of reasoning as for E1,1

2 .
Then the differential d2 : E0,2

2 → E2,1
2 is zero, so we have

Ext2
g[t](V, V

′) ∼= ker(d3 : E0,2
3 → E3,0

3 ).

Observe that E3,0
3

∼= E3,0
2 because E1,1

2 = 0. Now by the Künneth formula and the first and second
Whitehead Lemmas,

E3,0
2

∼=
n⊕

i=1

Homg(V (λ1), V (µ1)) ⊗ · · · ⊗ Ext3
g(V (λi), V (µi)) ⊗ · · · ⊗ Homg(V (λn), V (µn)).

Since V (−) are simple g-modules, Homg(C, V (λ)∗ ⊗ V (µ)) ∼= Homg(V (λ), V (µ)) = 0 unless λ = µ.
Similarly, since H•(g,M) = H•(g,Mg) for any finite-dimensional g-module M by the assumption
that g is a simple complex Lie algebra (cf. [CE48, Section 24]), and since dim H3(g,C) = 1 also
by the same assumption on g, we conclude that Ext3

g(V (λ), V (µ)) = 0 unless λ = µ. Thus we have
shown:

Theorem 1.2.2. If λi 6= µi for some i = 1, . . . , n, then

Ext2
g[t](V, V

′) ∼= Homg[t]/g⊗I(V,H2(g ⊗ I,C) ⊗ V ′).

�

The only case which is not covered by Theorem 1.2.2 is that when V = V ′. In this case we
can rewrite Ext2

g[t](V, V ) ∼= H2(g[t], V ∗ ⊗ V ) and decompose V ∗ ⊗ V =
⊕

λ′
i
ev∗

a1
V (λ′

1) ⊗ · · · ⊗

ev∗
an
V (λ′

n), where the direct sum runs through all λ′
i ∈ P+ such that V (λ′

i) appears as a g-
composition factor of V (λ∗

i ) ⊗ V (µi). Then the computation of Ext2
g[t](V, V ) boils down to the

computation of H2(g[t], ev∗
a1
V (λ′

1) ⊗ · · · ⊗ ev∗
an
V (λ′

n)). So, in order to compute Ext2(V, V ′), we
must study the g⊕n-composition factors of H2(g ⊗ I,C).

1.3. Homology and cohomology of annihilating ideals

1.3.1. Composition factors of Hn(g ⊗ I,C). For any Lie algebra a over C and a trivial
a-module M , it follows from the Universal Coefficient Theorem (cf. [Wei94, Theorem 3.6.5]) that
there are isomorphisms of C-modules Hn (a,M) ∼= HomC (Hn (a,C) ,M). In particular, Hn (a,C) ∼=
Hn (a,C)∗. Thus Hn (a,C) is finite-dimensional if and only if Hn (a,C) is finite-dimensional.

Recall that Hn(g⊗ I,C) is a g[t]-module by definition. Hence Hn(g⊗ I,C) becomes a g-module
by restriction.
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Lemma 1.3.1. Let f = (t− a1) · · · (t− ar) ∈ C[t] with ai 6= aj if i 6= j, and let I = 〈f〉 ⊂ C[t]. If
L is a g-composition factor of Hn (g ⊗ I,C), then L ∼= V (α) for some α ∈ Q+ such that α ≤ nθ.

Proof. First observe that Hn(g ⊗ I,C) is a g-subquotient of Λn(g ⊗ I), since the Koszul
differential is a g[t]- (hence g-) module homomorphism. Also observe that Λn(g ⊗ I) is a quotient
of Tn(g ⊗ I) as a g-module. Then observe that g ⊗ I ∼=

(⊕
i≥0 g ⊗ C(tif)

)
as a g-module. Denote

g⊗C(tif) by gi and observe that gi is isomorphic to the adjoint representation of g. Thus Tn(g⊗I)
is isomorphic to

(⊕
0≤i1,...,in

(gi1
⊗ · · · ⊗ gin

)
)

as a g-module, with (gi1
⊗ · · · ⊗ gin

) ∼= Tng. Since
Tn(g ⊗ I) is semisimple, it follows that Λn(g ⊗ I) is semisimple, Hn(g ⊗ I,C) is semisimple, and
every g-composition factor of Hn(g⊗I,C) is a composition factor of Tn(g⊗I). Since g is isomorphic
to V (θ), it follows that Tng is isomorphic to

(⊕
λ∈P + V (λ)ε(λ)

)
, where ε(λ) ≥ 0 and ε(λ) 6= 0 only

if λ ∈ Q+ and λ ≤ nθ. �

It follows from Lemma 1.3.1 that Hn (g ⊗ I,C) is a semisimple g-module, has finitely many
distinct g-composition factors and that they are all finite-dimensional.

Remark 1.3.2. In Lemma 1.3.1 we showed that the highest weights of its composition factors as
a g-module are bounded above by nθ. Suppose I = (t − a)(t − b). As usual, Hn(g ⊗ I,C) is a
g × g ∼= g[t]/g ⊗ I-module, with g being mapped into g × g via the diagonal map. It follows that,
if one decomposes Hn(g ⊗ I,C) as a g × g-module, namely ⊕λ,µ∈P +V (λ) ⊠ V (µ), then λ+ µ must
be bounded from above by nθ.

1.3.2. A spectral sequence. From now on, let a, b ∈ C, a 6= b, f = (t−a)(t−b) and I ⊂ C[t]
be the nontrivial ideal generated by f . The decreasing multiplicative filtration C[t] ⊃ I ⊃ I2 ⊃ I3 ⊃
· · · on C[t] induces a corresponding decreasing Lie algebra filtration g[t] ⊃ g⊗I ⊃ g⊗I2 ⊃ g⊗I3 ⊃
· · · on g[t], which induces a Lie algebra filtration on g ⊗ I/Is for any s > 1. Then the associated
graded algebras gr g[t] :=

⊕
n≥0(g⊗ In)/(g⊗ In+1) and gr(g⊗ I/Is) :=

⊕
0<n<s(g⊗ In)/(g⊗ In+1)

satisfy gr g[t] ∼= g[t] ⊕ g[t] and gr(g ⊗ I/Is) ∼= (g ⊗ (tC[t]/tsC[t])) ⊕ (g ⊗ (tC[t]/tsC[t])). Denote
g ⊗ (tC[t]/tsC[t]) by g[t]+s .

The filtration on g ⊗ I/Is defines a decreasing filtration on the exterior algebra Λ•(g ⊗ I/Is)
via

(1.3.1) F jΛn(g ⊗ I/Is) =
∑

j≤j1+j2+···+jn
0<ji,...,jn<s

(g ⊗ Ij1/Is) ∧ (g ⊗ Ij2/Is) ∧ · · · ∧ (g ⊗ Ijn/Is).

By definition, this filtration is bounded above since F jΛ•(g ⊗ I/Is) = Λ•(g ⊗ I/Is) if j ≤ n, and
bounded below since F jΛn(g ⊗ I/Is) = 0 if j > n(s− 1).

Define an increasing filtration on the cochain complex C• = HomC(Λ•(g ⊗ I/Is),C) by

F jCn = HomC(Λn(g ⊗ I/Is)/F j+1Λn(g ⊗ I/Is),C).

This filtration is compatible with the Koszul differential on C• because the filtration on Λ•(g⊗I/Is)
is compatible with the Koszul differential. The grading on gr(g⊗ I/Is) induces an internal grading
on Λ•(gr(g⊗ I/Is)). Denote the j-th graded piece of Λ•(gr(g⊗ I/Is)) by Λ•(gr(g⊗ I/Is))(j). Then

F jCn/F j−1Cn ∼= HomC(Λn(gr(g ⊗ I/Is))(j),C).

Write δ for the Koszul differential on C•. Then (C•, δ) is a cochain complex with differential of
degree +1 and an increasing filtration. Set Cn := C−n, and set FjCn = F jC−n. Then (C•, δ) is a
chain complex with differential of degree −1 and an increasing filtration. This is the typical setup for
a homology spectral sequence associated to a filtered differential module. By Classical Convergence
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Theorem (cf. [Wei94, 5.5.1]) there exists a homology spectral sequence Er
p,q ⇒ H−(p+q)(g⊗I/Is,C),

with

E0
p,q = FpCp+q/Fp−1Cp+q

= F pC−(p+q)/F p−1C−(p+q)

= HomC(Λ−(p+q)(gr(g ⊗ I/Is))(p),C),

and E1
p,q = H−(p+q)(gr(g ⊗ I/Is),C)(p). Here H•(gr(g ⊗ I/Is),C) inherits an internal grading from

the grading on gr(g⊗I/Is), and H•(gr(g⊗I/Is),C)(p) denotes its p-th graded component. Observe
that E0

p,q = E1
p,q = 0 unless p+ q ≤ 0, 2p+ q ≥ 0 and p ≥ 0.

1.3.3. A similar, non-convergent spectral sequence. We could have considered a similar
homology spectral sequence, replacing g⊗I/Is by g⊗I. In that case, the terms of its E0-page would
be given by E0

p,q
∼= HomC(Λ−(p+q)(gr(g ⊗ I))(p),C) and its E1-page would be globally isomorphic

to H•(gr(g ⊗ I),C). However, we have not said anything about whether this spectral sequence
converges, or, if it does, how the limit might be related to H•(g ⊗ I,C).

Lemma 1.3.3. Er ∼= E1 for all r ≥ 1, so the spectral sequence converges to H•(gr(g ⊗ I),C).

Proof. First observe that the action of g[t] commutes with the Koszul differential on the
cochain complex C ′• = HomC(Λ•(g ⊗ I),C). Consider

F ′jΛng ⊗ I =
∑

j≤j1+j2+···+jn

(g ⊗ Ij1) ∧ (g ⊗ Ij2) ∧ · · · ∧ (g ⊗ Ijn),

F ′jC ′n = HomC(Λn(g ⊗ I)/F ′j+1Λn(g ⊗ I),C),

F ′
jC

′
n = F ′jC ′−n

.

It then follows from the construction of the spectral sequence associated to a filtered differential
module (cf. [Wei94, The construction 5.4.6]) that the action of g[t] passes to an action on the
spectral sequence. Then notice that (g ⊗ I) · F ′

jC
′
n ⊆ F ′

j−1C
′
n. The construction of the spectral

sequence then shows that the action of g[t] factors through the quotient g[t]/(g ⊗ I) ∼= g × g. Now
the E1-page is globally isomorphic to

H•(gr(g ⊗ I),C) ∼= H•(g[t]+ × g[t]+,C)
∼= H•(g[t]+,C) ⊗ H•(g[t]+,C),

and this identification is compatible with the action of g[t]/(g ⊗ I) ∼= g × g. But H•(g[t]+,C) is
completely reducible and multiplicity free as a g-module (cf. Subsection 1.3.7). Since the differential
d1 on E1 is a g[t]/(g ⊗ I) ∼= g × g-module homomorphism, this implies that d1 ≡ 0, so E2 ∼= E1.
Now the same reasoning implies that d2 ≡ 0, and then d3 ≡ 0, and so on, so that Ei ∼= Ei+1 for all
i ≥ 1, and E1

p,q = E∞
p,q. �

Recall that the adjoint action of a Lie algebra a on itself induces the trivial action on the
Lie algebra cohomology H•(a,C) (cf. [Kum02, p.71]). So the action of g[t] on H•(g ⊗ I,C) will
automatically factor through the quotient g[t]/(g⊗I). We can say at this point that H•(g⊗I,C) is

not isomorphic as a g[t]/(g⊗ I) ∼= g×g-module to H•(gr(g⊗I),C). Indeed, suppose this were true.
Then, by Künneth formula (cf. [Wei94, Theorem 3.6.3]), we would have an isomorphism of g × g-
modules H•(g ⊗ I,C) ∼= H•(g[t]+,C) ⊠ H•(g[t]+,C). Now consider the Lyndon–Hochschild–Serre
spectral sequence

Ei,j
2 = Hi(g[t]/(g ⊗ I),Hj(g ⊗ I,C)) ⇒ Hi+j(g[t],C).
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We could then rewrite the E2-page of the spectral sequence as

Ei,j
2 =

⊕

c+d=j

Hi(g × g,Hc(g[t]+,C) ⊠ Hd(g[t]+,C))

∼=
⊕

a+b=i

⊕

c+d=j

Ha(g,Hc(g[t]+,C)) ⊗ Hb(g,Hd(g[t]+,C))

∼=
⊕

a+b=i

⊕

c+d=j

(Ha(g,C) ⊗ Hc(g[t]+,C)g) ⊗ (Hb(g,C) ⊗ Hd(g[t]+,C)g).

By Theorem 1.3.11, H•(g[t]+,C)g = H0(g[t]+,C) = C. So now Ei,j
2 = 0 for all j > 0, and the

spectral sequence collapses to yield the isomorphism

H•(g[t],C) ∼= E•,0
2 = H•(g[t]/g ⊗ I,C) ∼= H•(g × g,C) ∼= H•(g,C) ⊗ H•(g,C).

This is absurd, because by Corollary 1.3.12, H•(g[t],C) ∼= H•(g,C), and H•(g,C) has dimension
2rank(g) > 1. So we cannot have H•(g ⊗ I,C) ∼= H•(gr(g ⊗ I),C) as a g[t]/(g ⊗ I)-module.

It turns out that we have constructed a homology spectral sequence with E1
p,q = H−(p+q)(gr g⊗

I,C)(p) by considering an increasing filtration F ′ on the chain complex C ′
n which does not converge

to H•(g ⊗ I,C). One explanation why it doesn’t converge is that the filtration on C ′
• is not

exhaustive, that is, that C ′
• is not equal to ∪iF

′
iC

′
•. Indeed, if f ∈ ∪iF

′
iC

′
n then f(F ′jΛn(g⊗I)) =

0 for some j ≥ 0, but there exist f ∈ C ′
n with f(F ′jΛn(g ⊗ I)) 6= 0 for all j ≥ 0.

We will explicitly see, in Example 1.3.17, a composition factor of H2(g ⊗ I,C) which does not
appear as a composition factor of H2(gr g ⊗ I,C).

1.3.4. Back to the convergent spectral sequence. Since the filtration F•C• is bounded
below and bounded above (cf. (1.3.1)), the spectral sequence constructed in Subsection 1.3.2
converges to H•(g⊗ I/Is,C). Since g⊗ I/Is is finite-dimensional and since every finite-dimensional
g × g-module is semisimple, it follows that H−n(g ⊗ I/Is,C) is isomorphic to (

⊕
p+q=nE

∞
p,q) as

a g × g-module. Using again the fact that g ⊗ I/Is is finite-dimensional, it follows that E1
p,q is

finite-dimensional. Then E∞
p,q, which is a subquotient of E1

p,q, is also finite-dimensional. And using
again the fact that every finite-dimensional g × g-module is semisimple, it follows that E∞

p,q can be
identified with a g × g-submodule of E1

p,q. Thus

H−n(g ⊗ I/Is,C) ∼=
(
⊕p+q=nE

∞
p,q

)
⊆
(
⊕p+q=nE

1
p,q

)
∼=
(
⊕p+q=n H−n(gr(g ⊗ I/Is),C)(p)

)

∼= H−n(gr(g ⊗ I/Is),C).(1.3.2)

Now recall that gr(g ⊗ I/Is) is isomorphic to g[t]+s ⊕ g[t]+s as a g × g-module. Then, by Künneth
formula (cf. [Wei94, Theorem 3.6.3]), there is an isomorphism of g × g-modules

(1.3.3) Hn(gr(g ⊗ I/Is),C) ∼=


 ⊕

p+q=n

Hp(g[t]+s ,C) ⊠ Hq(g[t]+s ,C)


 .

Thus it follows from (1.3.2) that, for each n ≥ 0, Hn(g⊗I/Is,C) is isomorphic to a g×g-submodule
of
⊕

p+q=n Hp(g[t]+s ,C) ⊠ Hq(g[t]+s ,C).

1.3.5. Low degree cohomology and homology of g[t]+s . We already know that H0(g[t]+s ,C)
is isomorphic to C and that

H1(g[t]+s ,C) ∼=


 g[t]+s[

g[t]+s , g[t]+s
]




∗

∼=
(
g ⊗

tC[t]/tsC[t]
t2C[t]/tsC[t]

)∗
∼= g∗.
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In order to compute H2(g[t]+s ,C), consider the following Lyndon–Hochschild–Serre spectral se-
quence Ep,q

2
∼= Hp(g[t]+s ,H

q(g ⊗ (tsC[t]),C)) ⇒ Hp+q(g[t]+,C). Since E1,0
2

∼= H1(g[t]+s ,C) ∼= g∗ ∼=
H1(g[t]+,C) and H0(g[t]+s ,H

1(g⊗ (tsC[t]),C)) ∼= H0(g[t]+s , (g⊗ (tsC[t])/(t2sC[t]))∗) ∼= g∗, its associ-
ated 5-term exact sequence of low degree terms yields the following exact sequence

(1.3.4) 0 → g∗ → H2(g[t]+s ,C) → H2(g[t]+,C).

We want to prove that the map on the right of (1.3.4) is surjective. By comparing dimensions and
using the Universal Coefficient Theorem, this is equivalent to proving that

(1.3.5) 0 → H2(g[t]+,C) → H2(g[t]+s ,C) → g → 0

is an exact sequence of g-modules. The exactness of H2(g[t]+,C) → H2(g[t]+s ,C) → g → 0 is
guaranteed by the 5-term exact sequence of low degree terms associated to the Lyndon–Hochschild–
Serre spectral sequence E2

p,q
∼= Hp(g[t]+s ,Hq(g ⊗ (tsC[t]),C)) ⇒ Hp+q(g[t]+,C). In order to prove

the injectivity of the edge homomorphism H2(g[t]+,C) → H2(g[t]+s ,C), first observe that that is an
inflation map induced by the quotient map of Lie algebras π : g[t]+ → g[t]+s .

Now denote the Chevalley complex of g[t]+ by (Λ•g[t]+, ∂•), the Chevalley complex of g[t]+s
by

(
Λ•g[t]+s , ∂•

)
, and the morphism of complexes induced by π by Λ•π : Λ•g[t]+ → Λ•g[t]+s .

Then consider the gradings on g[t]+ and g[t]+s induced by the grading on C[t] by powers of t.
That is g[t]+ = ⊕d>0(g[t]+)(d), with (g[t]+)(d) = g ⊗ (Ctd) and g[t]+s = ⊕0<d<s(g[t]+s )(d), with
(g[t]+s )(d) = g⊗ (Ctd). This grading on g[t]+ also induces a decreasing Lie algebra filtration g[t]+ ⊃

(g⊗ t2C[t]) ⊃ · · · ⊃ (g⊗ tmC[t]) ⊃ · · · on g[t]+, and a decreasing filtration on its Chevalley complex

FpΛn :=
∑

m1+...+mn≥p

m1,...,mn≥1

(g ⊗ tm1C[t]) ∧ · · · ∧ (g ⊗ tmnC[t]) ⊆ Λn(g[t]+).

Observe that the isomorphism of C-modules (g[t]+) ∼= (g ⊗ tsC[t]) ⊕ (g[t]+s ) induces an isomor-
phism of C-modules Λp(g[t]+) ∼=

(⊕
a+b=p Λa(g ⊗ tsC[t]) ⊗ Λb(g[t]+s )

)
. Via this latter isomorphism,

(Λpπ) decomposes as (Λpπ)
(⊕

a+b+1=p Λa+1(g ⊗ tsC[t]) ⊗ Λb(g[t]+s )
)

= 0 and (Λpπ)|Λp(g[t]+s ) = id,
implying that

(1.3.6) ker(Λpπ) ⊆ Fs+p−1Λp ⊆ FsΛp.

Now observe that Λ•g[t]+, im(∂•), ker(∂•) and H•(g[t]+,C) induce a grading from g[t]+. Since
Hp(g[t]+,C) is finite-dimensional (cf. [GL76, Theorem 8.6]), it follows that there is s > 1, such
that Hp(g[t]+,C)(d) = 0 for all d ≥ s. Thus, for each p ≥ 0, there is s(p) > 1, such that, for all
s > s(p), im(∂p+1) ∩ (Λp(g[t]+))(s) = ker(∂p) ∩ (Λp(g[t]+))(s). Since the decreasing filtration on
Λ•(g[t]+) is induced from its grading, it follows that

(1.3.7) (FsΛp) ∩ (im(∂p+1)) = (FsΛp) ∩ (ker(∂p)),∀ s > s(p).

Proposition 1.3.4. For each p ≥ 0, there exists s(p) > 1, such that the morphism of g-modules
π∗ : Hp(g[t]+,C) → Hp(g[t]+s ,C) is injective for all s > s(p).

Proof. Choose s > 1 such that (FsΛp) ∩ (im(∂p+1)) = (FsΛp) ∩ (ker(∂p)) (cf. (1.3.7)). Now
suppose kerπ∗ 6= {0}. This means that there is hp ∈ Hp(g[t]+,C) \ {0}, such that π∗(hp) = 0.
That is hp = kp + im(∂p+1), for some kp ∈ ker ∂p \ im(∂p+1), such that (Λpπ)(kp) ∈ im(∂p+1).
Observe that Λpπ is surjective for each p ≥ 0. Thus im(∂p+1) = (Λpπ)(im(∂p+1)). It follows that
kerπ∗ 6= {0} is equivalent to having λp+1 ∈ (Λp+1(g[t]+)) such that (kp − ∂p+1(λp+1)) ∈ ker(Λpπ).
Since (kp − ∂p+1(λp+1)) ∈ ker(∂p), ker(Λpπ) ⊂ FsΛp (cf. (1.3.6)) and (FsΛp) ∩ (im(∂p+1)) =
(FsΛp) ∩ (ker(∂p)) (cf. (1.3.7)), it follows that (kp − ∂p+1(λp+1)) ∈ (FsΛp) ∩ (im(∂p+1)). But this
contradicts the fact that kp /∈ im(∂p+1). �
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Using Proposition 1.3.4 and the fact that the edge homomorphism H2(g[t]+,C) → H2(g[t]+s ,C)
is given by π∗, it follows that (1.3.5) is an exact sequence for all s > s(2). Hence we proved the
following result.

Theorem 1.3.5. There is s(2) > 0 such that 0 → g∗ → H2(g[t]+s ,C) → H2(g[t]+,C) → 0 is an
exact sequence of g-modules for all s > s(2). �

Thus if s is sufficiently large, H2(g[t]+s ,C) is isomorphic to H2(g[t]+,C) ⊕ g∗ as a g-module. An
explicit computation of H2(g[t]+,C) is given in [GL76, Theorem 8.6], as we explain in 1.3.6.

In [FGT08], Fishel-Grojnowski-Teleman prove that Hn(g ⊗ C[t]/g ⊗ tsC[t],C) ∼= Hn(g,C)⊗s.
Our previous computation can be related to theirs via an LHS spectral sequence.

1.3.6. Cohomology of g[t]+. Recall the standard realization for ĝ (cf. Section 0.2). In
[GL76, §2] Garland-Lepowsky define the affine Lie algebra as g̃⊕Cc, so what we denote by ĝ they
denote by ge (cf. [GL76, p.48]). In [GL76, §3], the subalgebra gS of ĝ is our g, their r is our g⊕Cc,
and their re is our g⊕Cc⊕Cd. Also recall that the fundamental dominant weights Λ0, . . . ,Λn ∈ ĥ∗

are defined by Λi(hj) = δij (Kronecker delta) and Λi(d) = 0. Set PS = {λ ∈ ĥ∗ : λ(hi) ∈ N ∀ i =
1, . . . , n} = Cδ + CΛ0 +

∑n
i=1 NΛi.

Proposition 1.3.6. [GL76, Proposition 3.1] There is a natural bijection, denoted λ 7→ M(λ),
between PS and the set of (isomorphism classes of) finite-dimensional irreducible re-modules which
are irreducible as g-modules. The correspondence is described as follows: The highest weight space
(relative to h) of the g-module M(λ) is ĥ-stable, and λ is the resulting weight for the action of ĥ.

Let V be a finite-dimensional irreducible g-module. Then V is made an irreducible re-module by
having c and d act as zero. Conversely, every finite-dimensional irreducible re-module that restricts
to V as a g-module can be obtained as the tensor product of V and certain one-dimensional
representations for Cc and Cd.

Recall that W 1
a is the set of minimal length left coset representatives for W in Ŵ. Let ρ̂ =

Λ0 + Λ1 + · · · + Λn, and for, w ∈ W, set w · 0 = wρ̂ − ρ̂. If w1, w2 ∈ Ŵ and w1 · 0 = w2 · 0, then
w1 = w2 [GL76, Corollary 2.6]. If w ∈ W 1

a , then w · 0 ∈ PS [GL76, Theorem 8.5]. In particular,
the M(w · 0) for w ∈ W 1

a are mutually non-isomorphic as re-modules.

Garland-Lepowsky compute the cohomology ring H•(g[t]+,C) by studying the standard Koszul
complex for g[t]− = g⊗ t−1C[t−1], computing the cohomology ring H•(g[t]−,C), and then using an
involution that maps g[t]− isomorphicaly to g[t]+. The action of re on H•(g[t]+,C) is then induced
by the action of re on the Koszul complex.

Theorem 1.3.7. [Lep79, Theorem 5.7] For each j ≥ 0, there exists an isomorphism of re-modules

Hj(g[t]+,C) ∼=
⊕

w∈W 1
a ,ℓ(w)=j

M(w · 0).

Since c is central in ĝ, it acts trivially on the Koszul complex, and hence also acts trivially on
H•(g[t]+,C). By Theorem 1.3.7, c acts trivially on M(w · 0) for all w ∈ W 1

a . For each w ∈ W 1
a , let

w · 0 = λw − dwδ ∈ PS , with λw ∈ P+, dw ≥ 0. Using Theorem 1.3.7 and the Cartan involution on
ĝ (cf. [Lep79, p.185,190]), it follows that, for each j ≥ 0, there exists an isomorphism of g-modules

(1.3.8) Hj(g[t]+,C) ∼=
⊕

w∈W 1
a

ℓ(w)=j

V (λw)∗,

with V (λw)∗ concentrated on t-degree dw for each w ∈ W 1
a .
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Affine Lie type αi(α∨
0 ) 6= 0

Ã1 i = 1
Ãn, n≥2 i = 1, n
B̃n, n≥2 i = 2
C̃n, n≥3 i = 1
D̃n, n≥4 i = 2
Ẽ6 i = 2
Ẽ7 i = 1
Ẽ8 i = 8
F̃4 i = 1
G̃2 i = 2

Table 1.

Example 1.3.8. In order to compute H0(g[t]+,C), one must consider w ∈ W 1
a ⊂ Ŵ such that

ℓ(w) = 0. Hence w must be 1 and H0(g[t]+,C) ∼= M(1 · 0) ∼= C, concentrated on t-degree 0.

Example 1.3.9. In order to compute H1(g[t]+,C), one must consider w ∈ W 1
a ⊂ Ŵ such that

ℓ(w) = 1. Hence w = si for some i = 0, 1, . . . , n. If i = 1, . . . , n, then si is in the same coset as
1. Thus the only element in W 1

a of length 1 must be s0, and H1(g[t]+,C) ∼=re M(r0 · 0). Since
s0 · 0 = −α0 = (θ − δ), it follows that H1(g[t]+,C) ∼=g g

∗, concentrated on t-degree 1.

In order to compute H2(g[t]+,C), one must consider w ∈ W 1
a ⊂ Ŵ such that ℓ(w) = 2. Thus

w must have a reduced expression of the form sisj , with 0 ≤ i, j ≤ n. If i = 1, . . . , n or i = 0
and sjs0 = s0sj , then w is in the same coset as an element of length smaller than 2. Thus w must
have the form s0sj with j = 1, . . . , n satisfying αj(α∨

0 ) 6= 0. Table 1 contains the roots satisfying
αi(α∨

0 ) 6= 0 in each Lie type, according to [Bou68, Plates I-IX].

For any si ∈ W , s0 · si · 0 = s0 · (−αi) = ((1 −αi(α∨
0 ))θ−αi) − (1 −αi(α∨

0 ))δ. From the Dynking
diagrams, it follows that αi(α∨

0 ) = −1 if ĝ 6∼= ŝl2, and αi(α∨
0 ) = −2 if ĝ ∼= ŝl2 (cf. [Bou68, Plates

I-IX]).

Proposition 1.3.10. If g ∼= sl2, then H2(g[t]+,C) ∼=g V (4), concentrated in degree 3. If ĝ is of
type Ãn with n > 1, then H2(g[t]+,C) ∼=g V (2θ−α1)∗ ⊕ V (2θ−αn)∗, concentrated in degree 2. In
any other type, H2(g[t]+,C) ∼=g V (2θ − αi)∗, concentrated in degree 2, with i as in Table 1. �

1.3.7. Restriction map. According to Feigin [Fei80], the restriction map

H•(g[t],C) → H•(g,C)

induced by the evaluation homomorphism ev0 : g[t] → g is a ring isomorphism. He states that
this result can be deduced from the calculations of [GL76], though he provides no details or
explanation. It seems likely that Feigin’s strategy would have been to take M = C in (1.2.9). Then
the isomorphism H•(g[t],C) ∼= H•(g,C) follows from showing for all j ≥ 1 that Hj(g[t]+,C)g = 0.

Recall that, by Theorem 1.3.7, c acts trivially on M(w · 0) for all w ∈ W 1
a , so if w1, w2 ∈ W 1

a

and M(w1 · 0) ∼= M(w2 · 0) as g-modules, then also M(w1 · 0) ∼= M(w2 · 0) as g ⊕ Cc-modules. It
now follows from the proof of [Lep79, Lemma 6.8] that the M(w · 0) for w ∈ W 1

a are mutually
non-isomorphic as g-modules.

Theorem 1.3.11. Hj(g[t]+,C)g = 0 if j ≥ 1.



1.3. HOMOLOGY AND COHOMOLOGY OF ANNIHILATING IDEALS 17

Proof. By the discussion of the previous paragraph, the M(w · 0) for w ∈ W 1
a are mutually

non-isomorphic as g-modules. Thus, the trivial g-module occurs as a g-summand of Hj(g[t]+,C)
only for j = 0, where it corresponds to the identity element in W 1

a . �

Corollary 1.3.12. There exists an isomorphism H•(g[t],C) ∼= H•(g,C).

1.3.8. Second cohomology of g ⊗ I/Is. Recall that I = (t− a)(t− b). By (1.3.2) we know
that H2(g⊗ I/Is,C) is a g× g-submodule of H2(gr(g⊗ I/Is),C). Since H2(g[t]+s ,C) was calculated
in Proposition 1.3.10, it gives us an explicit upper bound for the g × g-composition factors of
H2(g ⊗ I/Is,C).

In Subsection 1.3.2 we constructed a fourth-quadrant spectral sequence

E1
p,q =

(
⊕a+b=−(p+q) Ha(g[t]+s ,C) ⊠ Hb(g[t]+s ,C)

)
(p)

⇒ H−(p+q)(g ⊗ I/Is,C).

Recall that E1
p,q is nonzero only if 2p+ q ≥ 0, which gives us the following picture of the E1-page:

q
p0 0 0 0 0

0 0 0 0 0

0 0 0 0

0 0 0 0

0 0 0

0 0 0

By Example 1.3.8, H0(g[t]+s ,C) ∼= C is concentrated in degree 0. Thus E1
p,−p = 0 for all p > 0,

and E1
0,0 = C. By Example 1.3.9, H1(g[t]+s ,C) ∼= g∗ is concentrated in degree 1. Thus E1

p,−(p+1) = 0
for all p > 1, and E1

1,−2 = g∗ ⊕ g∗. It follows that E1
2,−4 = E∞

2,−4 and E1
3,−5 = E∞

3,−5, since

0 = Er
(2−r),(r−5)

dr

−→ Er
2,−4

dr

−→ Er
(r+2),−(r+3) = 0 and

0 = Er
(3−r),(r−6)

dr

−→ Er
3,−5

dr

−→ Er
(r+3),−(r+4) = 0,

for r ≥ 1. Hence E1
2,−4

∼= H2(gr(g⊗ I/Is),C)(2) and E1
3,−5

∼= H2(gr(g⊗ I/Is),C)(3) must appear as
g × g-composition factors of H2(g ⊗ I/Is,C). In particular, H1(g[t]+s ,C) ⊠ H1(g[t]+s ,C), which is in
degree 2, and H2(g[t],C)⊠C and C⊠H2(g[t],C), which are in either degree 2 or 3, are composition
factors of H2(g ⊗ I/Is,C).

Now consider the LHS spectral sequence Ep,q
2

∼= Hp(g⊗I/g⊗Is,Hq(g⊗Is,C)) ⇒ Hp+q(g⊗I,C).
Since E1,0

2
∼= H1(g⊗I/Is,C) ∼= (g⊕g)∗ ∼= H1(g⊗I,C), and E2

0,1
∼= g∗ ⊕g∗, its 5-term exact sequence

of low degree terms yields the following exact sequence of g × g-modules

(1.3.9) 0 → g∗ ⊕ g∗ → H2(g ⊗ I/Is,C) → H2(g ⊗ I,C).

It follows from this exact sequence that (g∗
⊠C) ⊕ (C⊠ g∗) is also a composition factor of H2(g ⊗

I/Is,C).

The discussion above shows that every composition factor of H2(gr(g⊗I/Is),C) is a composition
factor of H2(g ⊗ I/Is,C), proving the following result.

Theorem 1.3.13. If s > s(2), then H2(gr(g ⊗ I/Is),C) ∼= H2(g ⊗ I/Is,C) as g × g-modules. �
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1.3.9. Second cohomology of g ⊗ I. Our goal now is to give a more precise description of

H2(g⊗ I,C). We already know from (1.3.9) that 0 → (g× g)∗ d2−→ H2(g⊗ I/Is,C) inf
−→ H2(g⊗ I,C)

is an exact sequence of g × g-modules. Even though the inflation map may not be surjective, its
image is a g×g-submodule of H2(g⊗ I,C). By the first isomorphism theorem of U(g×g)-modules,
im(inf) ∼= H2(g ⊗ I/Is,C)/ ker(inf), with ker(inf) = im(d2) = (g × g)∗. Thus, by Theorem 1.3.13,
(1.3.3) and Proposition 1.3.10, g∗

⊠ g∗, V (w · 0)∗
⊠ C and C⊠ V (w · 0)∗, with w ∈ W 1

a , ℓ(w) = 2,
are g × g-composition factors of H2(g ⊗ I,C).

Lemma 1.3.14. If λ, µ ∈ P+ and λ 6= 0, then

Homg×g(V (λ) ⊠ V (µ),H2(g ⊗ I,C)) ∼= Homg(V (λ),H2(g[t]+, ev∗
c V (µ)∗)), with c 6= 0.

Proof. Consider the following Lyndon–Hochschild–Serre spectral sequence

Ep,q
2

∼= Hp(g[t]/g ⊗ I,Hq(g ⊗ I, ev∗
a V (λ) ⊗ ev∗

b V (µ))) ⇒ Hp+q(g[t], ev∗
a V (λ) ⊗ ev∗

b V (µ)).

First observe that Ep,q
2

∼= Hp(g ⊕ g,C) ⊗ H0(g × g,Hq(g ⊗ I,C) ⊗ (V (λ) ⊠ V (µ))). Since λ 6= 0,
the g × g-module V (λ) ⊠ V (µ) is nontrivial and Ep,0

2 = 0 for all p ≥ 0. Since g is simple, first and
second Whitehead Lemmas imply that E2,q

2 = E1,q
2 = 0 for all q ≥ 0. Thus

H2(g[t], ev∗
a V (λ) ⊗ ev∗

b V (µ)) ∼= E0,2
2

∼= H0(g × g,H2(g ⊗ I,C) ⊗ (V (λ) ⊠ V (µ)))
∼= Homg×g(V (λ)∗

⊠ V (µ)∗,H2(g ⊗ I,C)).(1.3.10)

Now we consider the following Lyndon–Hochschild–Serre spectral sequence

Ep,q
2

∼= Hp(g[t]/g⊗ (t− a),Hq(g⊗ (t− a), ev∗
a V (λ) ⊗ ev∗

b V (µ))) ⇒ Hp+q(g[t], ev∗
a V (λ) ⊗ ev∗

b V (µ)).

First observe that Ep,q
2

∼= Hp(g,C)⊗H0(g,Hq(g[t]+, ev∗
b−a V (µ))⊗V (λ)). Since λ 6= 0, the g-module

V (λ) is nontrivial and Ep,0
2 = 0 for all p ≥ 0. Since g is simple, first and second Whitehead Lemmas

imply that E2,q
2 = E1,q

2 = 0 for all q ≥ 0. Thus, if we denote c = b− a, we have c 6= 0 and

H2(g[t], ev∗
a V (λ) ⊗ ev∗

b V (µ)) ∼= E0,2
2

∼= H0(g,H2(g[t]+, ev∗
c V (µ)) ⊗ V (λ))

∼= Homg(V (λ)∗,H2(g[t]+, ev∗
c V (µ))).(1.3.11)

The result follows by comparing (1.3.10) and (1.3.11). �

Corollary 1.3.15. Let λ ∈ P+ and λ 6= 0. The g × g-modules V (λ)∗
⊠ C and C ⊠ V (λ)∗ are

composition factors of H2(g ⊗ I,C) if, and only if, λ = w · 0 for some w ∈ W 1
a with ℓ(w) = 2.

Moreover their multiplicities are 1.

Proof. By Lemma 1.3.14, Homg×g(V (λ)∗
⊠C,H2(g⊗ I,C)) ∼= Homg(V (λ)∗,H2(g[t]+,C)). By

(1.3.8), we have Homg(V (λ)∗,H2(g[t]+,C)) ∼= ⊕ w∈W 1
a

ℓ(w)=2

Homg(V (λ)∗, V (w · 0)∗). Since V (λ) and

V (w · 0) are simple g-modules, we have dim Homg(V (λ)∗, V (w · 0)∗) =
{

1 , if λ = w · 0
0 , otherwise.

�

Lemma 1.3.16. The multiplicity of C⊠ C as g × g-composition factor of H2(g ⊗ I,C) is 1.

Proof. Consider the LHS spectral sequence Ep,q
2

∼= Hp(g[t]/g⊗I,Hq(g⊗I,C)) ⇒ Hp+q(g[t],C).
Observe that Ep,q

2
∼= Hp(g ⊕ g,C) ⊗ H0(g ⊕ g,Hq(g ⊗ I,C)), and that Hn(g[t],C) ∼= Hn(g,C) by

Corollary 1.3.12.

Since g is simple, first and second Whitehead Lemmas imply that E2,q
2 = E1,q

2 = 0 for all q ≥ 0,
H2(g,C) = 0, and E3,0

2 = H3(g × g,C) ∼= C2. Since E3,0
∞ = coker d0,2

3 : E0,2
2 → E3,0

2 is a quotient of
E3,0

2 and E3,0
∞ ⊆ H3(g,C) = C, it follows that d0,2

3 : E0,2
2 → E3,0

2 cannot be zero. This proves that
dim Homg×g(C⊠ C,H2(g ⊗ I,C)) ≥ 1.
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In order to prove the other inequality consider the following LHS spectral sequence

Ep,q
2

∼= Hp(g ⊗ (t− a)/g ⊗ I,Hq(g ⊗ I,C)) ⇒ Hp+q(g ⊗ (t− a),C).

Observe that Ep,q
2

∼= Hp(g,C) ⊗ H0(g,Hq(g ⊗ I,C)) and that Hn(g ⊗ (t − a),C) ∼= Hn(g[t]+,C).
Recall from (1.3.8) that Hn(g[t]+,C) ∼=

⊕
w∈W 1

a
ℓ(w)=n

V (w · 0)∗.

Since g is simple, E3,0
2

∼= H3(g,C) = C, and first and second Whitehead Lemmas imply that
E2,q

2 = E1,q
2 = 0 for all q ≥ 0. Thus H2(g[t]+,C) = E2,0

∞ = ker d0,2
3 : E0,2

2 → E3,0
2 , implying that

dimE0,2
2 = dim ker d0,2

3 +dim im(d0,2
3 ) ≤

∑
w∈W 1

a
ℓ(w)=2

dimV (w ·0)∗ +1. From Corollary 1.3.15, we know

that C ⊠ V (w · 0)∗ are composition factors of H2(g ⊗ I,C), so dimE0,2
2 ≥

∑
w∈W 1

a
ℓ(w)=2

dimV (w · 0)∗.

This proves that dim Homg×g(C⊠ C,H2(g ⊗ I,C)) ≤ 1. �

Example 1.3.17. Recall that H2(gr g⊗ I,C) ∼= (H2(g[t]+,C)⊠C) ⊕ (g⊠ g)∗ ⊕ (C⊠H2(g[t]+,C)).
Thus, by Proposition 1.3.10, H2(gr g⊗I,C) does not contain any trivial g×g-composition factor. By
Lemma 1.3.16, (C⊠C) is a composition factor of H2(g⊗ I,C). This explicitly shows the difference
between H2(gr g ⊗ I,C) and H2(g ⊗ I,C) predicted in Subsection 1.3.3.

1.3.10. Second cohomology in rank one. From Lemma 1.3.1, it follows that the only pos-
sible composition factors of H2(sl2 ⊗I,C) are of the form V (λ)⊠V (µ) with (λ+µ) ∈ {0, 2, 4}. From
Lemma 1.3.16, it follows that H2(sl2 ⊗ I,C) has (C⊠ C) as a composition factor with multiplicity
1. From Corollary 1.3.15, it follows that C ⊠ V (2) and V (2) ⊠ C are not composition factors of
H2(sl2 ⊗I,C). Form Corollary 1.3.15 and Proposition 1.3.10, it follows that C⊠V (4) and V (4)⊠C

are composition factors of H2(sl2 ⊗ I,C) with multiplicity 1.

Throughout this subsection, denote sl2 by g and fix a Chevalley basis {y, h, x} with y ∈ g−α,
x ∈ gα and h = [x, y] ∈ h.

Lemma 1.3.18. Homsl2(V (3),H2(sl2[t]+, ev∗
a V (1))) = (0) for any a 6= 0.

Proof. Fix a basis of weight vectors {v−1, v1} ⊂ ev∗
a V (1) where v−1 has weight −1 and v1 has

weight 1. As a g-module, we have the following isomorphisms
(
Λ2g[t]+ ⊗ ev∗

a V (1)
)

∼=
(
Λ2(⊕i≥1g ⊗ Cti) ⊗ V (1)

)

∼=
(
Λ2(g ⊗ Ct) ⊗ V (1)

)
⊕
(
⊕i≥2(g ⊗ Ct) ⊗ (g ⊗ Cti) ⊗ V (1)

)

⊕
(
Λ2(⊕i≥2g ⊗ Cti) ⊗ V (1)

)

∼=
(
⊕i≥1Λ2(g ⊗ Cti) ⊗ V (1)

)
⊕
(
⊕1≤i<j(g ⊗ Cti) ⊗ (g ⊗ Ctj) ⊗ V (1)

)
.(1.3.12)

Thus the weight-3 subspace,
(
Λ2g[t]+ ⊗ ev∗

a V (1)
)

3, is generated by

{(x⊗ ti) ∧ (x⊗ tj) ⊗ v−1, (x⊗ tℓ) ∧ (h⊗ tm) ⊗ v1 : 1 ≤ i < j; 1 ≤ ℓ,m}.

The elements of weight 3 in the kernel of ∂2 :
(
Λ2g[t]+ ⊗ ev∗

a V (1)
)

→ (g[t]+ ⊗ ev∗
a V (1)) are scalar

multiples of ki,j = (x⊗ti)∧(x⊗tj)⊗v−1−((x⊗ti)∧(h⊗tj)⊗v1+(h⊗ti)∧(x⊗tj)⊗v1). Since x·ki,j 6= 0,
it follows that ki,j do not represent highest-weight vectors of weight 3 in H2(g[t]+, ev∗

a V (1)). Hence
Homg(V (3),H2(g[t]+, ev∗

a V (1))) = (0). �

Corollary 1.3.19. Homsl2×sl2(V (1) ⊠ V (3),H2(sl2 ⊗ I,C)) = 0.
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Proof. By Lemma 1.3.14, there is an isomorphism Homg×g(V (1) ⊠ V (3),H2(g ⊗ I,C)) ∼=
Homg(V (1),H2(g[t]+, ev∗

c V (3)∗)). By [Kum02, Lemma 3.1.13.(3)] and the fact that finite-dimen-
sional sl2-modules are self-dual, H2(g[t]+, ev∗

c V (3)∗) ∼= H2(g[t]+, ev∗
c V (3)) as sl2-modules. By

Lemma 1.3.18, Homg(V (1),H2(g[t]+, ev∗
c V (3))) = 0, finishing the proof. �

The proof of next lemma is similar to that of Lemma 1.3.18.

Lemma 1.3.20. Homsl2(V (1),H2(sl2[t]+, ev∗
a V (1))) = (0) for any a 6= 0.

Proof. Fix a basis of weight vectors {v−1, v1} ⊂ ev∗
a V (1) where v−1 has weight −1 and v1 has

weight 1. Using isomorphism (1.3.12), the weight-1 subspace,
(
Λ2g[t]+ ⊗ ev∗

a V (1)
)

1, is generated
by {(x⊗ ti) ∧ (h⊗ tj) ⊗ v−1, (x⊗ ti) ∧ (y⊗ tj) ⊗ v1, (h⊗ tℓ) ∧ (h⊗ tm) ⊗ v1 : 1 ≤ i < j; 1 ≤ ℓ < m}.
The elements of weight 1 in the kernel of ∂2 :

(
Λ2g[t]+ ⊗ ev∗

a V (1)
)

→ (g[t]+ ⊗ ev∗
a V (1)) are scalar

multiples of

ki,j = (x⊗ ti) ∧ (h⊗ tj) ⊗ v−1 + (h⊗ ti) ∧ (x⊗ tj) ⊗ v−1

+ (x⊗ ti) ∧ (y ⊗ tj) ⊗ v1 + (y ⊗ ti) ∧ (x⊗ tj) ⊗ v1 − (h⊗ ti) ∧ (h⊗ tj) ⊗ v1.

Since x · ki,j 6= 0, it follows that ki,j do not represent highest-weight vectors in H2(g[t]+, ev∗
a V (1)).

Hence Homg(V (1),H2(g[t]+, ev∗
a V (1))) = (0). �

Corollary 1.3.21. Homsl2×sl2(V (1) ⊠ V (1),H2(sl2 ⊗ I,C)) = 0.

Proof. By Lemma 1.3.14, there is an isomorphism Homg×g(V (1) ⊠ V (1),H2(g ⊗ I,C)) ∼=
Homg(V (1),H2(g[t]+, ev∗

c V (1)∗)). By [Kum02, Lemma 3.1.13.(3)] and the fact that finite-dimen-
sional sl2-modules are self-dual, H2(g[t]+, ev∗

c V (1)∗) ∼= H2(g[t]+, ev∗
c V (1)) as sl2-modules. By

Lemma 1.3.20, Homg(V (1),H2(g[t]+, ev∗
c V (1))) = 0, finishing the proof. �

The only possible composition factor of H2(sl2 ⊗ I,C) that we haven’t yet taken care of is
sl2 ⊠ sl2.

Conjecture 1.3.22. Homsl2×sl2(V (2) ⊠ V (2),H2(sl2 ⊗ I,C)) ∼= C.

Assuming the conjecture, we can prove the following result.

Theorem 1.3.23. Let a, b ∈ C, λ, µ ∈ P+ and V = ev∗
a V (λ) ⊗ ev∗

b V (µ). Suppose λ, µ 6= 0 and
a 6= b. If λ = µ = 1, then Ext2

sl2[t](V, V ) is 2-dimensional, otherwise Ext2
sl2[t](V, V ) is 4-dimensional.

Proof. First rewrite Ext2
sl2[t](V, V ) = H2(sl2[t], V ∗ ⊗V ). Then decompose V ∗ ⊗V as the sl2[t]-

module ⊕λ′,µ′ ev∗
a V (λ′) ⊗ ev∗

b V (µ′), where the direct sum runs through all λ′, µ′ ∈ P+ such that
λ− λ′, µ− µ′ ∈ 2Z. By Lemma 2.3.1,

H2(sl2[t], ev∗
a V (λ′) ⊗ ev∗

b V (µ′)) ∼= Homsl2[t]/sl2⊗I(ev∗
a V (λ′)∗ ⊗ ev∗

b V (µ′)∗,H2(sl2 ⊗ I,C)).

From the results above Homsl2[t]/sl2⊗I(ev∗
a V (λ′)∗ ⊗ ev∗

b V (µ′)∗,H2(sl2 ⊗ I,C)) ∼= C for (λ′, µ′) in the
set {(0, 0), (2, 2), (4, 0), (0, 4)}.

If λ = µ = 1, then (0, 0) and (2, 2) occur with multiplicity one. Otherwise each of this pairs in
{(0, 0), (2, 2), (4, 0), (0, 4)} occur with multiplicity one. �



CHAPTER 2

On Demazure and local Weyl modules for hyper current algebras

2.1. The main results

2.1.1. Integral forms. We use the following notation. Given a Q-algebra U with unity, an
element x ∈ U , and k ∈ N, set

x(k) =
1
k!
xk and

(
x

k

)
=

1
k!
x(x− 1) · · · (x− k + 1).

In the case U = U(g̃), we also introduce elements Λx,±r ∈ U(g̃), x ∈ g, r ∈ N, by the following
identity of power series in the variable u:

Λ±
x (u) :=

∑

r≥0

Λx,±ru
r = exp

(
−
∑

s>0

x⊗ t±s

s
us

)
.

Most of the time we will work with x = hα for some α ∈ R+. We then simplify notation and
write Λ±

α (u) = Λ±
hα

(u) and, if α = αi for some i ∈ I, we simply write Λ±
i (u) = Λ±

hi
(u). To shorten

notation, we also set Λx(u) = Λ+
x (u).

Consider the Z-subalgebra UZ(ĝ′) ⊆ U(ĝ′) generated by {(x±
α,r)(k) : α ∈ R+, r ∈ Z, k ∈ N}.

By [Gar78, Theorem 5.8], UZ(ĝ′) is a free Z-submodule of U(ĝ′) and satisfies C⊗Z UZ(ĝ′) = U(ĝ′).
In other words, UZ(ĝ′) is an integral form of U(ĝ′). Moreover, the image of UZ(ĝ′) in U(g̃) is an
integral form of U(g̃) denoted by UZ(g̃). For any Lie subalgebra a ⊆ g, set

UZ(a) = U(a) ∩ UZ(ĝ), UZ(ã) = U(ã) ∩ UZ(g̃) and UZ(a[t]) = U(a[t]) ∩ UZ(g̃).

Notice that UZ(a) can be naturally identified with U(a) ∩ UZ(g̃). The subalgebra UZ(g) coin-
cides with the Z-subalgebra of U(ĝ) generated by {(x±

α )(k) : α ∈ R+, k ∈ N}. The subalgebra
UZ(n+) of UZ(g) is generated as Z-subalgebra by the set {(x+

α )(k) : α ∈ R+, k ∈ N} and, sim-
ilarly, UZ(n−) is generated by {(x−

α )(k) : α ∈ R+, k ∈ N}. The subalgebra UZ(h) is generated
as a Z-subalgebra by

{(hi

k

)
: i ∈ I, k ∈ N

}
. The subalgebra UZ(ñ+) of UZ(g̃) is generated as Z-

subalgebra by the set {(x+
α,r)(k) : α ∈ R+, k ∈ N, r ∈ Z} and, similarly, UZ(ñ−) is generated by

{(x−
α,r)(k) : α ∈ R+, k ∈ N, r ∈ Z}, while UZ(h̃) is generated by

{(hi

k

)
,Λi,r : i ∈ I, k ∈ N, r ∈ Z

}
.

Observe that UZ(h̃) is a commutative Z-algebra. We also consider the subalgebras UZ(b−) =
UZ(n−)UZ(h), UZ(b+) = UZ(h)UZ(n+), UZ(b̃

−
) = UZ(ñ−)UZ(h̃), and UZ(b̃

+
) = UZ(h̃)UZ(ñ+). Set

b̂
′±

= ĥ
′
⊕ n̂± and UZ(n̂±) = UZ(ĝ) ∩ U(n̂±), UZ(ĥ

′
) = UZ(ĝ) ∩ U(ĥ

′
), UZ(b̂

′±
) = UZ(ĝ) ∩ U(b̂

′±
).

Recall that h[t]± = h⊗ t±1C[t±1]. It follows from the above that UZ(h[t]±) := U(h[t]±) ∩UZ(h̃)
is an integral form of U(h[t]±) and is generated, as a Z-algebra with 1, by {Λi,±r : i ∈ I, r > 0}.
In fact, it is known to be the free commutative algebra with 1 over this set. The PBW Theorem

21
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implies that multiplication establishes isomorphisms of Z-modules

UZ(ĝ′) ∼= UZ(n̂−) ⊗ UZ(ĥ
′
) ⊗ UZ(n̂+),

UZ(g̃) ∼= UZ(ñ−) ⊗ UZ(h̃) ⊗ UZ(ñ+) and

UZ(g[t]) ∼= UZ(n[t]−) ⊗ UZ(h[t]) ⊗ UZ(n[t]+).

Moreover, restricted to UZ(h̃) this gives rise to an isomorphism of Z-algebras

UZ(h̃) ∼= UZ(h[t]−) ⊗ UZ(h) ⊗ UZ(h[t]+).

2.1.2. Hyperalgebras. Given a field F, define the F-hyperalgebra of a by UF(a) = F⊗ZUZ(a),
where a is any of the Lie algebras with Z-forms defined above. Clearly, if the characteristic of F is
zero, the algebra UF(g̃) is naturally isomorphic to U(g̃F) where g̃F = F ⊗Z g̃Z and g̃Z is the Z-span
of the Chevalley basis of g̃, and similarly for all algebras a we have considered. For fields of positive
characteristic we just have an algebra homomorphism U(aF) → UF(a) which is neither injective nor
surjective. We will keep denoting by x the image of an element x ∈ UZ(a) in UF(a). Notice that
we have UF(g̃) = UF(ñ−)UF(h̃)UF(ñ+).

Given an algebraically closed field F, let A be a Henselian discrete valuation ring of characteristic
zero having F as its residue field. Set UA(a) = A ⊗Z UZ(a) whenever UZ(a) has been defined.
Clearly UF(a) ∼= F ⊗A UA(a). We shall also fix an algebraic closure K of the field of fractions of A.
For an explanation why we shall need to move from integral forms to A-forms, see Remark 2.1.5
(and [JM07, Section 4C]). As mentioned in the introduction, we assume the characteristic of F is
at least 5 if g is of type G2.

Notice that the Hopf algebra structure of the universal enveloping algebras induce such structure
on the hyperalgebras. For any Hopf algebra H, denote by H0 its augmentation ideal.

2.1.3. ℓ-weight lattice. Consider the set P+
F consisting of |I|-tuples ωωω = (ωωωi)i∈I , where

ωωωi ∈ F[u] and ωωωi(0) = 1 for all i ∈ I. Endowed with coordinate-wise polynomial multiplication,
P+

F is a monoid. We denote by PF the multiplicative abelian group associated to P+
F which will

be referred to as the ℓ-weight lattice associated to g. One can describe PF in another way. Given
µ ∈ P and a ∈ F×, let ωωωµ,a be the element of PF defined as

(ωωωµ,a)i(u) = (1 − au)µ(hi) for all i ∈ I.

If µ = ωi is a fundamental weight, we simplify notation and write ωωωωi,a = ωωωi,a. We refer to ωωωi,a as
a fundamental ℓ-weight, for all i ∈ I and a ∈ F×. Notice that PF is the free abelian group on the
set of fundamental ℓ-weights.

Let wt : PF → P be the unique group homomorphism such that wt(ωωωi,a) = ωi for all i ∈ I, a ∈
F×. Let also ωωω 7→ ωωω− be the unique group automorphism of PF mapping ωωωi,a to ωωωi,a−1 for all
i ∈ I, a ∈ F×. For notational convenience we set ωωω+ = ωωω.

The abelian group PF can be identified with a subgroup of the monoid of |I|-tuples of for-
mal power series with coefficients in F by identifying the rational function (1 − au)−1 with the
corresponding geometric formal power series

∑
n≥0(au)n. This allows us to define an inclusion

PF →֒ UF(h̃)∗. Indeed, for each ωωω± =
∑

r≥0 ωi,±ru
r ∈ PF, we set

ωωω
((

hi

k

))
=
(

wt(ωωω)(hi)
k

)
, ωωω(Λi,r) = ωi,r, for all i ∈ I, r, k ∈ Z, k ≥ 0,

and ωωω(xy) = ωωω(x)ωωω(y), for all x, y ∈ UF(h̃).



2.1. THE MAIN RESULTS 23

2.1.4. Demazure and local Weyl modules. Given ωωω ∈ P+
F , the local Weyl module WF(ωωω)

is the quotient of UF(g̃) by the left ideal generated by

UF(ñ+)0, h−ωωω(h), (x−
α )(k) for all h ∈ UF(h̃), α ∈ R+, k > wt(ωωω)(hα).

It is known that the local Weyl modules are finite-dimensional (cf. Theorem 2.3.8 (c)).

For λ ∈ P+, the graded local Weyl module W c
F(λ) is the quotient of UF(g[t]) by the left ideal

Ic
F(λ) generated by

UF(n+[t])0, UF(h[t]+)0, h− λ(h), (x−
α )(k), for all h ∈ UF(h), α ∈ R+, k > λ(hα).(2.1.1)

Also, given ℓ ≥ 0, let DF(ℓ, λ) denote the quotient of UF(g[t]) by the left ideal IF(ℓ, λ) generated
by Ic

F(λ) together with

(x−
α,s)(k) for all α ∈ R+, s, k ∈ Z≥0, k > max{0, λ(hα) − sℓr∨

α}.(2.1.2)

In particular, DF(ℓ, λ) is a quotient of W c
F(λ).

Remark 2.1.1. The algebra UF(g[t]) inherits a Z-grading from the grading on the polynomial
algebra C[t]. The ideals Ic

F(λ) and IF(ℓ, λ) are clearly graded and, hence, the modules W c
F(λ) and

DF(ℓ, λ) are graded. In [CP01], local Weyl modules were simply called Weyl modules, and certain
infinite-dimensional modules, which were called maximal integrable modules and are now called
global Weyl modules, were also defined. The modern names, local and global Weyl modules were
coined by Feigin and Loktev in [FL04], where they introduced these modules in the context of
generalized current algebras. We will not consider the global Weyl modules in this thesis.

We are ready to state the main theorem of this chapter.

Theorem 2.1.2. Let λ ∈ P+.

(a) If g is simply laced, then DF(1, λ) and W c
F(λ) are isomorphic UF(g[t])-modules.

(b) There exist k ≥ 1 and λj ∈ P+, j = 1, . . . , k, (independent of F) such that the UF(g[t])-
module W c

F(λ) admits a filtration (0) = W0 ⊂ W1 ⊂ · · · ⊂ Wk−1 ⊂ Wk = W c
F(λ), with

Wj/Wj−1
∼= DF(1, λj).

(c) For any a ∈ F×, there exists an automorphism ϕa of UF(g[t]) such that the pull-back of WF(ωωωλ,a)
by ϕa is isomorphic to W c

F(λ).

Assume the characteristic of F is zero. Then, part (a) of this theorem was proved in [CP01]
for g = sl2, in [CL06] for type A, and in [FL07] for types ADE. Both [CL06] and [FL07] use the
sl2-case (and the former exhibits an explicit basis for W c

F(λ)). Part (b) was proved in [Nao12].
Part (c) for simply laced g was proved in [FL07] using part (a) (see [FL07, Lemma 1, Lemma 3,
equation (15)]). The same proof works in the non simply laced case once part (b) is established.
We will make use of Theorem 2.1.2 in the characteristic zero setting for extending it to the positive
characteristic context.

We will see in Subsection 2.3.5 that the class of modules DF(ℓ, λ) form a subclass of the class of
Demazure modules for UF(g[t]). In particular, it follows from [Mat88, Lemme 8] that dim(DF(ℓ, λ))
depends only on ℓ and λ, but not on F (see also the Remark on page 56 of [Mat89] and references
therein). Together with Theorem 2.1.2(b), this implies the following corollary.

Corollary 2.1.3. For all λ ∈ P+, we have dimW c
F(λ) = dimW c

C(λ). �

As an application of this corollary, we will prove a conjecture of [JM07]. The following theorem
was proved in [JM07].

Theorem 2.1.4. Suppose ωωω ∈ P×
A and let λ = wt(ωωω), v the image of 1 in WK(ωωω), and LA(ωωω) =

UA(g̃)v. Then, LA(ωωω) is a free A-module such that K ⊗A LA(ωωω) ∼= WK(ωωω). �
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We now recall the conjecture of [JM07]. Let ̟̟̟ be the image of ωωω in PF. It easily follows that
F ⊗A LA(ωωω) is a quotient of WF(̟̟̟) and, hence,

(2.1.3) dimWK(ωωω) ≤ dimWF(̟̟̟).

It was conjectured in [JM07] that

(2.1.4) F ⊗A LA(ωωω) ∼= WF(̟̟̟).

We will prove (2.1.4) in Subsection 2.3.4. In particular, it follows that

(2.1.5) dimWF(̟̟̟) = dimW c
C(λ).

Remark 2.1.5. Recall that for all ̟̟̟ ∈ P+
F , there exists ωωω ∈ P×

A such that ̟̟̟ is the image of ωωω
in PF. This is the main reason why we consider A-forms instead of Z-forms. The study of finite-
dimensional representations of twisted hyper loop algebras was initiated in [BM12]. The proof
of one part of [BM12, Theorem 4.1] relies on (2.1.4) and, therefore, it will be completed once we
finish the proof of (2.1.4).

It was also conjectured in [JM07] that, if ̟̟̟ =
∏m

j=1ωωωλj ,aj
for some m ≥ 0, λj ∈ P+, aj ∈

F×, j = 1, . . . ,m, with ai 6= aj for i 6= j, then

(2.1.6) WF(ωωω) ∼=
m⊗

j = 1

WF(ωωωλj ,aj
).

In characteristic zero this was proved in [CP01]. It was then proved in [Bia12, Seção 2.4.3] that
the characteristic zero case of (2.1.6) together with (2.1.4) implies (2.1.6) in general.

2.2. Further notation and technical lemmas

2.2.1. Some commutation relations. We begin recalling the following well-known relation
in UZ(g)

(x+
α )(l)(x−

α )(k) =
min{k,l}∑

m=0

(x−
α )(k−m)

(
hα − k − l + 2m

m

)
(x+

α )(l−m) for all α ∈ R+, l, k ∈ Z≥0.

(2.2.1)

Since for all α ∈ R+, s ∈ Z, the span of x±
α,±s, hα is a subalgebra isomorphic to sl2, we get the

following relation in UZ(g̃)

(x+
α,s)(l)(x−

α,−s)(k) =
min{k,l}∑

m=0

(x−
α,−s)(k−m)

(
hα − k − l + 2m

m

)
(x+

α,s)(l−m).(2.2.2)

Next, we consider the case when the grades of the elements in the left-hand side is not symmetric.

Given m > 0, consider the Lie algebra endomorphism τm of g̃ induced by the ring endomorphism
of C[t, t−1], t 7→ tm. Notice that the restriction of τm to g[t] gives rise to an endomorphism of g[t].
Moreover, denoting by τm its extension to an algebra endomorphism of U(g̃), notice that UZ(a)
is invariant under τm for a = g, n±, h, ñ±, h̃, n±[t], h[t], h[t]+. In fact τm((x±

α,r)(k)) = (x±
α,mr)(k) and

τm(Λα,r) satisfies
∑

i≥0 τm(Λα,r)ur = exp
(
−
∑

s≥1
hα,ms

s us
)

for all r,m ∈ Z and α ∈ R+.

Given α ∈ R+,m, s ∈ Z,m > 0, consider the following power series:

X−
α,m,s(u) =

∞∑

r = 1

x−
α,m(r−1)+s u

r and Λ±
α,m(u) = τm(Λ±

α (u)).
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The next lemma is crucial in the proof that the rings UZ(a) are integral forms and will also be
needed in Subsection 2.3.3.

Lemma 2.2.1. Let α ∈ R+, k, l ≥ 0,m > 0, s ∈ Z. Then
(
x+

α,m−s

)(l) (
x−

α,s

)(k)
= (−1)l

(
(X−

α,m,s(u))(k−l)Λ+
α,m(u)

)
k

mod UZ(g̃)UZ(ñ+)0,

where the subindex k denotes the coefficient of uk of the above power series. Moreover, if 0 ≤ s ≤ m,
the same holds modulo UZ(g[t])UZ(n+[t])0

Z.

Proof. The case m = 1, s = 0 was proved in [Gar78, Lemma 7.5] (cf. [JM07, Equation
(1-11)]). Consider the Lie algebra endomorphism σs : s̃lα → s̃lα given by x±

α,r 7→ x±
α,r∓s. The first

statement of the lemma is obtained from the case m = 1, s = 0 by applying (σs ◦ τm). The second
statement is then clear. �

Sometimes it will be convenient to work with smaller set of generators for the hyperalgebras.

Proposition 2.2.2. [Mit85, Corollary 4.4.12] The ring UZ(ĝ′) is generated by (x±
i )(k), i ∈ Î , k ≥ 0

and UZ(g) is generated by (x±
i )(k), i ∈ I, k ≥ 0. �

An adaptation of the proof of Proposition 2.2.2 gives:

Lemma 2.2.3. The algebra UZ(n±[t]) is generated by (x±
i,r)(k), i ∈ I, k, r ≥ 0. In particular, UZ(g̃)

is generated by (x±
i,r)(k), i ∈ I, r, k ∈ Z, k ≥ 0. �

Combining Lemma 2.2.1 (with m = 1, s = 0, and k = l ≥ 1) with Lemma 2.2.3, it is not difficult
to see that UZ(g[t]) is generated by (x±

i,r)(k), i ∈ I, r, k ≥ 0.

Given β ∈ R+ and r, k ∈ Z, k ≥ 0, define the hyperdegree of (x±
β,r)(k) to be k. For a monomial

of the form (x±
β1,r1

)(k1) · · · (x±
βl,rl

)(kl) (choice of ± fixed) define its hyperdegree to be k1 + · · · + kl.

Lemma 2.2.4. [Mit85, Lemma 4.2.13] Let r, s, k, l ∈ Z, k, l ≥ 0, α, β ∈ R+. Then (x±
α,r)(k)(x±

β,s)(l)

is in the Z-span of (x±
β,s)(l)(x±

α,r)(k) together with monomials of hyperdegree strictly smaller than
k + l. �

2.2.2. On certain automorphisms of hyper current algebras. Let a, b be such that
UZ(a) have been defined. Then, given a homomorphism of A-algebras f : UA(a) → UA(b), we
have an induced homomorphism UF(a) → UF(b). We will now use this procedure to define certain
homomorphism between hyperalgebras. As a rule, we shall use the same symbol to denote the
induced homomorphism in the hyperalgebra level.

Recall that there exists a unique involutive Lie algebra automorphism ψ of g such that x±
i 7→ x∓

i
and hi 7→ −hi for all i ∈ I. It admits a unique extension to an automorphism of g[t] such that
ψ(x ⊗ f(t)) = ψ(x) ⊗ f(t) for all x ∈ g, f ∈ C[t]. Keep denoting by ψ its extension to an
automorphism of U(g[t]). In particular, it easily follows that

(2.2.3) ψ
(
(x±

α,r)(k)
)

= (−1)k(ht(α)−1)(x∓
α,r)(k) for all α ∈ R+, r, k ≥ 0.

Since UZ(g[t]) is generated by the elements (x±
α,r)(k), it follows that the restriction of ψ to UZ(a)

induces an automorphism of UZ(a), for a = g, h, g[t], h[t], h[t]+. Notice that we have an inclusion
P →֒ HomZ(UZ(h),Z) determined by

(2.2.4) µ
((

hi

k

))
=
(

µ(hi)
k

)
and µ(xy) = µ(x)µ(y) for all i ∈ I, k ≥ 0, x, y ∈ UZ(h).
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Therefore,

(2.2.5) µ
(
ψ
((

hi

k

)))
=
(

−µ(hi)
k

)
for all i ∈ I, k > 0, µ ∈ P.

Suppose now that γ is a Dynkin diagram automorphism of g and keep denoting by γ the g-
automorphism determined by x±

i 7→ x±
γ(i), hi 7→ hγ(i), i ∈ I. It admits a unique extension to an

automorphism of g[t] such that γ(x⊗ f(t)) = γ(x) ⊗ f(t) for all x ∈ g, f ∈ C[t]. Keep denoting by
γ its extension to an automorphism of U(g[t]). Let γ also denote the associated automorphism of
P determined by γ(ωi) = ωγ(i), i ∈ I. In particular, γ(αi) = αγ(i), i ∈ I. It then follows that, for
each α ∈ R+, k > 0, there exist ε±

α,k ∈ {−1, 1} (depending on how the Chevalley basis was chosen)
such that

(2.2.6) γ
(
(x±

α,r)(k)
)

= ε±
α,k(x±

γ(α),r)(k) for all r ≥ 0.

This implies that the restriction of γ to UZ(a) induces an automorphism of UZ(a), for any a in the
set {g, n±, h, g[t], n±[t], h[t], h[t]+}. It is also easy to see that

(2.2.7) µ
(
γ
((

hi

k

)))
=
(

(γ−1(µ))(hi)
k

)
for all i ∈ I, k > 0, µ ∈ P.

We end this subsection constructing the automorphism mentioned in Theorem 2.1.2(c). Thus,
let a ∈ F, ã ∈ A such that the image of ã in F is a, and ϕã the Lie algebra automorphism of g[t]K
given by x ⊗ t 7→ x ⊗ (t − ã). Keep denoting by ϕã the induced automorphism of UK(g[t]) and
observe that ϕã is the identity on UK(g). One easily checks that

ϕã

(
(x±

α,r)(k)
)

=
∑

k0+···+kr=k

r∏

s=0

( r
s )ks(−ã)ks(r−s)(x±

α,s)(ks) ∈ UA(g[t]).

Hence, ϕã induces an automorphism of UA(g[t]). Notice that, in the hyperalgebra level, we have

(2.2.8) (x±
α,r)(k) 7→

∑

k0+···+kr=k

r∏

s=0

( r
s )ks(−a)ks(r−s)(x±

α,s)(ks).

This justifies a change of notation from ϕã to ϕa.

2.2.3. Subalgebras of rank 1 and 2. For any α ∈ R+, consider the Lie subalgebra of
g generated by x±

α which is isomorphic to sl2. Denote this subalgebra by slα. Consider also
n±

α = Cx±
α , hα = Chα and b±

α = Chα ⊕ Cx±
α . Notice that UZ(g) ∩ U(slα) coincides with the

Z-subalgebra UZ(slα) of U(g) generated by (x±
α )(k), k ≥ 0. Indeed, since (x±

α )(k) belong to a Z-
basis of UZ(g), we must have that UZ(n±) ∩ U(slα) = UZ(n±

α ) where the latter is the Z-subalgebra
generated by (x±

α )(k), k ≥ 0. It then suffices to show that, given k > 0, an element of the form
c
(

hα

k

)
∈ UZ(g) ∩U(slα) only if c ∈ Z. Write hα =

∑
i∈I mihi with mi ∈ Z≥0, i ∈ I, and recall that

the mi are relatively prime. It follows from Vandermonde’s convolution formula that
(
hα

k

)
=
∑

i∈I

(
mihi

k

)
+
∑

kkk

∏

i∈I

(
mihi

ki

)

where the second sum is over kkk = (ki)i∈I ∈ ZI
≥0 such that

∑
i∈I ki = k and ki < k for all i ∈ I. On

the other hand, for all l > 0, i ∈ I, there exist cl ∈ Z such that
(mihi

l

)
= ml

i

(hi

l

)
+
∑l−1

m=1 cl

(hi

m

)
.

Hence,
(hα

k

)
=
∑

i∈I m
k
i

(hi

k

)
+η, where η is a Z-linear combination of elements of the form

∏
i∈I

(
hi

ki

)

with ki < k for all i ∈ I. Since this is an expression for
(

hα

k

)
in terms of a Z-basis of UZ(h), it

follows that c
(

hα

k

)
∈ UZ(g) ∩ U(slα) only if cmk

i ∈ Z for all i ∈ I. Since the mi are relatively
prime, we must have c ∈ Z as claimed.
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This implies that UZ(g)∩U(slα) is naturally isomorphic to UZ(sl2) and, hence, the corresponding
subalgebra UF(slα) of UF(g̃) is naturally isomorphic to UF(sl2). Similarly, for any α ∈ R+, r ∈ Z,
the Lie subalgebra slα,r of g̃ generated by x±

α,±r is isomorphic to sl2 and UZ(g̃) ∩U(slα,r) coincides
with the Z-subalgebra of U(g̃) generated by (x±

α,±r)(k), k ≥ 0. We shall denote the corresponding
subalgebra of UF(g̃) by UF(slα,r). We also consider the subalgebra s̃lα of g̃ generated by x±

α,r, r ∈ Z

and the subalgebra slα[t] of g[t] generated by x±
α,r, r ≥ 0. The corresponding subalgebras UF(s̃lα)

and UF(slα[t]) of UF(g̃) are naturally isomorphic to UF(s̃l2) and UF(sl2[t]).

We will also need to work with root subsystems of rank 2. Suppose α, β ∈ R+ form a simple
system of a root subsystem R′ of rank 2 and let t denote a simple Lie algebra of type R′. Denote by
gα,β the subalgebra of g generated by x±

α and x±
β , which is isomorphic to t. Notice that, for r, s ∈ Z,

the subalgebra g
r,s
α,β of g̃ generated by x±

α,±r and x±
β,±s is also isomorphic to t. Let U ′

Z(gα,β) be the

subalgebra of UZ(g) generated by (x±
α )(k), (x±

β )(k), k ≥ 0, and U ′
Z(gr,s

α,β) the subalgebra of UZ(g̃)

generated by (x±
α,±r)(k), (x±

β,±s)(k), k ≥ 0. Proposition 2.2.2 implies that U ′
Z(gα,β) and U ′

Z(gr,s
α,β) are

naturally isomorphic to UZ(t). Recall that if a is a subalgebra of U(g̃), then UZ(a) = U(a) ∩UZ(g̃).
As in the rank 1 case, we have:

(2.2.9) U ′
Z(gα,β) = UZ(gα,β) and U ′

Z(gr,s
α,β) = UZ(gr,s

α,β).

Indeed, by definition, U ′
Z(gα,β) ⊆ UZ(g) ∩ U(gα,β) = UZ(gα,β) and U ′

Z(gr,s
α,β) ⊆ UZ(g̃) ∩ U(gr,s

α,β) =
UZ(gr,s

α,β). In order to prove the other inclusion, let n±
α,β be defined by n±

α,β = n± ∩ gα,β and observe
that UZ(n±

α,β) = U(gα,β) ∩UZ(n±). Let also hα,β = h∩ gα,β and UZ(hα,β) = U(hα,β) ∩UZ(gα,β). To
prove the first statement in (2.2.9) it remains to show that UZ(h) ∩ U(gα,β) ⊆ UZ(hα,β). It suffices

to show that, given kα, kβ ≥ 0, an element of the form c
(hα

kα

)(hβ

kβ

)
is in UZ(h)∩U(gα,β) only if c ∈ Z.

Notice that, if R′ is of type G2, then R is of type G2, hα,β = h and there is nothing to prove. Hence,
suppose r∨ < 3 and write hα =

∑
i∈I mihi and hβ =

∑
i∈I nihi with mi, ni ∈ Z≥0, i ∈ I. Recalling

that there exists iα, iβ ∈ I such that miα = niβ
= 1, the argument is completed similarly to what

we have done in the rank 1 case. It follows from (2.2.9) that UF(gα,β) = F ⊗Z UZ(gα,β) ⊆ UF(g)
and UF(gr,s

α,β) = F ⊗Z UZ(gr,s
α,β) ⊆ UF(g̃) are isomorphic to UF(t).

2.2.4. The algebra gsh. Another important subalgebra used in the proof of Theorem 2.1.2 is
the subalgebra gsh generated by the root vectors associated to short simple roots.

Let ∆sh = {α ∈ ∆ : (α, α) < 2} denote the set of simple short roots. In particular, if g is
simply laced, ∆sh = ∅. Let R+

sh = Z∆sh ∩ R+ and Rsh = Z∆sh ∩ R (and notice that, if g is not
simply laced, Rsh 6= {α ∈ R : (α, α) < 2}). Set Ish = {i ∈ I : αi ∈ ∆sh} and define Psh = ⊕i∈Ish

Zωi

and P+
sh = Psh ∩ P+. Consider also the subalgebras hsh = ⊕i∈Ish

Chi, b
±
sh = hsh ⊕ n±

sh, where
n±

sh = ⊕±α∈R+
sh
gα, and gsh = n−

sh ⊕ hsh ⊕ n+
sh. Then, if ∆sh 6= ∅, gsh is a simply laced Lie subalgebra

of g with Cartan subalgebra hsh and ∆sh can be identified with the choice of simple roots associated
to the given triangular decomposition. The subsets Qsh, Q

+
sh, and the Weyl group Wsh are defined

in the obvious way. The restriction of ( , ) to gsh is an invariant symmetric and non degenerate
bilinear form on gsh, but the normalization is not the same as the one we fixed for g. Indeed,
(α, α) = 2/r∨ for all α ∈ Rsh. The set {x±

α , hi : α ∈ R+
sh, i ∈ Ish} is a Chevalley basis for gsh.

Observe that UZ(g) ∩U(gsh) coincides with the Z-subalgebra of U(g) generated by (x±
α )(k), α ∈

∆sh, and, hence, Proposition 2.2.2 implies that UF(gsh) can be naturally identified with a subalgebra
of UF(g). Similar observation apply to UZ(a) for a = n±

sh, hsh.

Consider the linear map h∗ → h∗
sh, λ 7→ λ̄, given by restriction and let ish : h∗

sh → h∗ be the
linear map such that ish (α) = α for all α ∈ ∆sh. In particular, ish(µ) = µ for all µ ∈ h∗

sh. Given



2.3. FINITE-DIMENSIONAL MODULES 28

λ ∈ P , consider the function ηλ : Psh → P given by

(2.2.10) ηλ(µ) = ish(µ) + λ− ish(λ).

Lemma 2.2.5. If λ ∈ P+, µ ∈ P+
sh, and µ ≤ λ, then ηλ(µ) ∈ P+. �

Proof. For each i ∈ Ish, let mi ∈ Z≥0 such that µ = λ −
∑

i∈Ish
miαi. In particular, ηλ(µ) =

λ −
∑

i∈Ish
miαi. Then, for j ∈ Ish, we have ηλ(µ)(hj) = µ(hj) ≥ 0 while, for j ∈ I \ Ish, we have

ηλ(µ)(hj) = λ(hj) −
∑

i∈Ish
miαi(hj) ≥ λ(hj) ≥ 0. �

The affine Kac-Moody algebra associated to gsh is naturally isomorphic to the subalgebra

ĝsh := gsh ⊗ C[t, t−1] ⊕ Cc⊕ Cd

of ĝ and, under this isomorphism, ĥsh is identified with hsh ⊕ Cc⊕ Cd. The subalgebras gsh[t] and
n̂±

sh, as well as P̂sh, Q̂sh, etc, are defined in the obvious way. Moreover, UF(g̃sh) and UF(gsh[t]) can
be naturally identified with a subalgebra of UF(g̃).

2.3. Finite-dimensional modules

2.3.1. Modules for hyperalgebras. We now review the finite-dimensional representation
theory of UF(g). If the characteristic of F is zero, then UF(g) ∼= U(gF) and the results stated here
can be found in [Hum78]. The literature for the positive characteristic setting is more often found
in the context of algebraic groups, in which case UF(g) is known as the hyperalgebra or algebra of
distributions of an algebraic group of the same Lie type as g (cf. [Jan03, Part II]). A more detailed
review in the present context can be found in [JM07, Section 2].

Let V be a UF(g)-module. A nonzero vector v ∈ V is called a weight vector if there exists
µ ∈ UF(h)∗ such that hv = µ(h)v for all h ∈ UF(h). The subspace consisting of weight vectors
of weight µ is called weight space of weight µ and it will be denoted by Vµ. If V = ⊕µ∈UF(h)∗Vµ,
then V is said to be a weight module. If Vµ 6= 0, µ is said to be a weight of V and wt(V ) = {µ ∈
UF(h)∗ : Vµ 6= 0} is said to be the set of weights of V . Notice that the inclusion (2.2.4) induces an
inclusion P →֒ UF(h)∗. In particular, we can consider the partial order ≤ on UF(h)∗ given by µ ≤ λ
if λ− µ ∈ Q+ and we have

(2.3.1) (x±
α )(k)Vµ ⊆ Vµ±kα for all α ∈ R+, k > 0, µ ∈ UF(h)∗.

If V is a weight-module with finite-dimensional weight spaces, its character is the function ch(V ) :
UF(h)∗ → Z given by ch(V )(µ) = dimVµ. As usual, if V is finite-dimensional, ch(V ) can be regarded
as an element of the group ring Z[UF(h)∗] where we denote the element corresponding to µ ∈ UF(h)∗

by eµ. By the inclusion (2.2.4) the group ring Z[P ] can be regarded as a subring of Z[UF(h)∗] and,
moreover, the action of W on P induces an action of W on Z[P ] by ring automorphisms where
w · eµ = ewµ.

If v ∈ V is weight vector such that (x+
α )(k)v = 0 for all α ∈ R+, k > 0, then v is said to

be a highest-weight vector. If V is generated by a highest-weight vector, then it is said to be a
highest-weight module. Similarly, one defines the notions of lowest-weight vectors and modules by
replacing (x+

α )(k) by (x−
α )(k).

Theorem 2.3.1. Let V be a UF(g)-module.

(a) If V is finite-dimensional, then V is a weight-module, wt(V ) ⊆ P , and dimVµ = dimVσµ for
all σ ∈ W, µ ∈ UF(h)∗. In particular, ch(V ) ∈ Z[P ]W .

(b) If V is a highest-weight module of highest weight λ, then dim(Vλ) = 1 and Vµ 6= 0 only
if µ ≤ λ. Moreover, V has a unique maximal proper submodule and, hence, also a unique
irreducible quotient. In particular, V is indecomposable.
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(c) For each λ ∈ P+, the UF(g)-module WF(λ) given by the quotient of UF(g) by the left ideal
IF(λ) generated by

UF(n+)0, h− λ(h) and (x−
α )(k), for all h ∈ UF(h), α ∈ R+, k > λ(hα),

is nonzero and finite-dimensional. Moreover, every finite-dimensional highest-weight module of
highest weight λ is a quotient of WF(λ).

(d) If V is finite-dimensional and irreducible, then there exists a unique λ ∈ P+ such that V is
isomorphic to the irreducible quotient VF(λ) of WF(λ). If the characteristic of F is zero, then
WF(λ) is irreducible.

(e) For each λ ∈ P+, ch(WF(λ)) is given by the Weyl character formula. In particular, µ ∈
wt(WF(λ)) if, and only if, σµ ≤ λ for all σ ∈ W. Moreover, WF(λ) is a lowest-weight module
with lowest weight w0λ. �

Remark 2.3.2. The module WF(λ) defined in Theorem 2.3.1 (c) is called Weyl module (or costan-
dard module) of highest weight λ. The known proofs of Theorem 2.3.1 (e) make use of geometric
results such as Kempf’s Vanishing Theorem.

We shall need the following lemma in the proof of Lemma 2.5.5 below.

Lemma 2.3.3. Let V be a finite-dimensional UF(g)-module, µ ∈ P , and α ∈ R+. If v ∈ Vµ \ {0}

is such that (x−
α )(k)v = 0 for all k > 0, then µ(hα) ∈ Z≤0 and (x+

α )(−µ(hα))v 6= 0. �

Remark 2.3.4. In characteristic zero, it is well-known that the following stronger statement holds:
if v ∈ Vµ \ {0} is such that µ(hα) ∈ Z≤0, then (x+

α )(−µ(hα))v 6= 0. In positive characteristic this
stronger statement is not true for all finite-dimensional representations.

We will need to consider the integral version of Weyl modules. Notice that the formulas
in the definition of the inclusion P →֒ UF(h)∗ also give rise to an inclusion P →֒ UZ(h)∗ :=
HomZ(UZ(h),Z). Then, given a UZ(g)-module V and µ ∈ P , the weight space Vµ can be defined
as before and (2.3.1) remains valid. In particular, if V = ⊕µ∈PVµ and Vµ is a finitely generated
Z-module for all µ ∈ P , we can define the character of V by setting ch(V )(µ) as the rank of Vµ as
a Z-module. Notice that F⊗Z V is then a UF(g)-module with finite-dimensional weight spaces and
ch(F ⊗Z V )(µ) ≥ ch(V )(µ) for all µ ∈ P . Moreover, equality holds if, an only if, pT = 0 where p is
the characteristic of F and T is the torsion subgroup of V .

A UZ(g)-module V is said to be integrable if, for all v ∈ V , there exists m > 0 such that
(x±

α )(k)v = 0 for all α ∈ R+, k > m. Proposition 2.2.2 implies that this equivalent to saying that
there exists m′ > 0 such that (x±

i )(k)v = 0 for all i ∈ I, k > m′.

Proposition 2.3.5. Let V be an integrable UZ(g)-module. Then, for all σ ∈ W, µ ∈ P , there
exists an isomorphism of Z-modules Vµ → Vσµ.

Proof. It suffices to prove the statement with σ = si for some i ∈ I. Consider the map
T : Vµ → Vsiµ given by

T (v) =
∑

a,b,c≥0
b−a−c=µ(hi)

(−1)b(x+
i )(a)(x−

i )(b)(x+
i )(c)v.

Proceeding as in [Lus93, 5.2], one shows that T is an isomorphism. �

Given λ ∈ P+, let IZ(λ) ⊂ UZ(g) be the left ideal generated by

UZ(n+)0, h− λ(h), (x−
α )(k), for all h ∈ UZ(h), α ∈ R+, k > λ(hα),
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and set

(2.3.2) WZ(λ) = UZ(g[t])/IZ(λ).

Theorem 2.3.6. For all λ ∈ P+,WZ(λ) is finitely generated and free as a Z-module. Moreover,
WZ(λ) = ⊕µ≤λWZ(λ)µ and ch(WZ(λ)) is given by the Weyl character formula.

Proof. Quite clearly WZ(λ) = ⊕µ≤λWZ(λ)µ and WZ(λ)µ is finitely generated for all µ ∈ P .
Moreover, standard arguments show that WZ(λ) is integrable. In particular, Proposition 2.3.5
implies that WZ(λ)µ 6= 0 only if σµ ≤ λ for all σ ∈ W. Since the set {σµ : µ, σµ ≤ λ for all σ ∈ W}
is finite, it follows that WZ(λ) is finitely generated. An application of Lemma 2.3.9 gives an
isomorphism of UF(g)-moduleWF(λ) ∼= F⊗ZWZ(λ). Since Theorem 2.3.1 (e) implies that ch(WF(λ))
does not depend on the characteristic of F, it follows that WZ(λ) is free and have the same character
as ch(WF(λ)). �

The next lemma can be proved exactly as [Nao12, Lemma 4.5].

Lemma 2.3.7. Let mi ∈ Z≥0, i ∈ I, V a finite-dimensional UF(n−)-module and suppose v ∈ V

satisfies (x−
i )(k)v = 0 for all i ∈ I, k > mi. Then, given α ∈ R+, we have (x−

α )(k)v = 0 for all
k >

∑
i∈I nimi where ni are such that hα =

∑
i∈I nihi. �

2.3.2. Modules for hyper loop algebras. We now recall some basic results about the
category of finite-dimensional UF(g̃)-modules in the same spirit as Subsection 2.3.1. The results of
this subsection can be found in [JM07, Section 3] and references therein.

Given a UF(g̃)-module V and ξ ∈ UF(h̃)∗, let

Vξ = {v ∈ V : for all x ∈ UF(h̃), there exists k > 0 such that (x− ξ(x))kv = 0}.

We say that V is an ℓ-weight module if V =
⊕

ωωω ∈ PF

Vωωω. In this case, regarding V as a UF(g)-module,

we have

Vµ =
⊕

ωωω∈PF:
wt(ωωω)=µ

Vωωω for all µ ∈ P and V =
⊕

µ ∈ P

Vµ.

A nonzero element of Vωωω is said to be an ℓ-weight vector of ℓ-weight ωωω. An ℓ-weight vector v is
said to be a highest-ℓ-weight vector if UF(h̃)v = Fv and (x+

α,r)(k)v = 0 for all α ∈ R+ and all
r, k ∈ Z, k > 0. If V is generated by a highest-ℓ-weight vector of ℓ-weight ωωω, V is said to be a
highest-ℓ-weight module of highest ℓ-weight ωωω.

Theorem 2.3.8. Let V be a UF(g̃)-module.

(a) If V is finite-dimensional, then V is an ℓ-weight module. Moreover, if V is finite-dimensional
and irreducible, then V is a highest-ℓ-weight module whose highest ℓ-weight lies in P+

F .
(b) If V is a highest-ℓ-weight module of highest ℓ-weight ωωω ∈ P+

F , then dimVωωω = 1 and Vµ 6= 0 only
if µ ≤ wt(ωωω). Moreover, V has a unique maximal proper submodule and, hence, also a unique
irreducible quotient. In particular, V is indecomposable.

(c) For each ωωω ∈ P+
F , the local Weyl module WF(ωωω) is nonzero and finite-dimensional. Moreover,

every finite-dimensional highest-ℓ-weight-module of highest ℓ-weight ωωω is a quotient of WF(ωωω).
(d) If V is finite-dimensional and irreducible, then there exists a unique ωωω ∈ P+

F such that V is
isomorphic to the irreducible quotient VF(ωωω) of WF(ωωω).

(e) For µ ∈ P and ωωω ∈ P+
F , we have µ ∈ wt(WF(ωωω)) if and only if µ ∈ wt(WF(wt(ωωω))), i.e.

wµ ≤ wt(ωωω), for all w ∈ W. �
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2.3.3. Graded modules for hyper current algebras. Recall the following elementary fact.

Lemma 2.3.9. Let A be a ring, I ⊂ A a left ideal, B = F ⊗Z A an F-algebra, and J the image of
I in B, i.e. J is the F-span of {(1 ⊗ a) ∈ B : a ∈ I}. Then F ⊗Z (A/I) is a left B-module, J is a
left ideal of B, and we have an isomorphism of left B-modules B/J ∼= F ⊗Z (A/I). �

Proof. First observe that (F ⊗Z (A/I)) is a left B-module, with left action linear extending
(µ⊗ b)(λ⊗ a) = (µλ) ⊗ ba, for any (µ⊗ b) ∈ B and (λ⊗ a) ∈ (F ⊗Z (A/I)). Also observe that, for
any (λ ⊗ a) ∈ B, µ ∈ F and i ∈ I, we have (λ ⊗ a)(µ ⊗ i) = (λµ) ⊗ (ai). It follows from linearity
on both factors and the fact that I ⊆ A is a left ideal that J ⊆ B is a left ideal.

Suppose I ⊆ A is a left ideal and M is a cyclic left A-module given by the following short
exact sequence of left A-modules 0 → I → A → M → 0. Now consider the exact sequence
obtained from this short exact sequence by applying the right-exact functor (F ⊗Z −), we get

(F ⊗Z I)
j

−→ (F ⊗Z A)
p

−→ (F ⊗Z M) −→ 0.

By hypothesis, there is an isomorphism of left B-modules (F ⊗Z A) ∼= B. Moreover the image
of j is the F-submodule of B generated by {(1 ⊗ i) ∈ B : i ∈ I}, which is, by hypothesis, J . Since
the latter sequence is exact, there is an isomorphism of left B-modules (F ⊗Z M) ∼= B/J . �

We shall use Lemma 2.3.9 with A being one of the integral forms so that B is the corresponding
hyperalgebra.

Given λ ∈ P+, let Ic
Z(λ) ⊂ UZ(g[t]) be the left ideal generated by

UZ(n+[t])0, UZ(h[t]+)0, h− λ(h), (x−
α )(k), for all h ∈ UZ(h), α ∈ R+, k > λ(hα),

and set
W c

Z(λ) = UZ(g[t])/Ic
Z(λ).

Similarly, if ℓ ≥ 0 is also given, let IZ(ℓ, λ) be the left ideal of UZ(g[t]) generated by

UZ(n+[t])0, UZ(h[t]+)0, h− λ(h), (x−
α,s)(k), for all h ∈ UZ(h), α ∈ R+,

s, k ∈ Z≥0, k > max{0, λ(hα) − r∨
αℓs}.

Then set
DZ(ℓ, λ) = UZ(g[t])/IZ(ℓ, λ).

Notice that W c
Z(λ) and DZ(ℓ, λ) are weight modules.

Since the ideals defining W c
F(λ) and DF(ℓ, λ) (cf. Subsection 2.1.4) are the images of Ic

Z(λ)
and IZ(ℓ, λ) in UF(g[t]), respectively, an application of Lemma 2.3.9 gives isomorphisms of UF(g[t])-
modules

W c
F(λ) ∼= F ⊗Z W

c
Z(λ) and DF(ℓ, λ) ∼= F ⊗Z DZ(ℓ, λ).

As before, DZ(ℓ, λ) is a quotient of W c
Z(λ) for all λ ∈ P+ and all ℓ > 0. We shall see next

(Proposition 2.3.11) that the latter is a finitely generated Z-module and, hence, so is the former.
Together with Corollary 2.1.3, this implies that

(2.3.3) DZ(ℓ, λ) is a free Z-module.

We record the following elementary lemma to be used in the proof of Proposition 2.3.11.

Lemma 2.3.10. Let n be a non negative integer and, for l ≤ k, let [l, k] = {m ∈ Z : l ≤ m ≤ k}.
Then,

Z≥n2 ⊆
⋃

m≥1

[mn,m(n+ 1)].

The proof of the next proposition is an adaptation of that of [JM07, Theorem 3.11].
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Proposition 2.3.11. For every λ ∈ P+, the UZ(g[t])-module W c
Z(λ) is a finitely generated Z-

module.

Proof. First, we prove that W c
Z(λ) is an integrable UZ(g)-module. Let ϑ be the image of 1

in W c
Z(λ) and observe that W c

Z(λ) = UZ(n−[t])ϑ. In particular, the weights of W c
Z(λ) are bounded

above by λ, which implies that (x+
α )(k)W c

Z(λ) = 0 for k sufficiently large.

Let T = R+ × Z × Z≥0, Ξ be the set of functions φ : Z>0 → T , φ(j) = (βj , rj , kj), such that
kj = 0 for all j sufficiently large. Observed that any w ∈ W c

Z(λ) has the form

(2.3.4) w =
∑

ξ∈Ξ

cξ(x−
β1,r1

)(k1) . . . (x−
βn,rn

)(kn)
ϑ.

So without loss of generality, we assume w = (x−
β1,r1

)(k1) . . . (x−
βn,rn

)(kn)ϑ for some (βj , rj , kj) =
φ(j) and φ ∈ Ξ. Given φ ∈ Ξ and n > 0 such that kj = 0 for all j > n, denote ϑφ =
(x−

β1,r1
)(k1) · · · (x−

βn,rn
)(kn)ϑ ∈ W c

Z(λ), and define the hyperdegree of φ (or hyperdegree of ϑφ) to be

d(φ) =
∑

j>0 kj . We will use induction on the hyperdegree of φ in order to prove that (x−
α )(k)ϑφ = 0,

for all k ≥ kφ, for some kφ > 0.

If the hyperdegree of φ is 0, then w = ϑ. In this case, the defining relations for W c
Z(λ) and

WZ(λ) show that UZ(g)ϑ is a quotient of WZ(λ). Since WZ(λ) is a finitely generated Z-module, it
follows that UZ(g)ϑ is finitely generated, and that there exists kϑ > 0, such that (x−

α )(k)ϑ = 0 for
all k ≥ kϑ.

Now suppose the hyperdegree of φ is d > 0. By induction hypothesis, there exists m0 > 0
such that (x−

α )(m)((x−
β2,r2

)(k2) . . . (x−
βn,rn

)(kn)ϑ) = 0, for all m ≥ m0. Consider the left ideal Iα,m0 ⊆

UZ(g[t]) generated by {(x−
α )(k) : k ≥ m0}. Since the adjoint representation of g is integrable, it

follows that there exists ℓ0 > 0, such that adℓ(x−
α )(x−

β,r) = 0, for all ℓ ≥ ℓ0. This implies that there

exists k0 > 0 such that (x−
α )(k)(x−

β1,r1
)(k1) ∈ Iα,m0 for all k1 > 0 and k > k0. Thus

(x−
α )(k)((x−

β1,r1
)(k1) . . . (x−

βn,rn
)(kn)

ϑ) =
∑

m≥m0

um(x−
α )(m)((x−

β2,r2
)(k2) . . . (x−

βn,rn
)(kn)

ϑ),

for some um ∈ UZ(g[t]). Since (x−
α )(m)((x−

β2,r2
)(k2) . . . (x−

βn,rn
)(kn)ϑ) = 0 for all m ≥ m0, it follows

that (x−
α )(k)ϑφ = 0 for k sufficiently large. Thus proving that W c

Z(λ) is an integrable UZ(g)-module.

Proposition 2.3.5 then implies that the set of weights of W c
Z(λ) is invariant under W. Since the

weights are bounded by λ, it follows the set of weights is contained in that of WZ(λ) and, hence, is
finite.

Since any element w ∈ W c
Z(λ) has the form (2.3.4), the subgroup of W c

Z(λ) consisting of elements
of hyperdegree d and weight λ ∈ P must be finitely generated. And since wt(W c

Z(λ)) is a finite set,
the subgroup of W c

Z(λ) consisting of elements of hyperdegree d must be finitely generated. So, in
order to show that W c

Z(λ) is finitely generated, we only have to show that it lives in finitely many
distinct hyperdegrees.

Define the exponent of φ ∈ Ξ as e(φ) = max{kj : j > 0}, observe that 0 ≤ e(φ) ≤ d(φ), and set

Ξd,e = {φ ∈ Ξ : d(φ) = d, e(φ) = e}, Ξd =
⋃

0≤e≤d

Ξd,e,

Ξ′ = {φ ∈ Ξ : φ(j) = (βj , rj , kj), 0 ≤ rj < λ(hβj
)2,∀j ∈ Z>0},

W ′ =
∑

φ∈Ξ′

Zϑφ ⊆ W c
Z(λ) and Wd =

∑

φ∈Ξd

Zϑφ ⊆ W ′.
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We will show next that W ′ = W c
Z(λ). Observe that Ξ = ∪d,e≥0Ξd,e. We will show that, for any

d, e ≥ 0, ϑφ ∈ W ′ for all φ ∈ Ξd,e by induction on d and e. If d(φ) = 0, then ϑφ = ϑ ∈ W ′. Assume
that d(φ) > 0 and that the statement holds for all φ′ ∈ (∪d<d(φ)Ξd) ∪ (∪e<e(φ)Ξd(φ),e). The proof
splits into two cases, according to whether e(φ) = d(φ) or not.

Suppose e(φ) < d(φ), in which case n > 1. By induction hypothesis (x−
β2,r2

)(k2) · · · (x−
βn,rn

)(kn)ϑ ∈

W ′. So without loss of generality, we can assume that 0 ≤ rj < λ(hβj
)2 if j > 1. Using Lemma 2.2.4

to commute (x−
β1,r1

)(k1) with (x−
β2,r2

)(k2) · · · (x−
βn,rn

)(kn), and induction hypothesis on the terms of

hyperdegree strictly smaller than d, we obtain ϑφ+W ′ = (x−
β2,r2

)(k2) · · · (x−
βn,rn

)(kn)(x−
β1,r1

)(k1)ϑ+W ′.

By induction hypothesis (x−
β1,r1

)(k1)ϑ ∈ W ′, and the result follows.

Suppose e(φ) = d(φ), in which case ϑφ = (x−
β,r)(e)ϑ, and suppose r ≥ λ(hβ)2. If e = 1, Lemma

2.2.1 with l = λ(hβ) and k = λ(hβ) + 1 yields

(x+
β,m−s)(λ(hβ))(x−

β,s)(λ(hβ)+1)
ϑ = (−1)λ(hβ)(X−

β,m,s(u)Λ+
β,m(u))λ(hβ)+1ϑ.

Since UZ(h[t]+)0ϑ = 0 and (x−
β,s)(k)ϑ = 0 for all k > λ(hβ), s ≥ 0, we have (−1)λ(hβ)x−

β,(mλ(hβ)+s)ϑ =
0. If e > 1, from Lemma 2.2.1 with l = eλ(hβ) and k = e(λ(hβ) + 1), we obtain

0 = (x+
β,m−s)(eλ(hβ))(x−

β,s)(e(λ(hβ)+1))
ϑ

= (−1)eλ(hβ)((X−
β,m,s(u))(e)Λ+

β,m(u))e(λ(hβ)+1)ϑ

= (−1)eλ(hβ)(We + x−
β,(mλ(hβ)+s)ϑ).

Thus (x−
β,mλ(hβ)+s)(e)ϑ ∈

∑
φ′∈Ξd

Zϑφ′ = Wd. Observe that 0 ≤ s ≤ m is equivalent to mλ(hβ) ≤

mλ(hβ) + s ≤ m(λ(hβ) + 1). Using Lemma 2.3.10 and varying s and m, we obtain that (x−
β,r)(e)ϑ ∈

W ′ for all r ≥ λ(hβ)2, finishing the proof. �

We now prove an analogue of Theorem 2.1.4 for graded local Weyl modules.

Corollary 2.3.12. Let λ ∈ P+ and v be the image of 1 in W c
C(λ). Then UZ(g[t])v is a free

Z-module of rank dim(W c
C(λ)). Moreover, UZ(g[t])v = ⊕µ∈P (UZ(g[t])v ∩ W c

C(λ)µ). In particular,
UZ(g[t])v is an integral form for W c

C(λ).

Proof. To simplify notation, set L = UZ(n−)v. Let also ϑ be as in the proof of Proposition
2.3.11. Since v satisfies the relations satisfied by ϑ, it follows that there exists an epimorphism
of UZ(g[t])-modules WZ(λ) → L, ϑ 7→ v. Since WZ(λ) is finitely generated, it follows that so is
L. On the other hand, since L ⊆ W c

C(λ), it is also torsion free and, hence, a free Z-module of
finite-rank. Since UZ(n−) spans U(n−) and W c

C(λ) = U(n−)v, it follows that L contains a basis of
W c

C(λ). This implies that the rank of L is at least dim(W c
C(λ)). On the other hand, C ⊗Z L is a

g[t]-module generated by the vector 1 ⊗ v which satisfies the relations (2.1.1). Therefore, it is a
quotient of W c

C(λ). Since dim(C ⊗Z L) = rank(L), the first and the last statements follow. The
second statement is clear since L is a weight module. �

Consider the category GF of Z-graded finite-dimensional representations of UF(g[t]). If V is
such a module, let V [r] be its r-th graded piece. Given s ∈ Z, let τs(V ) be the UF(g[t])-module
such that τs(V )[r] = V [r− s] for all r ∈ Z. For each UF(g)-module V , let ev0(V ) be the module in
GF obtained by extending the action of UF(g) to one of UF(g[t]) on V by setting UF(g[t]+)V = 0.
For λ ∈ P+, r ∈ Z, set VF(λ, r) = evr(VF(λ)) where evr = τr ◦ ev0.

Theorem 2.3.13. Let λ ∈ P+

(a) If V in GF is simple, then it is isomorphic to VF(λ, r) for a unique (λ, r) ∈ P+ × Z.
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(b) W c
F(λ) is finite-dimensional.

(c) If V is a graded finite-dimensional UF(g[t])-module generated by a weight vector v of weight λ
satisfying UF(n+[t])0v = UF(h[t]+)0v = 0, then V is a quotient of W c

F(λ).

Proof. To prove part (a), suppose V ∈ GF is simple. If V [r], V [s] 6= 0 for s < r ∈ Z,
(⊕k≥rV [k]) would be a proper submodule of V , contradicting the fact that it is simple. Thus there
must exist a unique r ∈ Z such that V [r] 6= 0. Since UF(g[t]+) changes degrees, V = V [r] must be
a simple UF(g)-module. This shows that V ∼= VF(λ, r) for some λ ∈ P+, r ∈ Z.

To prove part (b), observe that W c
F(λ) ∼= F ⊗Z W

c
Z(λ) (cf. Lemma 2.3.9). Thus the dimension

of W c
F(λ) must be at most the number of generators of W c

Z(λ), which is proved to be finite in
Proposition 2.3.11.

To prove part (c), observe that the UF(g)-submodule V ′ = UF(g)v ⊆ V is a finite-dimensional
highest-weight module of highest weight λ. Thus, by Theorem 2.3.1 (c), V ′ is a quotient of WF(λ).
The statement follows by comparing the defining relations of V and W c

F(λ). �

Remark 2.3.14. Denote by v the image of 1 in W c
F(λ). From the defining relations (2.1.1) it follows

that F⊗Z UZ(g[t])v is a quotient of W c
F(λ). It follows from Theorem 2.1.2(b) that F⊗Z UZ(g[t])v ∼=

W c
F(λ) for all λ ∈ P+ (cf. Section 2.3.4 below). Moreover, since F ⊗Z WZ(λ) ∼= W c

F(λ), Theorem
2.1.2 (b) also implies that WZ(λ) is free.

2.3.4. Proof of the Jakelić-Moura conjecture. We now prove (2.1.4). The argument
will use Corollary 2.1.3, the characteristic zero versions of Theorem 2.1.2 (c) and (2.1.6) and the
following proposition [Nao12, Corollary A].

Proposition 2.3.15. Let λ ∈ P+. Then, dimW c
C(λ) =

∏
i∈I(dimW c

C(ωi))λ(hi). �

We shall also need the following general construction. Given a Zs≥0-filtered UF(g[t])-module
W , we can consider the associated graded UF(g[t])-module gr(W ) = ⊕s≥0Ws/Ws−1 which has the
same dimension as W . Suppose now that W is any cyclic UF(g[t])-module and fix a generator w.
Then, the Z-grading on UF(g[t]) induces a filtration on W . Namely, set w to have degree zero and
define the s-th filtered piece of W by Ws = F sUF(g[t])w where F sUF(g[t]) = ⊕r≤sUF(g[t])[r]. Then,
gr(W ) is cyclic since it is generated by the image of w in gr(W ).

Recall the notation fixed for (2.1.4): ωωω ∈ P×
A , λ = wt(ωωω), ̟̟̟ is the image of ωωω in PF. Also recall

that, using (2.1.3), (2.1.4) will be proved if we show that

dimWF(̟̟̟) ≤ dimWK(ωωω).

Fix w ∈ WF(̟̟̟)λ \{0}. Not only w generates WF(̟̟̟) as a UF(g̃)-module, but it also follows from
the proof of [JM07, Theorem 3.11] (with a correction incorporated in the proof of [JM10, Theorem
3.7]) that UF(n−[t])w = WF(̟̟̟). Hence, we can apply the general construction reviewed above to
WF(̟̟̟). Set V = gr(WF(̟̟̟)) and denote the image of w in V by v. The module V is finite-
dimensional and v is a highest-weight vector of weight λ satisfying UF(h[t]+)0v = 0 (the latter
follows since dim(Vλ) = 1, V is graded, and UF(h[t]) is commutative). Hence, v satisfies the
defining relations (2.1.1) of W c

F(λ). In particular, we get that dimWF(̟̟̟) ≤ dimW c
F(λ).

Since dimW c
F(λ) = dimW c

K(λ) by Corollary 2.1.3, it now suffices to show that dimW c
K(λ) =

dimWK(ωωω). For proving this, consider the decomposition ωωω =
∏m

j=1ωωωλj ,aj
where m ≥ 0, aj ∈

K×, λj ∈ P+, such that ai 6= aj if i 6= j, and λ =
∑m

j=1 λj . By (2.1.6) (in characteristic zero)
WK(ωωω) ∼= ⊗m

j=1WK(ωωωλj ,aj
). Theorem 2.1.2(c) (in characteristic zero) implies that dimWK(ωωωλj ,aj

) =
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dimW c
K(λj). Hence,

dimWK(ωωω) =
m∏

j=1

dimW c
K(λj) =

m∏

j=1

∏

i∈I

dimW c
K(ωi)λj(hi) =

∏

i∈I

W c
K(ωi)λ(hi) = dimW c

K(λ).

Here, the second and last equality follow from Proposition 2.3.15 and the others are clear. This
completes the proof of (2.1.4).

Notice that all equalities of dimensions proved here actually imply the corresponding equalities
of characters. In particular, it follows that

(2.3.5) ch(WF(̟̟̟)) =
∏

i∈I

(ch(W c
C(ωi)))wt(̟̟̟)(hi) for all ̟̟̟ ∈ P+

F .

2.3.5. Joseph-Mathieu-Polo relations for Demazure modules. We now explain the rea-
son why we call DF(ℓ, λ) Demazure modules. We begin with the following lemma. Let γ be the
Dynkin diagram automorphism of g induced by w0 and recall from Subsection 2.2.2 that it induces
an automorphism of UF(g[t]) which is also denoted by γ.

Lemma 2.3.16. Let λ ∈ P+, ℓ ≥ 0, and set λ∗ = −w0λ. Let W be the pull-back of DF(ℓ, λ∗) by
γ. Then, DF(ℓ, λ) ∼= W .

Proof. Let v ∈ DF(ℓ, λ∗)λ∗ \ {0}. By (2.1.1) and (2.1.2) we have

UF(n+[t])0v = UF(h[t]+)0v = 0, hv = λ∗(h)v, (x−
α,s)(k)v = 0,

for all h ∈ UF(h), α ∈ R+, s, k ∈ Z≥0, k > max{0, λ∗(hα) − sℓr∨
α}. Denote by w the vector v

regarded as an element of W . Evidently, W = UF(g[t])w. Since γ restricts to automorphisms of
UF(n+[t]) and of UF(h[t]+), it follows that UF(n+[t])0w = UF(h[t]+)0w = 0, while (2.2.7) implies
that w ∈ Wλ. Finally, (2.2.6) and (2.2.7) together imply that

(x−
α,s)(k)v = 0 for all α ∈ R+, s, k ∈ Z≥0, k > max{0, λ(hα) − sℓr∨

α}.

This shows that w satisfies the defining relations of DF(ℓ, λ) and, hence, there exists an epimorphism
DF(ℓ, λ). Since (λ∗)∗ = λ, reversing the roles of λ and λ∗ we get an epimorphism on the other
direction. Since these are finite-dimensional modules, we are done. �

In order to continue, we need the concepts of weight vectors, weight spaces, weight modules
and integrable modules for UF(ĝ′) which are similar to those for UF(g) (cf. Subsection 2.3.1) by
replacing I with Î and P with P̂ ′. Also, using the obvious analogue of (2.2.4), we obtain an
inclusion P̂ ′ →֒ UF(ĥ

′
)∗. Let V be a Z-graded UF(ĝ′)-module whose weights lie in P̂ ′. As before,

let V [r] denote the r-th graded piece of V . For µ ∈ P̂ , say µ = µ′ +mδ with µ′ ∈ P̂ ′,m ∈ Z, set

Vµ = {v ∈ V [m] : hv = µ′(h)v for all h ∈ UF(ĥ
′
)}.

If Vµ 6= 0 we shall say that µ is a weight of V and let wt(V ) = {µ ∈ P̂ : Vµ 6= 0}.

We record the following partial affine analogue of Theorem 2.3.1.

Theorem 2.3.17. Let V be a graded UF(ĝ′)-module.

(a) If V is integrable, then V is a weight-module and wt(V ) ⊆ P̂ . Moreover, dimVµ = dimVσµ for
all σ ∈ Ŵ, µ ∈ P̂ .

(b) If V is a highest-weight module of highest weight λ, then dim(Vλ) = 1 and Vµ 6= 0 only
if µ ≤ λ. Moreover, V has a unique maximal proper submodule and, hence, also a unique
irreducible quotient. In particular, V is indecomposable.
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(c) Let Λ ∈ P̂+ and m = Λ(d). Then, the UF(ĝ′)-module ŴF(Λ) generated by a vector v of degree
m satisfying the defining relations

UF(n̂+)0v = 0, hv = Λ(h)v and (x−
i )(k)v = 0, for all h ∈ UF(ĥ

′
), i ∈ Î , k > Λ(hi),

is nonzero and integrable. Moreover, for every positive real root α, we have

(2.3.6) (x−
α )(k)v = 0 for all k > Λ(hα).

Furthermore, every integrable highest-weight module of highest weight Λ is a quotient of ŴF(Λ).
�

Traditionally (cf. [FL07,Mat89,Nao12]), given Λ ∈ P̂+, σ ∈ Ŵ, the Demazure module V σ
F (Λ)

is defined as the UF(b̂
′+

)-submodule generated by ŴF(Λ)σΛ. In particular, V σ
F (Λ) ∼= V σ′

F (Λ) if
σΛ = σ′Λ for some σ′ ∈ Ŵ. Our focus is on the Demazure modules which are stable under the
action of UF(g). Since V σ

F (Λ) is defined as a UF(b̂
′+

)-module, it is stable under the action of UF(g)
if, and only if,

(2.3.7) UF(n−)0ŴF(Λ)σΛ = 0.

In particular, since V σ
F (Λ) is an integrable UF(slα)-module for any α ∈ R+, we have (σΛ)(hα) ≤ 0

for all α ∈ R+. Conversely, using the exchange condition (see [Hum90, Section 5.8]), it follows
that, for all i ∈ Î, we have (xε

i )(k)ŴF(Λ)σΛ = 0 for all k > 0, where ε = + if σΛ(hi) ≥ 0 and ε = −
if σΛ(hi) ≤ 0. This implies that, if σΛ(hi) ≤ 0 for all i ∈ I, then V σ

F (Λ) is UF(g)-stable. Thus,
henceforth, assume (σΛ)(hi) ≤ 0 for all i ∈ I and observe that this implies that σΛ must have the
form

(2.3.8) σΛ = ℓΛ0 + w0λ+mδ for some λ ∈ P+,m ∈ Z, and ℓ = Λ(c).

Conversely, given ℓ ∈ Z≥0, λ ∈ P+, and m ∈ Z, since Ŵ acts simply transitively on the set of alcoves
of ĥ

∗
(cf. [Hum90, Theorem 4.5.(c)]), there exists a unique Λ ∈ P̂+ such that ℓΛ0+w0λ+mδ ∈ ŴΛ.

Thus, if σ ∈ Ŵ and Λ ∈ P̂+ are such that

(2.3.9) σΛ = ℓΛ0 + w0λ+mδ,

then V σ
F (Λ) is UF(g)-stable. Henceforth, we fix σ,Λ, w0, λ, and m as in (2.3.9). Notice that, if

γ = ±α+ sδ ∈ R̂+ with α ∈ R+, then σΛ(hγ) = ±w0λ(hα) + sℓr∨
α .

The following lemma is a rewriting of [Mat89, Lemme 26] using the above fixed notation.

Lemma 2.3.18. The UF(b̂
′+

)-module V σ
F (Λ) is isomorphic to the UF(b̂

′+
)-module generated by a

vector v of degree m satisfying the following defining relations

hv = σΛ(h)v, h ∈ UF(ĥ
′
), UF(h[t]+)0v = UF(n−[t]+)0v = 0 and

(x+
α,s)(k)v = 0 for all α ∈ R+, s ≥ 0, k > max{0,−w0λ(hα) − sℓr∨

α}.(2.3.10)

�

Remark 2.3.19. In [Mat89], Mathieu attributes Lemma 2.3.18 to Joseph and Polo. This is the
reason for the title of this subsection.

Recall the functor τm defined in the paragraph preceding Theorem 2.3.13 and set

DF(ℓ, λ,m) = τm(DF(ℓ, λ)).

Proposition 2.3.20. The graded UF(g[t])-modules V σ
F (Λ) and DF(ℓ, λ,m) are isomorphic.
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Proof. It suffices to prove the statement for m = 0 and, thus, for simplicity, we assume that
this is the case. Recall the automorphism of UF(g[t]) defined in Subsection 2.2.2. We begin showing
that, if W is the pull-back of V σ

F (Λ) by ψ, then W is a quotient of DF(ℓ, λ∗), where λ∗ = −w0λ.
Indeed, let v be as in Lemma 2.3.18 and denote by w the vector v when regarded as an element
of W . Since (2.3.7) and Lemma 2.3.18 imply that UF(n−[t])0v = 0 and ψ(UF(n−[t])) = UF(n+[t]),
it follows that UF(n+[t])0w = 0. Also, ψ restricts to an automorphism of UF(h[t]+) and, hence,
UF(h[t]+)0w = 0. Since hv = w0λ(h)v for all h ∈ UF(h), (2.2.5) implies that hw = λ∗(h)w for all
h ∈ UF(h). Finally, Lemma 2.3.18 and (2.2.3) imply

(x−
α,s)(k)w = 0 for all α ∈ R+, s ≥ 0, k > max{0, λ∗(hα) − sℓr∨

α}.

Comparing with the defining relations of DF(ℓ, λ∗), this completes the proof that W is a quotient
of DF(ℓ, λ∗). By pulling back by ψ again and using Lemma 2.3.16, we get that V σ

F (Λ) is a quotient
of DF(ℓ, λ). It now suffices to show that dim(DF(ℓ, λ)) ≤ dim(V σ

F (Λ)).

Conversely, let this time v ∈ DF(ℓ, λ∗)λ∗ \ {0}, let W be the pull-back of DF(ℓ, λ∗) by ψ, and
w denote v when regarded as element of W . Proceeding as above, we get that w satisfies all
the defining relations of V σ

F (Λ) given in Lemma 2.3.18. Hence, W is a quotient of V σ
F (Λ) and,

therefore, dim(W ) ≤ dim(V σ
F (Λ)). Since Lemma 2.3.16 implies that dim(W ) = dim(DF(ℓ, λ)), we

are done. �

The next corollary is now immediate.

Corollary 2.3.21. DF(ℓ, λ) is isomorphic to the quotient of UF(g[t]) by the left ideal I−
F (ℓ, λ)

generated by h− w0λ(h), h ∈ UF(h), UF(h[t]+)0, UF(n−[t])0, and

(x+
α,s)(k)v = 0 for all α ∈ R+, s ≥ 0, k > max{0,−w0λ(hα) − sℓr∨

α}.

�

Remark 2.3.22. Observe that this proposition says that the difference between our first definition
of DF(ℓ, λ) and the one given by Lemma 2.3.18, lies on exchanging a “highest-weight generator”
by a “lowest-weight” one. More precisely, let v be as in Lemma 2.3.18. Then, the isomorphism
of Proposition 2.3.20 must send v to a nonzero element in DF(ℓ, λ)w0λ. In particular, if w ∈
DF(ℓ, λ)w0λ, it satisfies the relations listed in Lemma 2.3.18. Our proof of Proposition 2.3.20 differs
from the one given in [FL07, Corollary 1] in characteristic zero. There, the authors show that V σ

F (Λ)
is a quotient of DF(ℓ, λ) by using that v is an extremal weight vector in ŴF(Λ). For the converse,
they simply claim that the a vector in DF(ℓ, λ)w0λ must satisfy several relations, including (2.3.10).
As we have just observed, this is true, but we do not see how to deduce it before Proposition 2.3.20
is established.

Corollary 2.3.23. Let g = sl2 and the subalgebra a = n−[t] ⊕ h[t] ⊕ n+[t]+ ⊆ g[t]. For ℓ, λ ∈ Z≥0,
let I ′

F(ℓ, λ) be the left ideal of UF(a) generated by the generators of IF(ℓ, λ) which lie in UF(a).
Then, given k, l, s ∈ Z≥0 with k > max{0, λ− sℓ}, we have

(2.3.11) (x+
i )(l)(x−

i,s)(k) ∈ UF(a)UF(n+)0 ⊕ I ′
F(ℓ, λ)

where i is the unique element of I.

Proof. The statement is a hyperalgebraic version of that of [Nao12, Lemma 4.10] and the
proof is essentially the same. Namely, by using the automorphism of g[t] determined by x±

i,r 7→

x∓
i,r, i ∈ I, r ∈ Z≥0, one observes that proving (2.3.11) is equivalent to proving

(2.3.12) (x−
i )(l)(x+

i,s)(k) ∈ UF(a−)UF(n−)0 + I ′′
F(ℓ, λ) for all k, l, s ∈ Z≥0, k > max{0, λ− sℓ},
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where a− = n−[t]+ ⊕ h[t] ⊕ n+[t] and I ′′
F(ℓ, λ) is the left ideal of UF(a−) generated by the generators

of I−
F (ℓ, λ) given in Corollary 2.3.21 which lie in UF(a−). Since g[t] = a− ⊕ n−, the PBW Theorem

implies that

UF(g[t]) = UF(a−)UF(n−)0 ⊕ UF(a−)

and, hence, (x−
i )(l)(x+

i,s)(k) = u + u′ with u ∈ UF(a−)UF(n−)0 and u′ ∈ UF(a−). Consider the
Demazure module DF(ℓ, λ) and let w ∈ DF(ℓ, λ)−λ \ {0}. It follows from the proof of Proposition
2.3.20 that, if k > max{0, λ− sℓ}, then

u′w =
(
(x−

i )(l)(x+
i,s)(k) − u

)
w = 0.

Since b̂
′+

= a− ⊕ Cc and a− is an ideal of b̂
′+

, it follows from Lemma 2.3.18 that I ′′
F(ℓ, λ) is the

annihilating ideal of w inside UF(a) and, hence, u′ ∈ I ′′
F(ℓ, λ). �

2.4. Joseph’s Demazure flags

2.4.1. Quantum groups. Let C(q) be the field of rational functions on an indeterminate q.
Let also C = (cij)i,j∈Î be the Cartan matrix of ĝ and di, i ∈ Î, non negative relatively prime integers
such that the matrix DC, with D = diag(di)i∈I , is symmetric. Set qi = qdi and, for m,n ∈ Z, n ≥ 0,

set [m]qi
= qm

i −q−m
i

qi−q−1
i

, [n]qi
! = [n]qi

[n − 1]qi
. . . [1]qi

,
[
m
n

]

qi

=
[m]qi

[m− 1]qi
. . . [m− n+ 1]qi

[n]qi
!

. The

quantum group Uq(ĝ′) is a C(q)-associative algebra (with 1) with generators x±
i , k

±1
i , i ∈ Î subject

to the following defining relations for all i, j ∈ Î:

kik
−1
i = 1 kikj = kjki kix

±
j k

−1
i = q

±cij

i x±
j [x+

i , x
−
j ] = δij

ki − k−1
i

qi − q−1
i

1−cij∑

m=0

(−1)m
[

1 − cij

m

]

qi

(x±
i )1−cij−mx±

j (x±
i )m = 0, i 6= j.

Let Uq(n̂±) be the subalgebra generated by x±
i , i ∈ Î and Uq(b̂

±
) be the subalgebra generated by

Uq(n̂±) together with k±1
i , i ∈ Î.

We shall need an integral form of U(ĝ′). Let Zq = Z[q, q−1], denote by UZq (n̂±) the Zq-

subalgebra of Uq(n̂±) generated by (x±
i

)m

[m]qi
! , i ∈ Î ,m ≥ 0, and by UZq (ĝ′) the Zq-subalgebra of

Uq(ĝ′) generated by UZq (n̂±) and ki, i ∈ Î. Let also UZq (b̂
±

) = Uq(b̂
±

) ∩ UZq (ĝ′). Then, UZq (a),

a = ĝ′, n̂±, b̂
±

, is a free Zq-module such that the natural map C(q) ⊗Zq UZq (a) → Uq(a) is C(q)-
algebra isomorphism, i.e., UZq (a) is a Zq-form of Uq(a). Moreover, letting Z be a Zq-module where q
acts as 1, there exists an epimorphism of Z-algebras Z⊗ZqUZq (a) → UZ(a), which is an isomorphism

if a = n̂± and whose kernel is the ideal generated by ki − 1, i ∈ Î, for a = ĝ′, b̂
±

.

Given Λ ∈ P̂+, let Vq(Λ) be the simple (type 1) Uq(ĝ′)-module of highest weight Λ. Given a
highest-weight vector v ∈ Vq(Λ), set VZq (Λ) = UZq (n̂−)v, which is a Zq-form of Vq(Λ). Given σ ∈ Ŵ

and a nonzero vector v ∈ Vq(Λ) of weight σΛ, set V σ
Zq

(Λ) = UZq (n̂+)v, which is a free Zq-module as

well as a UZq (b̂
+

)-module and C ⊗Zq V
σ
Zq

(Λ) ∼= V σ
C (Λ). In particular,

(2.4.1) V σ
Z (Λ) := Z ⊗Zq V

σ
Zq

(Λ)

is an integral form of V σ
C (Λ).
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2.4.2. Crystals. A normal crystal associated to the root data of ĝ defined as a set B equipped
with maps ẽi, f̃i : B → B ⊔ {0}, εi, ϕi : B → Z, for each i ∈ Î, and wt : B → P̂ satisfying

(1) εi(b) = max{n : ẽib 6= 0}, ϕi(b) = max{n : f̃ib 6= 0}, for all i ∈ Î , b ∈ B;
(2) ϕi(b) − εi(b) = wt(b)(hi), for all i ∈ Î , b ∈ B;
(3) for b, b′ ∈ B, b′ = ẽib if and only if f̃ib

′ = b;
(4) if b ∈ B, i ∈ Î are such that ẽib 6= 0, then wt(ẽib) = wt(b) + αi.

For convenience, we extend ẽi, f̃i, , εi, ϕi,wt to B ⊔ {0} by setting them to map 0 to 0. Denote by E

the submonoid of the monoid of maps B ⊔ {0} → B ⊔ {0} generated by {ẽi : i ∈ Î}, and similarly
define F . A normal crystal is said to be of highest weight Λ ∈ P̂+ if there exists bΛ ∈ B satisfying

wt(bΛ) = Λ, EbΛ = {0}, and FbΛ = B.

Given B′ ⊂ B and µ ∈ P̂ , define B′
µ = {b ∈ B′ : wt(b) = µ} and define the character of B′ as

ch(B′) =
∑

µ∈P̂ #B′
µe

µ ∈ Z[P̂ ].

Given crystals B1, B2, a morphism from B1 to B2 is a map ψ : B1 → B2 ⊔ {0} satisfying:

(1) if ψ(b) 6= 0, then wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b), ϕi(ψ(b)) = ϕi(b), for all i ∈ Î;
(2) if ẽib 6= 0, then ψ(ẽib) = ẽiψ(b);
(3) if f̃ib 6= 0, then ψ(f̃ib) = f̃iψ(b).

The set B1 ×B2 admits a structure of crystal denoted by B1 ⊗B2 (cf. [Jos03, Section 2.4]). There
is, up to isomorphism, exactly one family {B(Λ) : Λ ∈ P̂+} of normal highest weight crystals such
that, for all λ, µ ∈ P̂+, the crystal structure of B(λ)⊗B(µ) induces a crystal structure on its subset
F(bλ ⊗ bµ), the inclusion is a homomorphism of crystals, and F(bλ ⊗ bµ) ∼= B(λ+ µ).

Given a crystal B and σ ∈ Ŵ with a fixed reduced expression σ = si1 . . . sin , define

Eσ = {ẽm1
i1
. . . ẽmn

in
: mj ∈ N} ⊂ E and Fσ = {f̃m1

i1
. . . f̃mn

in
: mj ∈ N} ⊂ F .

If B = B(Λ), Λ ∈ P̂+ and σ ∈ Ŵ, define the Demazure subset Bσ(Λ) = FσbΛ ⊆ B(Λ). Then Bσ(Λ)
is E-stable, i.e., EBσ(Λ) ⊂ Bσ(Λ) ⊔ {0}. It was proved in [Jos03, Section 4.6] that ch(V σ

C (Λ)) =
ch(Bσ(Λ)). This fact and the following theorem are the main results of [Jos03] that we shall need.

Theorem 2.4.1. Let Λ, µ ∈ P̂+. For any σ ∈ Ŵ, there exist a finite set J and elements σj ∈

Ŵ, bj ∈ Bσ(Λ) for each j ∈ J , satisfying:

(1) bµ ⊗Bσ(Λ) = ⊔j∈JBj where Bj := Fσj (bµ ⊗ bj);
(2) E(bµ ⊗ bj) = {0};
(3) ch(Bj) = ch(Bσj (νj)), where νj = µ+ wt(bj) ∈ P̂+.

Remark 2.4.2. The proof of Theorem 2.4.1 establishes an algorithm to find the set J and the
elements σj , bj .

2.4.3. Globalizing. The theory of global basis of Kashiwara shows, in particular, that, for
each Λ ∈ P̂+, there is a map G : B(Λ) → Vq(Λ) such that

(2.4.2) VZq (Λ) =
⊕

b ∈ B(Λ)

ZqG(b),

the weight of G(b) is wt(b) and G(bΛ) is a highest-weight vector of Vq(Λ).

Fix Λ, µ ∈ P̂+, σ ∈ Ŵ and let J, bj , σj , νj , j ∈ J , be as in Theorem 2.4.1. Let b ∈ B(Λ)σΛ and
set V σ

Zq
(Λ) = UZq (n̂+)G(b). Similarly, let b′

j be the unique element of Bj such that wt(b′
j) = σjνj .
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Choose a linear order on J such that wt(bj) < wt(bk) only if j > k. For j ∈ J , let Yj be the
Zq-submodule of Vq(µ) ⊗ V σ

q (Λ) spanned by G(bµ) ⊗G(b) with b ∈ Bk, k ≤ j, and set

(2.4.3) yj = G(bµ) ⊗G(b′
j).

Let also Zj =
∑

k≤j UZq (n̂−) (G(bµ) ⊗G(bk)). Since J is linearly ordered and finite, say #J = n,
identify it with {1, . . . , n}. For convenience, set Y0 = {0}. Observe that 0 = Y0 ⊂ Y1 ⊂ · · · ⊂ Yk

is a filtration of the UZq (b̂
+

)-module G(bΛ0
) ⊗ V σ

Zq
(Λ). The following result was proved in [Jos06,

Corollary 5.10].

Theorem 2.4.3. Suppose g is simply laced and µ(hi) ≤ 1 for all i ∈ Î. Then:

(a) The Zq-module Yj is UZq (n̂+)-stable for all j ∈ J .
(b) For all j ∈ J , Yj/Yj−1 is isomorphic to V σj

Zq
(νj). In particular, Yj/Yj−1 is a free Zq-module.

(c) For all j ∈ J , the image of {G(bµ) ⊗G(b) : b ∈ Bj} in Yj/Yj−1 is a Zq-basis of Yj/Yj−1.

(d) For each j ∈ J , Zj is UZq (ĝ′)-stable and Yj = Zj ∩
(
G(bµ) ⊗ V σ

Zq
(Λ)

)
.

Remark 2.4.4. The above theorem was proved in [Jos06] for any simply-laced symmetric Kac-
Moody Lie algebra. However, as pointed out in [Nao12, Remark 4.15], the proof also holds for
ŝl2.

It follows from Theorem 2.4.3 and the fact that G(bµ) is a highest-weight vector of Vq(Λ) (2.4.2)
that

(2.4.4) Yj =
∑

k≤j

UZq (n̂+)yj .

2.4.4. Simply laced Demazure flags. Given ℓ ≥ 0, λ ∈ P+,m ∈ Z, let DF(ℓ, λ,m) =
τm(DF(ℓ, λ)) and DZ(ℓ, λ,m) = τm(DZ(ℓ, λ)).

Theorem 2.4.5. Suppose g is simply laced, let µ ∈ P+ and ℓ′ > ℓ ≥ 0. Then, there exist
k > 0, µ1, . . . , µk ∈ P+,m1, . . . ,mk ∈ Z≥0, and a filtration of UZ(g[t])-modules 0 = D0 ⊆ D1 ⊆
· · · ⊆ Dk = DZ(ℓ, µ) such that Dj and Dj/Dj−1 are free Z-modules for all j = 1, . . . , k, and
Dj/Dj−1

∼= DZ(ℓ′, µj ,mj). Moreover, for all j ∈ J , there exists ϑj ∈ Dj whose image in Dj/Dj−1

satisfies the defining relations of DZ(ℓ′, µj ,mj) and Dj =
∑

k≤j UZ(n−[t])ϑk.

Proof. The proof follows closely that of [Nao12, Corollary 4.16]. First notice that it is enough
to prove the theorem for ℓ′ = ℓ + 1. Then let Λ ∈ P̂+ and w ∈ Ŵ be such that wΛ = ℓΛ0 + w0µ,
and let V w

Zq
(Λ) = UZq (n̂+)G(b) where b ∈ B(Λ)wΛ.

From Subsection 2.4.3, we know that the UZq (b̂
+

)-submodule G(bΛ0
)⊗V w

Zq
(Λ) ⊆ Vq(Λ0)⊗Vq(Λ)

admits a filtration 0 = Y0 ⊂ Y1 ⊂ · · · ⊂ Yk. For each j = 1, . . . , k, let Dj = Z ⊗Zq Yj , and observe
that

Dk = Z ⊗Zq

(
G(bΛ0

) ⊗Zq V
w
Zq

(Λ)
)

∼=
(
Z ⊗Zq G(bΛ0

)
)

⊗Z

(
Z ⊗Zq V

w
Zq

(Λ)
)

∼= ZΛ0
⊗Z DZ(ℓ, µ),

where ZΛ0
is a UZ(b̂

+
)-module on which UZ(n̂+)0 and UZ(g)0 act trivially and UZ(ĥ) acts by Λ0.

Moreover, as a Z-module it is free of rank 1. Thus Dk is isomorphic to DZ(ℓ, µ) as a UZ(g[t])-module.
It follows from Theorem 2.4.3 (d) that Dj is a UZ(g[t])-module for all j = 1, . . . , k and, hence, so
is Dj/Dj−1. So we have a filtration of UZ(g[t])-modules 0 = D0 ⊂ D1 ⊂ · · · ⊂ Dk = DZ(ℓ, µ).

By Theorem 2.4.3 (b), Yj/Yj−1
∼= V

σj

Zq
(νj) for some σj ∈ Ŵ, νj ∈ P̂+. By (2.4.1) Dj/Dj−1

∼=
V

σj

Z (νj). Thus Dj/Dj−1 is isomorphic to DZ(ℓj , µj ,mj) for some µj ∈ P+,mj ∈ Z and ℓj = νj(c)
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(cf. (2.3.8)). Since all the weights of Vq(Λ0) ⊗ Vq(Λ) are of the form Λ + Λ0 − η for some η ∈ Q̂+,
and αi(c) = 0 for all i ∈ Î, it follows that ℓj = ℓ+ 1 for all j.

Keep denoting the image of yj in Dj by yj (cf. (2.4.3)). It follows from (2.4.4) that Dj =∑
k≤j UZ(n̂+)yj . As in Remark 2.3.22, we now replace the “lowest-weight” generators yj by “highest-

weight generators”. Thus, let b′′
j be the unique element of Bj such that wt(b′′

j ) = w0σjνj = (ℓ +
1)Λ0 + µj +mjδ and let ϑj be defined similarly to yj by replacing b′

j by b′′
j . �

The next corollary is now immediate.

Corollary 2.4.6. Let g, µ, ℓ′, ℓ, k, µj , j = 1, . . . , k, be as in Theorem 2.4.5. Then, there exists a
filtration of UF(g[t])-modules 0 = D0 ⊆ D1 ⊆ · · · ⊆ Dk = DF(ℓ, µ), such that Dj/Dj−1

∼= DF(ℓ′, µj)
for all j = 1, . . . , k. �

Proof. Tensor the filtration of Theorem 2.4.5 with F over Z and use the fact that the characters
of Demazure modules are independent of the ground ring. �

2.5. Proof of the main theorem

2.5.1. Isomorphism between Demazure and graded local Weyl modules. We now
prove Theorem 2.1.2(a). As observed in Remark 2.1.1, DF(1, λ) is a quotient of W c

F(λ). To prove
the converse, suppose first that we have proved Theorem 2.1.2(a) with g = sl2 and let w be the
image of 1 in W c

F(λ). Recall that we are assuming that g is simply laced. Thus, in order to show
that W c

F(λ) is a quotient of DF(1, λ), it remains to prove that

(2.5.1) (x−
α,s)(k)w = 0 for all α ∈ R+, s > 0, k > max{0, λ(hα) − s}.

Given α ∈ R+, consider the UF(slα[t])-submodule (cf. Subsection 2.1.2) Wα ⊆ W c
F(λ) generated by

w which is a quotient of the graded local Weyl module for UF(slα[t]) with highest weight λ(hα)ω,
where ω is the unique fundamental weight of sl2. Since we are assuming that the theorem holds for
sl2, it follows that w must satisfy the same relations as the generator of the corresponding Demazure
module for UF(slα[t]), i.e., we have (x−

α,r)(k)w = 0, for all r > 0 and k > max{0, λ(hα) − r}.

For g = sl2, it follows from the Demazure character formula (see also the main result of [FL06])
that dim(DF(1, λ)) = 2λ, where we have identified P with Z as usual. On the other hand, it is
shown in [JM12] that dim(W c

F(λ)) ≤ 2λ, which completes the proof.

2.5.2. A smaller set of relations for non simply laced Demazure modules. In this
subsection we assume g is not simply laced and prove the following analogue of [Nao12, Proposition
4.1].

Proposition 2.5.1. For all λ ∈ P+, DF(1, λ) is isomorphic to the quotient of UF(g[t]) by the left
ideal IF(λ) generated by

UF(n+[t])0, UF(h[t]+)0, h− λ(h), (x−
i )(k), (x−

α,s)(ℓ)(2.5.2)

for all h ∈ UF(h), i ∈ I \ Ish, α ∈ R+
sh, s ≥ 0, k > λ(hi), ℓ > max{0, λ(hα) − sr∨}.

Let w ∈ DF(1, λ)λ \ {0} and let V be the UF(g[t])-module generated by a vector v with defining
relations given by (2.5.2). In particular, there exists a unique epimorphism V → DF(1, λ) mapping
v to w. To prove the converse, observe first that, since (x−

i )(k)v = 0 for all i ∈ I, k > λ(hi), Lemma
2.3.7 implies that (x−

α )(k)v = 0 for all α ∈ R+, k > λ(hα). In particular, V is a quotient of W c
F(λ)

and, hence, it is finite-dimensional. It remains to show that

(x−
α,s)(k)v = 0 for all α ∈ R+ \R+

sh, s > 0, k > max{0, λ(hα) − sr∨
α}.
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These relations will follow from the next few lemmas.

Lemma 2.5.2. Let V be a finite-dimensional UF(g[t])-module, let λ ∈ P+, and suppose v ∈ Vλ

satisfies UF(n+[t])0v = UF(h[t]+)0v = 0. If α ∈ R+ is long, then (x−
α,s)(k)v = 0 for all s ≥ 0, k >

max{0, λ(hα) − s}.

Proof. Consider the subalgebra UF(slα[t]) (see Subsection 2.2.3). By Theorem 2.3.13 (c), the
submodule W = UF(slα[t])v is a quotient of the local graded Weyl module for UF(slα[t]) with
highest weight λ(hα). Theorem 2.1.2 (a) implies that W ∼= Dα

F (1, λ(hα)) where the latter is the
corresponding Demazure module for UF(slα[t]). In particular, v satisfies the relations (2.1.2). �

Lemma 2.5.3. Assume g is not of type G2. Let V be a finite-dimensional UF(g[t])-module, λ ∈ P+,
and suppose v ∈ Vλ satisfies UF(n+[t])0v = UF(h[t]+)0v = 0 and (x−

α,s)(k)v = 0 for all α ∈ R+
sh, k >

max{0, λ(hα) − 2s}. Then, for every short root γ, we have (x−
γ,s)(k)v = 0 for all s ≥ 0, k >

max{0, λ(hγ) − 2s}.

Proof. The proof will proceed by induction on ht(γ). If ht(γ) = 1, then γ is simple and,
hence, γ ∈ R+

sh. Thus, suppose ht(γ) > 1 and that γ /∈ R+
sh. By [Nao12, Lemma 4.6], there exist

α, β ∈ R+ such that γ = α+ β with α long and β short. Notice that {α, β} form a simple system
of a rank-two root subsystem. In particular, hγ = 2hα + hβ and, hence λ(hγ) = 2λ(hα) + λ(hβ).

Fix s ≥ 0 and suppose first that λ(hγ) − 2s ≥ 0. In this case, we can choose a, b ∈ Z≥0 such
that

a+ b = s, λ(hα) − a ≥ 0, and λ(hβ) − 2b ≥ 0.
Indeed, b = max{0, s− λ(hα)} and a = s− b satisfy these conditions. Then, Lemma 2.5.2 implies
that (x−

α,a)(k)v = 0 for all k > λ(hα) − a, while the induction hypothesis implies that (x−
β,b)

(k)v = 0

for all k > λ(hβ) − 2b. Applying Lemma 2.3.7 to the subalgebra UF(ga,b
α,β) (cf. Subsection 2.2.3), it

follows that (x−
γ,s)(k)v = 0 for all k > 2(λ(hα) − a) + (λ(hβ) − 2b) = λ(hγ) − 2s.

Now suppose λ(hγ) − 2s ≤ 0 and notice that this implies s− λ(hα) = s− 1
2 (λ(hγ) − λ(hβ)) ≥

λ(hβ)
2 ≥ 0. We need to show that (x−

γ,s)(k)v = 0 for all k > 0. Letting a = λ(hα) and b = s− λ(hα),
we have

a+ b = s, λ(hα) − a ≤ 0, and λ(hβ) − 2b ≤ 0.

Then, Lemma 2.5.2 implies that (x−
α,a)(k)v = 0 for all k > 0, while the induction hypothesis

implies that (x−
β,b)

(k)v = 0 for all k > 0. The result follows from an application of Lemma 2.3.7 as
before. �

It remains to prove an analogue of Lemma 2.5.3 for g of type G2. This is much more technically
complicated and will require that we assume that characteristic F is at least 5. For the remainder
of this subsection we assume g is of type G2 and set I = {1, 2} so that α1 is short. Given
γ = sα1 + lα2 ∈ R+, set sγ = s. Set also

n+[t]> =
⊕

γ ∈ R+

⊕

s ≥ sγ

Cx+
γ,s, n+[t]< =

⊕

γ ∈ R+

sγ − 1⊕

s = 0

Cx+
γ,s, a = n−[t] ⊕ h[t] ⊕ n+[t]>,

and observe that n+[t]> and n+[t]< are subalgebras of n+[t] such that n+[t] = n+[t]> ⊕n+[t]<. The
hyperalgebras UF(n+[t]>), UF(n+[t]<), and UF(a) are then defined in the usual way (see Subsection
2.1.1) and the PBW theorem implies that

(2.5.3) UF(n+[t]) = UF(n+[t]>) ⊕ UF(n+[t])UF(n+[t]<)0.

We now prove a version of [Nao12, Lemma 4.11] for hyperalgebras.
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Lemma 2.5.4. Given λ ∈ P+, let I ′
F(λ) be the left ideal of UF(a) generated by the generators of

IF(λ) described in (2.5.2) which lie in UF(a). Then,

IF(λ) ⊆ I ′
F(λ) ⊕ UF(a)UF(n+[t]<)0.

Proof. Recall that IF(λ) is the left ideal of UF(g[t]) generated by the set I whose elements
are the elements in UF(n+[t])0, UF(h[t]+)0, together with the elements

(
hi

l

)
−
(

λ(hi)
l

)
, (x−

2 )(m), (x−
1,s)(k)

for i ∈ I, k, l,m, s ∈ Z≥0, m > λ(h2), k > max{0, λ(h1) − 3s}.

To simplify notation, set U< = UF(n+[t]<) and J = I ′
F(λ) ⊕ UF(a)UF(n+[t]<)0. Observe that

UF(a)J ⊆ J . Therefore, since UF(g[t]) = UF(a)U< by (2.5.3) and we clearly have I ⊆ J , it suffices
to show that

U0
< I ⊆ J.

We will decompose the set I into parts, and prove the inclusion for each part. Namely, we first
decompose I into

(
I ∩ UF(n+[t])UF(h[t])

)
⊔ (I ∩ UF(n−[t])), and then we further decompose I ∩

UF(n−[t]) into {(x−
2 )(m) : m > λ(h2)} ⊔ {(x−

1,s)(k) : s ∈ Z≥0, k > max{0, λ(h1) − 3s}}.

Since h[t]⊕n+[t] is a subalgebra of g[t],UF(n+[t])UF(h[t]) = UF(h[t])UF(n+[t]) by PBW Theorem,
and, therefore,

U0
<

(
I ∩ UF(n+[t])UF(h[t])

)
⊆ UF(h[t])UF(n+[t]).

Now, by (2.5.3), UF(h[t])UF(n+[t]) ⊆ J , showing that U0
<

(
I ∩ UF(n+[t])UF(h[t])

)
⊆ J . In particular,

we have shown that

(2.5.4) UF(g[t])UF(n+[t])0 ⊆ J.

It remains to show that
U0

<

(
I ∩ UF(n−[t])

)
⊆ J.

We begin by proving that U0
<UF(n−

2 ) ⊆ J , where n−
2 is the subalgebra spanned by x−

2 . Consider
the natural Q-grading on UF(g[t]) and, for η ∈ Q, let UF(g[t])η denote the corresponding graded
piece. Observe that m2 := n+[t]< ⊕ n−

2 is a subalgebra of g[t] and that

U0
<UF(n−

2 ) ⊆
⊕

η

UF(m2)η,

where the sum runs over Z>0α1 ⊕ Zα2. Together with the PBW Theorem, this implies that

U0
<UF(n−

2 ) ⊆ UF(n−
2 )U0

< ⊆ UF(a)U0
< ⊆ J.

Finally, we show that U0
< I1 ⊆ J , where I1 =

(
I ∩ UF(n−

1 [t])
)

and n−
1 is the subalgebra spanned

by x−
1 . Consider

n+[t]1< =
⊕

γ ∈ R+ \ {α1}

sγ − 1⊕

s = 0

Cx+
γ,s,

which is a subalgebra of n+[t]< such that n+[t]< = n+
1 ⊕ n+[t]1<, where n+

1 = Cx+
1 . Moreover,

m1 := n+[t]1< ⊕ n−
1 [t] is a subalgebra of g[t] such that U(m1)η 6= 0 only if η ∈ Zα1 ⊕ Z≥0α2 and

U(m1)0 = C. This implies that

UF(n+[t]1<)0UF(n−
1 [t]) = UF(n−

1 [t])UF(n+[t]1<)0.
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Since U0
< = UF(n+

1 )UF(n+[t]1<)0 ⊕ UF(n+
1 )0, we get

U0
< I1 ⊆

(
UF(n+

1 )UF(n+[t]1<)0 + UF(n+
1 )0

)
I1

⊆ UF(n+
1 )UF(n−

1 [t])UF(n+[t]1<)0 + UF(n+
1 )0I1

⊆ UF(g[t])UF(n+[t])0 + UF(n+
1 )0I1.

The first summand in the last line is in J by (2.5.4) while the second one is in J by Corollary 2.3.23
(with λ = λ(h1) and ℓ = 3) together with (2.5.4). �

Set hi = Chi, i ∈ I, and b = n−[t]⊕h[t]+ ⊕h2 ⊕n+[t]>. Observe that b is an ideal of a such that
a = b ⊕ h1. One easily checks that there exists a unique Lie algebra homomorphism φ : b → g[t]
such that

φ(x±
γ,r) = x±

γ,r∓sγ
for all γ ∈ R+.

Moreover, φ is the identity on h[t]++slα2 . Also, φ can be extended to a Lie algebra map a → U(g[t])
by setting φ(h1) = h1 − 3 (cf. [Nao12, Section 4.2]). Proceeding as in Section 2.2.2, one sees that
φ induces an algebra homomorphism UF(a) → UF(g[t]) also denoted by φ.

We are ready to prove the analogue of Lemma 2.5.3 for type G2.

Lemma 2.5.5. Let V be a finite-dimensional UF(g[t])-module, λ ∈ P+, and suppose v ∈ Vλ satisfies
UF(n+[t])0v = UF(h[t]+)0v = 0 and (x−

1,s)(k)v = 0 for all k > max{0, λ(h1) − 3s}. Then, for every
short root γ, we have (x−

γ,s)(k)v = 0 for all s ≥ 0, k > max{0, λ(hγ) − 3s}.

Proof. Notice that the conclusion of the lemma is equivalent to

(x−
γ,s)(k) ∈ IF(λ) for all s ≥ 0, k > max{0, λ(hγ) − 3s}

for every short root γ. Recall that the short roots in R+ are α1, α := α1 + α2 and ϑ := 2α1 + α2

while the long roots are α2, β := 3α1 + α2 and θ := 3α1 + 2α2. For γ = α, we have hγ = h1 + 3h2

and the proof is similar to that of Lemma 2.5.3. Namely, fix s ≥ 0 and recall that hγ = hα + 3hβ .
Suppose first that µ(hγ) − 3s ≥ 0. In this case, we can choose a, b ∈ Z≥0 such that

a+ b = s, µ(hα) − 3a ≥ 0, and µ(hβ) − b ≥ 0.

Indeed take a = max{0, s−µ(hβ)}. Since α ∈ R+
sh, it follows that (x−

α,a)(k)v = 0 for all k > µ(hα)−

3a. By Lemma 2.5.2, we have (x−
β,b)

(k)v = 0 for all k > µ(hβ) − b. Applying Lemma 2.3.7 to the

subalgebra UF(ga,b
α,β), it follows that (x−

γ,s)(k)v = 0 for all k > (µ(hα)−3a)+3(µ(hβ)−b) = µ(hγ)−3s.

Now, suppose µ(hγ)−3s ≤ 0 in which case we have to show that (x−
γ,s)(k)v = 0 for all k > 0. Notice

that we can choose a, b ∈ Z≥0 such that

a+ b = s, µ(hα) − 3a ≤ 0, and µ(hβ) − b ≤ 0.

Indeed take a = s − µ(hβ). Since α ∈ R+
sh, it follows that (x−

α,a)(k)v = 0 for all k > 0. By Lemma
2.5.2, we have (x−

β,b)
(k)v = 0 for all k > 0. A new application of Lemma 2.3.7 completes the proof.

We shall use that the lemma holds for γ = α in the remainder of the proof. It remains to show
that the lemma holds with γ = ϑ. Notice that hϑ = 2h1 + 3h2 and, thus, we want to prove that

(2.5.5) (x−
ϑ,s)(k) ∈ IF(λ) for all s ≥ 0, k > max{0, 2λ(h1) + 3λ(h2) − 3s}.

We prove (2.5.5) by induction on λ(h1). Following [Nao12], we prove the cases λ(h1) ∈ {0, 1, 2}
and then we show that (2.5.5) for λ − 3ω1 in place of λ implies it for λ. To shorten notation, set
a = λ(h1), b = λ(h2).
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1) Assume a = 0. Since α1 ∈ R+
sh, it follows that (x−

1 )(k)v = 0 for all k > 0. By Lemma 2.5.2, we
have (x−

2,s)(k)v = 0 for all k > max{0, b− s}. Applying Lemma 2.3.7 to the subalgebra UF(g0,s
α1,α2

),
it follows that (x−

ϑ,s)(k)v = 0 for all k > 3 max{0, b− s} = max{0, 2a+ 3b− 3s} as desired.

2) Assume a = 1. This time we have (x−
1 )(k)v = 0 for all k > 1. We split in 3 subcases.

2.1) Suppose b > s − 1 and notice 2a + 3b − 3s > 0. Lemma 2.5.2 implies (x−
2,s)(k)v = 0 for all

k > max{0, b − s} = b − s. Applying Lemma 2.3.7 to the subalgebra UF(g0,s
α1,α2

), it follows that
(x−

ϑ,s)(k)v = 0 for all k > 2 + 3(b− s) = 2a+ 3b− 3s.

2.2) Suppose b = s − 1 in which case 2a + 3b − 3s < 0. Notice that hβ = h1 + h2 and, hence,
λ(hβ) = a + b = s. Lemma 2.5.2 then implies that (x−

β,s)(k)v = 0 for all k > 0. Notice that

{−α1, β} form a basis for R. Since, (x+
1 )(k)v = 0 for all k > 0, Lemma 2.3.7 applied to the

subalgebra UF(g0,s
−α1,β) implies that (x−

ϑ,s)(k)v = 0 for all k > 0.

2.3) Suppose b < s − 1 in which case 2a + 3b − 3s < 0. This time we apply Lemma 2.3.7 to the
subalgebra UF(g1,s−2

α1,α2
). Indeed, we have (x−

1,1)(k)v = 0 for all k > max{0, a − 3} = 0 and Lemma
2.5.2 implies that (x−

2,s−2)(k)v = 0 for all k > max{0, b − (s − 2)} = 0. Thus, since3(b − s) < −3
and a = 1, we have max{0, 2a + 3b − 3s} = 0 and Lemma 2.3.7 implies that (x−

ϑ,s)(k)v = 0 for all
k > 0.

3) Assume a = 2. We split in subcases as before.

3.1) If b > s− 1 the proof is similar to that of step 2.1.

3.2) Suppose b = s − 1 and notice that 2a + 3b − 3s = 1. Hence, we want to show that (2.5.5)
holds for k > 1. For k > 3 we apply Lemma 2.3.7 to the subalgebra UF(g1,s−2

α1,α2
) in a similar fashion

as we did in step 2.3 (the same can be conclude using the argument from step 2.2). For k ∈ {2, 3}
we need our hypothesis on the characteristic of F. Assume we have chosen the Chevalley basis so
that x−

ϑ = [x+
1 , x

−
β ] and observe that (0.1.4) implies that [x+

1 , x
−
ϑ ] = ±2x−

α . Using this, one easily
checks that

(x−
ϑ,s)(2) = (x+

1 )(2)(x−
β,s)(2) −

1
2
x+

1 (x−
β,s)(2)x+

1 −
1
2
x−

β,sx
−
ϑ,sx

+
1 ∓ x−

β,sx
−
α,s.

Using the case γ = α and Lemma 2.5.2 we see that x−
α,sv = (x−

β,s)(2)v = 0. Hence, since 2 ∈ F×,

(2.5.5) holds for k = 2. For k = 3, we have (x−
ϑ,s)(3) = 1

3x
−
ϑ,s(x−

ϑ,s)(2) and, since 3 ∈ F×, (2.5.5) also
holds for k = 3.

3.3) If b < s− 1 the proof is similar to that of step 2.3.

4) Assume a ≥ 3 and that (2.5.5) holds for λ− 3ω1.

4.1) Suppose s ≥ 2 and recall the definition of the map φ : UF(a) → UF(g[t]). The induction
hypothesis together with Lemma 2.5.4 implies that

(x−
ϑ,s−2)(k) ∈ I ′

F(λ− 3ω1) for all k > max{0, 2a+ 3b− 3s}

and, therefore

(x−
ϑ,s)(k) = φ

(
(x−

ϑ,s−2)(k)
)

∈ φ(I ′
F(λ− 3ω1)) for all k > max{0, 2a+ 3b− 3s}.

One easily checks that φ sends the generators of I ′
F(λ− 3ω1) to generators of IF(λ), completing the

proof of (2.5.5) for s ≥ 2.

4.2) For s = 0, notice that UF(g)v is a quotient of WF(λ), and (2.5.5) follows. Equivalently, apply
Lemma 2.3.7 to UF(g0,0

α1,α2
) = UF(g) and the proof is similar to that of step 2.1.
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4.3) If s = 1 and b ≥ 1, we have 2a + 3b − 3s > 0 and the usual application of Lemma 2.3.7 to
UF(g0,1

α1,α2
) completes the proof of (2.5.5). If s = 1 and b = 0, we need to show that (x−

ϑ,1)(k)v = 0
for k > 2a− 3.

Consider the subalgebra UF(slϑ[t]) ∼= UF(sl2[t]) defined in Section 2.2.3. Since λ(hϑ) = 2a, it
follows that W := UF(slϑ[t])v is a quotient of UF(sl2[t])-module W c

F(2a), where we identified the
weight lattice of sl2 with Z as usual. Since W c

F(2a) ∼= DF(1, 2a) by Theorem 2.1.2(a), the defining
relations of DF(1, 2a) imply (x−

ϑ,1)(k)v = 0 for k > 2a − 1. It remains to check that (x−
ϑ,1)(k)v = 0

for k ∈ {2a− 2, 2a− 1}.

Suppose by contradiction that (x−
ϑ,1)(2a−1)v 6= 0 and notice that

(2.5.6) (x−
ϑ )(k)(x−

ϑ,1)(2a−1)v = 0 for all k > 0.

Indeed,

(x−
ϑ )(k)(x−

ϑ,1)(2a−1)v ∈ W c
F(2a)−2a−2(k−1)

is a vector of degree 2a − 1 > 1 for all k ≥ 0. By the Weyl group invariance of the character
of W c

F(2a), we know that W c
F(2a)−2a−2(k−1) = 0 if k > 1, and that W c

F(2a)−2a−2(k−1) is one-
dimensional concentrated in degree zero if k = 1. This proves (2.5.6). Then, Lemma 2.3.3 implies
that

(x+
ϑ )(2a−2)(x−

ϑ,1)(2a−1)v 6= 0.

On the other hand, it follows from Lemma 2.2.1 that

(x+
ϑ )(2a−2)(x−

ϑ,1)(2a−1)v = x−
ϑ,2a−1v.

Since 2a − 1 ≥ 2 and 2a − 3(2a − 1) = −4a + 3 < 0, it follows from step 4.1 that x−
ϑ,2a−1v = 0

yielding a contradiction as desired.

Similarly, assume by contradiction that (x−
ϑ,1)(2a−2)v 6= 0 and notice that

(x−
ϑ )(k)(x−

ϑ,1)(2a−2)v = 0 for all k > 1.

Suppose first that we also have x−
ϑ (x−

ϑ,1)(2a−2)v = 0. It then follows from Lemma 2.3.3 that

(x+
ϑ )(2a−4)(x−

ϑ,1)(2a−2)v 6= 0.

On the other hand, Lemma 2.2.1 implies that

(x+
ϑ )(2a−4)(x−

ϑ,1)(2a−2)v = (x−
ϑ,a−1)(2)v +

2a−2∑

r=a

x−
ϑ,2a−2−rx

−
ϑ,rv.

Since a − 2 ≥ 2, step 4.1 implies that (x−
ϑ,r)(k)v = 0 for all r ≥ a − 1, k > 0, implying that

the right-hand side is zero, which is a contradiction. It remains to check the possibility that
x−

ϑ (x−
ϑ,1)(2a−2)v 6= 0. In this case it follows that x−

ϑ (x−
ϑ,1)(2a−2)v is a lowest-weight vector for the

algebra UF(slϑ) and, hence, Lemma 2.3.3 implies that

(x+
ϑ )(2a−2)x−

ϑ (x−
ϑ,1)(2a−2)v 6= 0.

Using (2.2.1) we get

(x+
ϑ )(2a−2)x−

ϑ (x−
ϑ,1)(2a−2)v =

(
x−

ϑ (x+
ϑ )(2a−2) + (x+

ϑ )(2a−3)
)

(x−
ϑ,1)(2a−2)v.

Lemma 2.2.1 together with step 4.1 will again imply that the right-hand side is zero. This completes
the proof. �
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2.5.3. Existence of Demazure flag. If g is simply laced, Theorem 2.1.2 (b) follows imme-
diately from part (a) with k = 1. Thus, assume from now on that g is not simply laced and recall
the notation introduced in Subsection 2.2.4.

Given λ ∈ P+, let µ = λ ∈ P+
sh and v be the image of 1 in W c

C(λ). Consider W sh
C := U(gsh[t])v

and W sh
Z := UZ(gsh[t])v. By [Nao12, Lemma 4.17], there is an isomorphism of U(gsh[t])-modules

W sh
C

∼= DC(1, µ). By Corollary 2.3.12, W sh
Z is an integral form of W c

C(µ) ∼= DC(1, µ). Hence, we
have an isomorphism of UZ(gsh[t])-modules W sh

Z
∼= DZ(1, µ).

Since gsh is of typeA, Theorem 2.4.5 implies that there are k > 0, µ1, . . . , µk ∈ P+
sh, m1, . . . ,mk ∈

Z≥0, and a filtration of UZ(gsh[t])-modules 0 = D0 ⊆ D1 ⊆ · · · ⊆ Dk = W sh
Z , such that Dj and

Dj/Dj−1 are free Z-modules, and Dj/Dj−1
∼= DZ(r∨, µj ,mj) for all j = 1, . . . , k. In particular,

(2.5.7) W sh
Z /Dj is a free Z-module for all j = 0, . . . , k.

Set λj = ηλ(µj) ∈ P+ where ηλ is defined in (2.2.10), W j
Z = UZ(g[t])Dj and W j

F = F ⊗Z W
j
Z. We

have 0 = W 0
F ⊆ W 1

F ⊆ · · · ⊆ W k
F , and λk = λ since µk = µ. Hence, we are left to show that

W j
F/W

j−1
F

∼= DF(1, λj ,mj) for all j = 1, . . . , k, and W k
F

∼= W c
F(λ).

Notice that W k
Z = UZ(g[t])v. Then, Corollary 2.3.12 implies that W k

Z is an integral form of
W c

C(λ). Since Z is a PID and W k
Z is a finitely generated, free Z-module, it follows that W j

Z is a
free Z-module of finite-rank for all j = 1, . . . , k. Set W j

C = U(g[t])Dj . It follows from [Nao12,
Proposition 4.18] or Theorem 2.1.2 (b) (in characteristic zero) that W j

C/W
j−1
C

∼= DC(1, λj ,mj) for
all j = 1, . . . , k. Moreover, since W j

C
∼= C⊗ZW

j
Z, it follows that C⊗Z (W j

Z/W
j−1
Z ) ∼= (W j

C/W
j−1
C ) ∼=

DC(1, λj ,mj). Therefore, W j
Z/W

j−1
Z is a finitely generated Z-module of rank dim(DC(1, λj ,mj))

for all j = 1, . . . , k. Since W j
F/W

j−1
F

∼= F ⊗Z (W j
Z/W

j−1
Z ), it follows that

dim(W j
F/W

j−1
F ) ≥ dim(DC(1, λj ,mj)) = dim(DF(1, λj ,mj)).

Now, let vj ∈ Dj be as in Theorem 2.4.5, w be the image of v in W k
F , uj ∈ UZ(n−

sh[t]) be such
that vj = ujv, and wj = ujw. It follows that

W j
Z =

∑

n≤j

UZ(g[t])vn and W j
F =

∑

n≤j

UF(g[t])wn.

We will show that the image w̄j of wj in W j
F/W

j−1
F satisfies the relations described in Proposi-

tion 2.5.1, which implies that W j
F/W

j−1
F is a quotient of DF(1, λj ,mj) and, hence, W j

F/W
j−1
F

∼=
DF(1, λj ,mj) for all j = 1, . . . , k.

By construction, vj is a weight vector of weight λj and degreemj , and so is wj . SinceDj/Dj−1
∼=

DZ(r∨, µj ,mj), it follows that

UF(n+
sh[t])0w̄j = UF(hsh[t]+)0w̄j = 0 and (x−

α,s)(k)w̄j = 0

for all α ∈ R+
sh, s ≥ 0, k > max{0, λ(hα) − sr∨}, j = 1, . . . , k. Thus, it remains to show that

(x+
α,s)(m)w̄j = Λi,rw̄j = (x−

i )(k)w̄j = 0

for all α ∈ R+ \R+
sh, i ∈ I \ Ish, s ≥ 0, r,m > 0, k > λj(hi), j = 1, . . . , k. Since,

(2.5.8) λj +mα /∈ λ−Q+ for all α ∈ R+ \R+
sh,m > 0,

we get (x+
α,s)(m)wj = 0 for all m > 0, s ≥ 0. In particular, it follows that w̄j is a highest-weight

vector of weight λj and, hence, (x−
i )(k)w̄j = 0 for all i ∈ I, k > λ(hi). Finally, we show that

(2.5.9) Λi,rw̄j = 0 for all i ∈ I \ Ish, r > 0, j = 1, . . . , k.
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Observe that

Λi,ruj ∈ UZ(n−
sh)UZ(h[t]+).

In particular, Λi,rvj ∈ W sh
Z ∩ W j

Z. We will show that Λi,rvj ∈ Dj−1 which implies (2.5.9). Let
yj ∈ UZ(n−

sh) be such that Λi,ruj = yj modulo UZ(n−
sh)UZ(h[t]+)0. Thus, we want to show that

(2.5.10) yjv ∈ Dj−1.

We prove this recursively on j = 1, . . . , k. Notice that, since C ⊗Z (W j
Z/W

j−1
Z ) ∼= DC(1, λj ,mj),

there exists nj ∈ Z>0 such that njyjv ∈ W j−1
Z , j = 1, . . . , k. In particular, since W 0

Z = 0 and W 1
Z is

a torsion-free Z-module, (2.5.10) follows for j = 1. Next, we show that (2.5.10) implies

(2.5.11) W j
Z ∩W sh

Z = Dj .

Indeed, it follows from (2.5.8) and (2.5.10) that

W j
Z = UZ(n−[t])UZ(gsh[t])vj +W j−1

Z .

Since UZ(hsh[t]+)0UZ(n+
sh)0vj ∈ Dj−1 and, by induction hypothesis, W j−1

Z ∩ W sh
Z = Dj−1, (2.5.11)

follows by observing that
(
UZ(n−[t])vj

)
∩W sh

Z ⊆ Dj

(which is easily verified by weight considerations). Finally, observe that, since nj+1yj+1v ∈ W j
Z ∩

W sh
Z = Dj , (2.5.7) implies that yj+1v ∈ Dj . Thus, (2.5.11) for j implies (2.5.10) for j + 1 and the

recursive step is proved.

Remark 2.5.6. It follows from the above that W j
F/W

j−1
F

∼= DF(1, λj ,mj) for any field F. Hence,
W j

Z/W
j−1
Z must be isomorphic to DZ(1, λj ,mj) for all j = 1, . . . , k.

It remains to show that W k
F

∼= W c
F(λ). Since we have a projection W c

F(λ)։W k
F of UF(g[t])-

modules by the universal property of W c
F(λ), it suffices to show that dim(W c

F(λ)) ≤ dim(W k
F ). This

follows if we show that there exists a filtration 0 = W̃ 0
F ⊆ W̃ 1

F ⊆ · · · ⊆ W̃ k
F = W c

F(λ) such that
W̃ j

F/W̃
j−1
F is a quotient of DF(1, λj ,mj) for all j = 1, . . . , k. Let w′ be the image of 1 in W c

F(λ),
w′

j = ujw
′ ∈ W c

F(λ), W̃ j
F :=

∑
n≤j UF(g[t])w′

n ⊆ W c
F(λ), and w̄′

j be the image of w′
j in W̃ j

F/W̃
j−1
F .

Observe that W̃ k
F = W c

F(λ). We need to show that w̄′
j satisfies the defining relations of DF(1, λj)

listed in Proposition 2.5.1. Let D̃j = F ⊗Z Dj and D′
j =

∑
n≤j UF(gsh[t])w′

n. Notice that D′
k is

a quotient of W c
F(µ) ∼= D̃k and let π : D̃k → D′

k be a UF(gsh[t])-module epimorphism such that
vk 7→ w′

k (we keep denoting the image of vj in D̃j by vj). In particular, w′
j = π(vj) and π induces

an epimorphism D̃j → D′
j for all j = 1, . . . , k. In particular,

xw′
j ∈ D′

j−1 for all x ∈ UZ(gsh[t]) such that xvj ∈ Dj−1.

This immediately implies that

UF(n+
sh[t])0w̄′

j = UF(h[t]+)0w̄′
j = 0 and (x−

α,s)(k)w̄′
j = 0

for all α ∈ R+
sh, s ≥ 0, k > max{0, λ(hα) − sr∨}, j = 1, . . . , k. Note that (2.5.10) has been used

here. The relations

(x+
α,s)(m)w̄′

j = (x−
i )(k)w̄′

j = 0

for all α ∈ R+ \R+
sh, i ∈ I \ Ish, s ≥ 0,m > 0, k > λj(hi), j = 1, . . . , k follow from (2.5.8) as before.
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2.5.4. Isomorphism between local Weyl modules and graded local Weyl modules.
We now prove Theorem 2.1.2 (c). Recall the definition of the automorphism ϕa of UF(g[t]) from
Subsection 2.2.2. In particular, let ã ∈ A× be such that its image in F is a. Denote by ϕ∗

a(WF(ωωωλ,a))
the pull-back of WF(ωωωλ,a) (regarded as a UF(g[t])-module) by ϕa.

Notice that dimWF(ωωωλ,a) = dimWK(ωωωλ,ã) = dimW c
K(λ) = dimW c

F(λ). In fact, the first
equality follows from (2.1.4), the second from Proposition 2.3.15 and (2.3.5) (with F = K), and
the third from Corollary 2.1.3. Since dimϕ∗

a(WF(ωωωλ,a)) = dimWF(ωωωλ,a), Theorem 2.1.2 (c) will be
proved if we show that ϕ∗

a(WF(ωωωλ,a)) is a quotient of W c
F(λ).

Let w ∈ WF(ωωωλ,a)λ \ {0} and denote by wa the vector w when regarded as an element of
ϕ∗

a(WF(ωωωλ,a)). Since WF(ωωωλ,a) = UF(g[t])w and ϕa is an automorphism of UF(g[t]), it follows that
ϕ∗

aWF(ωωωλ,a) = UF(g[t])wa. Thus, we need to show that wa satisfies the defining relations (2.1.1)
of W c

F(λ). Since ϕa fixes every element of UF(g), wa is a vector of weight λ annihilated by (x−
α )(k)

for all α ∈ R+, k > λ(hα). Equation (2.2.8) implies that ϕa maps UF(n+[t]) to itself and, hence,
UF(n+[t])0wa = 0. Therefore, it remains to show that UF(h[t]+)0wa = 0.

For showing this, let v ∈ WK(ωωωλ,ã)λ \{0} and L = UA(g[t])v. By (2.1.4), F⊗AL ∼= WF(ωωωλ,a). In
particular, the action of UF(h[t]+)0 on ϕ∗

a(WF(ωωωλ,a)) is obtained from the restriction of the action
of UK(h[t]+)0 on ϕ∗

ã(WK(ωωωλ,ã)) to UA(h[t]+)0. Since UK(h[t]+) is generated by hi,r, i ∈ I, r > 0, we
are left to show that hi,rva = 0, where va is the vector v regarded as an element of ϕ∗

ã(WK(ωωωλ,ã)).

The irreducible quotient of WK(ωωωλ,ã) is the evaluation module with evaluation parameter ã
(cf. [JM07, Section 3B]). Hence, hi,sv = ãsλ(hi)v for all i ∈ I, s ∈ Z. Using this, it follows that,
for all i ∈ I, r > 0, we have

hi,rva = (hi ⊗ (t− ã)r)v =
r∑

s=0

( r
s )(−ã)shi,r−sv = λ(hi)ãr

r∑

s=0

( r
s )(−1)sv = 0,

completing the proof of Theorem 2.1.2 (c).



Bibliography

[Bia12] A. Bianchi, Representações de hiperálgebras de laços e álgebras de multicorrentes, Ph.D. Thesis, Unicamp,
2012.

[BM12] A. Bianchi and A. Moura, Finite-dimensional representations of twisted hyper loop algebras, to appear in
Communications in Algebra, arXiv:1205.4191 [math.RT].

[Bou68] N. Bourbaki, Lie groups and Lie algebras. Chapters 4–6, Elements of Mathematics (Berlin), Springer-
Verlag, Berlin, 2002, Translated from the 1968 French original by Andrew Pressley.

[Car72] R W. Carter, Simple groups of Lie type, John Wiley & Sons, London-New York-Sydney, 1972, Pure and
Applied Mathematics, Vol. 28.

[Cha13] S. Chamberlin, Integral bases for the universal enveloping algebras of map algebras, J. Algebra 377 (2013),
232–249.

[CKR12] V. Chari, A. Khare, and T. Ridenour, Faces of polytopes and Koszul algebras, J. Pure Appl. Algebra 216

(2012), no. 7, 1611–1625.
[CL06] V. Chari and S. Loktev, Weyl, Demazure and fusion modules for the current algebra of slr+1, Adv. Math.

207 (2006), no. 2, 928–960.
[CP86] V. Chari and A. Pressley, New unitary representations of loop groups, Math. Ann. 275 (1986), no. 1,

87–104.
[CP01] , Weyl modules for classical and quantum affine algebras, Represent. Theory 5 (2001), 191–223

(electronic).
[CE48] C. Chevalley and S. Eilenberg, Cohomology theory of Lie groups and Lie algebras, Trans. Amer. Math.

Soc. 63 (1948), 85–124.
[Fei80] B. L. Feigin, Cohomology of groups and of algebras of flows, Russian Math. Surveys 35 (1980), no. 2,

239–240.
[FGT08] S. Fishel, I. Grojnowski, and C. Teleman, The strong Macdonald conjecture and Hodge theory on the loop

Grassmannian, Ann. of Math. (2) 168 (2008), no. 1, 175–220.
[FM94] A. Fialowski and F. Malikov, Extensions of modules over loop algebras, Amer. J. Math. 116 (1994), no. 5,

1265–1281.
[FL04] B. Feigin and S. Loktev, Multi-dimensional Weyl modules and symmetric functions, Comm. Math. Phys.

251 (2004), no. 3, 427–445.
[FL06] G. Fourier and P. Littelmann, Tensor product structure of affine Demazure modules and limit constructions,

Nagoya Math. J. 182 (2006), 171–198.
[FL07] , Weyl modules, Demazure modules, KR-modules, crystals, fusion products and limit constructions,

Adv. Math. 211 (2007), no. 2, 566–593.
[Gar78] H. Garland, The arithmetic theory of loop algebras, J. Algebra 53 (1978), no. 2, 480–551.
[GL76] H. Garland and J. Lepowsky, Lie algebra homology and the Macdonald-Kac formulas, Invent. Math. 34

(1976), no. 1, 37–76.
[Hum78] J. E. Humphreys, Introduction to Lie algebras and representation theory, Graduate Texts in Mathematics,

vol. 9, Springer-Verlag, New York, 1978, Second printing, revised.
[Hum90] , Reflection groups and Coxeter groups, Cambridge Studies in Advanced Mathematics, vol. 29,

Cambridge University Press, Cambridge, 1990.
[Jan03] J. C. Jantzen, Representations of algebraic groups, second ed., Mathematical Surveys and Monographs,

vol. 107, American Mathematical Society, Providence, RI, 2003.
[JM07] D. Jakelić and A. Moura, Finite-dimensional representations of hyper loop algebras, Pacific J. Math. 233

(2007), no. 2, 371–402.
[JM10] , Finite-dimensional representations of hyper loop algebras over non-algebraically closed fields, Al-

gebr. Represent. Theory 13 (2010), no. 3, 271–301.
[JM12] , On Weyl modules for quantum and hyper loop algebras, preprint submitted to the proceedings of

the special session “Geometric and Algebraic Aspects of Representation Theory and Quantum Groups and
Noncommutative Algebraic Geometry”, AMS regional meeting New Orleans 2012.

[Jos03] A. Joseph, A decomposition theorem for Demazure crystals, J. Algebra 265 (2003), no. 2, 562–578.

50



BIBLIOGRAPHY 51

[Jos06] , Modules with a Demazure flag, Studies in Lie theory, Progr. Math., vol. 243, Birkhäuser Boston,
Boston, MA, 2006, pp. 131–169.

[Kod10] R. Kodera, Extensions between finite-dimensional simple modules over a generalized current Lie algebra,
Transform. Groups 15 (2010), no. 2, 371–388.

[Kum02] S. Kumar, Kac-Moody groups, their flag varieties and representation theory, Progress in Mathematics, vol.
204, Birkhäuser Boston Inc., Boston, MA, 2002.

[Lep79] J. Lepowsky, Generalized Verma modules, loop space cohomology and MacDonald-type identities, Ann. Sci.
École Norm. Sup. (4) 12 (1979), no. 2, 169–234.

[Lit98] P. Littelmann, Contracting modules and standard monomial theory for symmetrizable Kac-Moody algebras,
J. Amer. Math. Soc. 11 (1998), no. 3, 551–567.

[Lus93] G. Lusztig, Introduction to quantum groups, Progress in Mathematics, vol. 110, Birkhäuser Boston Inc.,
Boston, MA, 1993.

[Mat88] O. Mathieu, Formules de caractères pour les algèbres de Kac-Moody générales, Astérisque (1988), no. 159-
160, 267.

[Mat89] , Construction d’un groupe de Kac-Moody et applications, Compositio Math. 69 (1989), no. 1,
37–60.

[Mit85] D. Mitzman, Integral bases for affine Lie algebras and their universal enveloping algebras, Contemporary
Mathematics, vol. 40, American Mathematical Society, Providence, RI, 1985.

[Nao12] K. Naoi, Weyl modules, Demazure modules and finite crystals for non-simply laced type, Adv. Math. 229

(2012), no. 2, 875–934.
[NS11] E. Neher, A. Savage, Extensions and block decompositions for finite-dimensional representations of equi-

variant map algebras, arXiv:1103.4367 [math.RT].
[Wei94] C. A. Weibel, An introduction to homological algebra, Cambridge Studies in Advanced Mathematics, vol. 38,

Cambridge University Press, Cambridge, 1994.


	Acknowledgments
	Abstract
	Resumo
	Introduction
	Background
	Results of the first project
	Results of the second project

	Chapter 0. Notation
	0.1. Finite type data
	0.2. Affine type data

	Chapter 1. Extensions for current algebras
	1.1. Preliminaries
	1.1.1. Notation
	1.1.2. Irreducible modules

	1.2. Extensions between simple modules
	1.2.1. Ext1
	1.2.2. Higher extensions between modules evaluated at zero
	1.2.3. Higher extensions between tensor products of evaluation modules

	1.3. Homology and cohomology of annihilating ideals
	1.3.1. Composition factors of Hn(g o I,C)
	1.3.2. A spectral sequence
	1.3.3. A similar, non-convergent spectral sequence
	1.3.4. Back to the convergent spectral sequence
	1.3.5. Low degree cohomology and homology of g[t]+s
	1.3.6. Cohomology of gtp
	1.3.7. Restriction map
	1.3.8. Second cohomology of goI/Is
	1.3.9. Second cohomology of goI
	1.3.10. Second cohomology in rank one


	Chapter 2. On Demazure and local Weyl modules for hyper current algebras
	2.1. The main results
	2.1.1. Integral forms
	2.1.2. Hyperalgebras
	2.1.3. l-weight lattice
	2.1.4. Demazure and local Weyl modules

	2.2. Further notation and technical lemmas
	2.2.1. Some commutation relations
	2.2.2. On certain automorphisms of hyper current algebras
	2.2.3. Subalgebras of rank 1 and 2
	2.2.4. The algebra gsh

	2.3. Finite-dimensional modules
	2.3.1. Modules for hyperalgebras
	2.3.2. Modules for hyper loop algebras
	2.3.3. Graded modules for hyper current algebras
	2.3.4. Proof of the Jakelic-Moura conjecture
	2.3.5. Joseph-Mathieu-Polo relations for Demazure modules

	2.4. Joseph's Demazure flags
	2.4.1. Quantum groups
	2.4.2. Crystals
	2.4.3. Globalizing
	2.4.4. Simply laced Demazure flags

	2.5. Proof of the main theorem
	2.5.1. Isomorphism between Demazure and graded local Weyl modules
	2.5.2. A smaller set of relations for non simply laced Demazure modules
	2.5.3. Existence of Demazure flag
	2.5.4. Isomorphism between local Weyl modules and graded local Weyl modules


	Bibliography

