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Abstract

The microscopic understanding of the intricate interplay between magnetism and unconven-

tional superconductivity is currently one of the great open questions in condensed matter physics.

In particular, compounds with a tetragonal crystal structure seems to be favorable to the emer-

gence of such phenomena. The intermetallic compounds BaFe2As2 and EuFe2As2 crystallize in the

tetragonal ThCr2Si2-type structure (I 4/mmm) with FeAs sheets separated by barium/europium

layers. Both compounds exhibit a structural distortion accompanied by a magnetic spin-density

wave (SDW) phase transition at TSDW = 140 K and TSDW = 190 K, respectively. Remarkably,

this SDW phase can be tuned toward a superconducting state by substitution and applied pres-

sure. In this thesis, we will present a systematic study of the intermetallic tetragonal compound

BaFe2As2 as a function of three parameters: Eu substitution in the Ba crystallographic site, tran-

sition metal (TM) substitution (TM = Mn, Co, Ni, Cu, and Ru) in the Fe site, and/or applied

hydrostatic pressure. For this purpose, we have grown high-quality single crystals by the alternative

In-flux method. The macroscopic characterization has been made by measurements of magnetic

susceptibility, specific heat and electrical resistivity at ambient pressure and under hydrostatic

pressure. Concerning the microscopic investigation, the experimental approach consists in using

electron spin resonance (ESR) technique employing paramagnetic ions of Eu2+ and Mn2+/Cu2+

as probes in the Ba and FeAs planes, respectively and X-ray absorption spectroscopy (XANES

and EXAFS) in both As and Fe K edges. In this manner, it was possible to study the site spe-

cific spin dynamics and its relation with local distortions in the material. Our results evidentiate

that the decrease in the Fe-As distance is intimately related to the SDW phase suppression and

to a localization of the Fe 3d bands in the FeAs plane. This increase in the planar xy/x2 − y2

orbital character at the Fermi surface appears to be a propitious ingredient to the emergence of

superconductivity in this class of materials.
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Resumo

O entendimento microscópico da intrincada relação entre magnetismo e supercondutividade

não-convencional é atualmente um dos grandes problemas em aberto em f́ısica da matéria conden-

sada. Em especial, compostos com estrutura cristalina tetragonal parecem favorecer a emergência

de tal fenômeno. Os compostos intermetálicos tetragonais BaFe2As2 e EuFe2As2 cristalizam na es-

trutura tetragonal ThCr2Si2 (I 4/mmm) com camadas de FeAs separadas por átomos de bário/európio.

Ambos os compostos apresentam uma distorção estrutural (tetragonal para ortorrômbica) acom-

panhada for uma transição de fase magnética do tipo onda de densidade de spin (ou SDW, na

sigla em inglês) em TSDW = 140 K e TSDW = 190 K, respectivamente. É notável que esta fase

magnética pode ser suprimida em direção ao estado supercondutor através de substituição qúımica

ou pressão aplicada. Neste trabalho, apresentamos o estudo sistemático das propriedades do com-

posto intermetálico tetragonal BaFe2As2 em função de três parametros: substituição de Eu no śıtio

cristalográfico do Ba; substituição de metais de transição TM = Mn, Co, Ni, Cu e Ru no śıtio

cristalográfico do Fe e/ou pressão hidrostática. Para tal propósito, primeiramente sintetizamos

amostras de alta qualidade através do método alternativo de fluxo metálico de In. A caracter-

ização macroscópica dos compostos foi realizada através das técnicas experimentais de medidas

de susceptibilidade magnética, calor espećıfico, resistividade elétrica em pressão ambiente e sob

pressão hidrostática, além da caracterização estrutural através da difração de pó de raios-X. No

que diz respeito à caracterização microscópica, a investigação experimental foi realizada através

da técnica de ressonância de spin eletrônico (RSE) utilizando como provas os ı́ons paramagnéticos

de Eu2+ e Mn2+/Cu2+, além do estudo de absorção de raios-X (EXAFS) tanto na borda K do As

quanto na borda do Fe. Dessa forma, foi posśıvel investigar a dinâmica de spins no plano e fora do

plano de FeAs e sua relação com as distorções locais do material. Nossos resultados evidenciam que

a diminuição da distância Fe-As está intimamente ligada à supressão da fase SDW e à localização

das bandas 3d do Fe no plano Fe-As. O aumento do caráter orbital planar xy/x2−y2 na superf́ıcie

de Fermi parece ser um ingrediente proṕıcio para a emergência da supercondutividade nessa classe

de compostos.
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Therefore, the initial objective of the present study is to systematically establish the magnetic

and/or superconducting properties of BaFe2As2 with appropriate substitution and/or applied pres-

sure. More specifically, we will employ local techniques, such as electron spin resonance (ESR) and

X-ray absorption spectroscopy (XANES and EXAFS), to obtain information about the relationship

between local structural distortions and the system spin dynamics.

In this Introdution, we will first present a general overview of the Fe-based superconductors and

their connection with other unconventional superconductors. Thereon, we will approach the specific

concern of this thesis. In Chapter 2, the theoretical background will be presented: magnetism in

solids, superconductivity, crystal field effects and electron spin resonance. Chapter 3 presents an

overview of the experimental techniques employed during this work. Chapters 4 and 5 present the

results and discussions of the macroscopic and microscopic measurements, respectively. Finally,

Chapter 5 contains the conclusions of this work. The papers published during this thesis are listed

in Appendix 1.

1.1 Fe-based Superconductors: State of the Art

The report of superconductivity at a critical temperature Tc = 26 K in fluorine-substituted

LaFeAsO have triggered intense scientific investigation since their discovery in 2008 [2]. When ap-

propriately substituted, compounds in the RFeAsO (R =La−Gd) family become superconducting

and can reach critical temperatures as high as 56 K in Gd0.8Th0.2FeAsO. The subsequent efforts to

synthesize new materials with FeAs layers ultimately brought back to the scene the 122 family with

the discovery of an oxygen-free new family of superconductors (SC) AFe2As2 (A = Ba, Sr,Ca, Eu)

with a highest Tc of 38 K in the potassium-substituted BaFe2As2 [113]. Interesting, despite the fact

that one class is an oxide family and the other is an intermetallic system, superconductivity can

be found in both systems with comparable critical temperatures when the magnetic spin-density

wave (SDW) phase (100K.TSDW . 200K) is suppressed by chemical substitution and/or applied

pressure [4]. Moreover, both systems have an unconventional nature of the Cooper pairing state,

meaning that the superconducting pair state is not an isotropic nodeless s-wave state, and the

pairing interaction is other than the conventional electron-phonon interaction. Strikingly, several

classes of unconventional superconductors (heavy fermion, cuprates, organic and iron-based SCs)

have a low-symmetry layered structure and display an unsettling similar phase diagram, shown in

Figures 1.2 and 1.3, with an antiferromagnetic parent compound, indicating that the pairing is

magnetic-mediated. In fact, structural parameters in low-symmetry layered systems have played

an important role in determining the symmetry and the dimensionality of the magnetic fluctua-

tions. However, there is no consensus on the microscopic reason why these crystal structures seem

to be favorable to the emergence of such phenomena.
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In particular, theAFe2As2 family crystallizes in the tetragonal ThCr2Si2-type structure (I 4/mmm)

and exhibits a structural distortion closely related to the SDW phase transition. It is remarkable

that this SDW phase can be tuned towards a SC state by both substitution (isovalent or “elec-

tron/hole”) and applied pressure, suggesting that structural tuning plays a role, as in the heavy-

fermion systems. Moreover, theoretical calculations using a supercell approach to density funcional

theory (DFT) have shown that the substitutions mentioned above act as chemical pressure instead

of effective doping [10]. The extra d electrons or holes from the impurity were actually concentrated

at the substitute Co site. From the experimental point of view, Mössbauer spectroscopy measures

the same s-electron density at the 57Fe nuclei for both pure and substituted BaFe2As2 [11, 12].

In addition, resonant photoemission spectroscopy reveals that the Co 3d state center of mass is

observed at 250 meV higher binding energy than that of Fe, indicating that Co possesses one extra

valence electron and that Fe and Co are in the same oxidation state. However, the Co 3d elec-

trons are part of the Fermi sea determining the Fermi surface and this complex behavior reveals

an inadequacy of a rigid-band shift description frequently used in angular resolved photoemission

spectroscopy (ARPES) analysis to argue that there is charge doping in the Fermi surface [13].

Very recently, finally this apparent contradition with ARPES measurements were solved: Ni and

Cu substituons in BaFe2As2 were compared to the Co one. It was found that the Ni 3d-derived

features are formed below the Fe 3d band and that Cu 3d-derived ones further below it. Moreover,

the electron Fermi surface volumes in Ni- and Cu-122 are smaller than the value expected from the

rigid-band model, suggesting that part of electrons doped by substitution of Ni or Cu preferentially

occupy the Ni 3d or Cu 3d states, or are trapped around the impurity sites, and do not behave

like a mobile carrier [14].

Concerning the structural tuning, crystalline electric field (CEF) effects are often important

for the ground state determination in strongly correlated materials. Particularly, heavy fermion

superconductors have f -electrons that strongly hybridize with the conduction bands and the single-

ion anisotropy defined by the CEF effects can influence the spin fluctuations near the conduction

bands. It has been shown that the superconducting transition temperature (Tc) trendly scales

with the lattice parameters ratio c/a, Fig. 1.4a [5, 15, 16, 17, 18]. For the cuprates, structural

parameters have been suggested for controling Tc: the bond length between copper and in-plane

oxygen and the Cu-apical oxygen distance. It was proposed that the apical oxygen distance from

the CuO2 plane also naively scales with Tc, Fig. 1.4b, and that the less the dx2−y2 main band is

hybridized with the dz2 and 4s orbitals the higher the Tc [19, 20, 21].

Recently, several works in the iron-based SCs have shown a close relationship between the

magnetic SDW phase and the structural parameters, such as the Fe-pnictogen/chalcogen distance

and the tetrahedra shape, Fig. 1.5, that are believed to control the CEF levels and consequently







7 CHAPTER 1. INTRODUCTION

As one can notice there are still several central questions remaining, including the role of

magnetism, the nature of chemical and structural tuning, and the resulting pairing symmetry. A

sensitivity of electronic structure and/or magnetic interactions to details of the internal structure of

the Fe-As layers is relevant to unraveling this puzzle and to find universal properties and principles.

This thesis intends to provide a microscopic understanding of the interplay between SDW and SC by

using microscopic probes that can directly study the spin dynamics and the structural parameters.

1.2 Specific problem: What is the important tuning param-

eter in BaFe2As2 ?

In addition to the Fe moment (∼ µB) in the AFe2As2 members (A = Ba, Ca, Sr), the

EuFe2As2 compounds have also Eu2+ ions with large local magnetic moments (7.94 µB) that order

antiferromagnetically at TN = 19 K (Fig. 1.7b). Mössbauer experiments have measured the oxi-

dation state of europium ions (Eu2+) and evidenced a small, but significant, coupling between the

localized Eu2+ moments and the conduction electrons from the FeAs layers [27]. Upon substitution

by K, Co, and P, EuFe2As2 also undergoes superconducting transitions but with slightly lower Tc

compared to BaFe2As2 [28, 29, 30, 31]. Interesting, for both Co-substituted case and pressure,

there is a reentrant behavior of the resistivity due to the Eu2+ antiferromagnetic ordering [32].

For the first case, an applied magnetic field is capable of polarizing the Eu2+ spins, leading to the

coexistence between superconductivity and ferromagnetism.

Electron spin resonance (ESR) is a powerful microscopic spin probe that has been used to

study the site specific spin dynamics in these compounds. By measuring locally the electronic

susceptibility, χ
′′

(q, ω), the electronic, structural and chemical properties of a material can be

probed using a paramagnetic ion, such as Eu2+ or Mn2+ ions.

However, up to date, the ESR experiments have been focused on Eu-based samples far from

diluted regime. For instance, Eu2+ ESR data in EuFe2As2 single crystals indicate a spatial confine-

ment of the conduction electrons (ce) to the FeAs layers below TSDW as evidenced by the change

in the ESR linewidth from a typical metallic behavior (i.e., a linear Korringa-type increase 1 above

TSDW to a magnetic insulating behavior, where dipolar and crystalline electrical field effects dom-

inate [42]. In hole doped Eu0.5K0.5Fe2As2, where the SDW phase is completely suppressed and

SC arises for T ≤ 32 K, a Korringa behavior also occurs for T > Tc [43]. For the electron doped

EuFe2−xCoxAs2, the Korringa rate, TSDW and Tc scale with x [44]. A recent report on polycrys-

1The Korringa parameter b represents the thermal broadening rate of the ESR line which is proportional to the

relaxation rate (1/T1, where T1 is the spin-lattice relaxation time) of the Eu2+ resonating spins via conduction

electrons and ultimately to the lattice. A detailed discussion is presented in Section 2.4)





Chapter 2

Theoretical Aspects

In this chapter, the underlying theory used throughout this thesis will be discussed: magnetism

in solids, superconductivity and crystal field effects. Furthermore, we will approach resonance

phenomena in order to understand how electron spin resonance can provide information about the

physical systems of interest.

2.1 Magnetism in Solids

Let us first consider an atom with Z electrons in the presence of a weak uniform external static

magnetic field (H = ∇×A). We can write the perturbed Hamiltonian as:

H = H0 + µB(L+ gS) ·H+
e2

8mec2

Z
∑

i=1

(H× ri)
2, (2.1)

where H0 =
∑Z

i=1(
p2
i

2m +Vi) is the unperturbed Hamiltonian; µB = e~/2me is the Bohr magneton;

L and S are the total orbital angular momentum and total spin operator, respectively; ri and pi

are the position and the momentum operators of the ith electron in the atom.

The energy shifts produced by eq. 2.1 are generally small on the scale of atomic excitation

energies. Therefore, one can compute the changes in the energy levels induced by the field with

ordinary perturbation theory.

In general, we define the magnetic susceptibility χ of a linear material composed of N ions in

the presence of H as:

χ =
∂M

∂H
= −N

V

∂2E0

∂H2
, (2.2)

9
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where M is the material magnetization (magnetic moment per volume). In the last equality we

used the fact that there is negligible probability of the ion being in any but its ground state in

thermal equilibrium.

In order to compute the second derivative in equation 2.2 one must retain terms up to the

second order in H. Second-order perturbation theory then gives:

∆En = µBH · 〈n|L+gS|n〉+
∑

n′ 6=n

|〈n|µBH · (L+ gS)|n′〉|2
En − En′

+
e2

8mc2
H2〈n|

∑

i

(x2
i +y2i )|n〉. (2.3)

This equation is the basis for magnetic susceptibility theories of individual atoms, ions, or

molecules.

In this manner, for the third term in equation 2.1 we have a weak, negative contribution of the

order of 10−5 to the magnetic susceptibility:

χd = −e2Z〈r2〉
6mec2

N

V
, (2.4)

known as the Larmor diamagnetic susceptibility1. We define 〈r2〉 as the mean square ionic radius.

The term diamagnetism is applied to cases of negative susceptibility (i.e., cases in which the

induced moment is opposite to the applied field) and all materials present it in some degree. In

a simplified view, an external magnetic field alters the orbital velocity of the electrons around

the nuclei, thus changing the magnetic dipole moment. According to Lenz’s law, this opposes the

external field. Consequently, diamagnetism is a form of magnetism that is only exhibited by a

substance in the presence of an externally applied magnetic field. It is generally quite a weak effect

in most materials, although superconductors exhibit a strong effect that we will discuss in section

2.2

2.1.1 Paramagnetism

Now we turn our attention to the second term in equation 2.1, known as Zeeman term, that

plays a role in ions with partially filled shells. There are two distinguisable cases: if the shell has

J = L+ S = 0 and if it has J = L+ S 6= 0.

Van Vleck Paramagnetism

If the shell2 has J = 0, the first-order energy shift from perturbation theory 〈0|(L + gS)|0〉 is
zero. Thus, the magnetic susceptibility can be written as:

1It is also referred to as the core diamagnetic susceptibility or Langevin susceptibility
2As is the case of d4 and f6, i.e., shells that are one electron short of being half filled
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χv = −N

V

[

e2

4mc2
〈0|

∑

i

(x2
i + y2i )|0〉 − 2µ2

B

∑

n

|〈0|(L+ gS)|n〉|2
En − E0

]

. (2.5)

The first term was already discussed and corresponds to the Larmor diamagnetic contribution.

On the other hand, the total contribution from the second term is positive, and therefore favors

aligment of the moment parallel to the field. This behavior is known as paramagnetism and this

higher order correction independent of temperature is known as Van Vleck paramagnetism.

Curie Paramagnetism

If the shell has J 6= 0, we have a non-zero first-order term in the energy shift that is much

larger than the other two terms. In this case, the ground state is (2J + 1)-fold degenerate in zero

field and we must diagonalize the (2J + 1)-dimensional square matrix 〈JLSJz|(L + gS)|JLSJ ′
z〉.

This can be done by using the Wigner-Eckart theorem, which states that the matrix elements of

any vector in the (2J + 1)-dimensional space of eigenstates of J2 and Jz with a given value of J

are proportional to the matrix elements of J itself:

〈JLSJz|(L+ gS)|JLSJ ′
z〉 = g(JLS)〈JLSJz|J|JLSJ ′

z〉. (2.6)

As the coefficient g(JLS) does not depend on Jz, the matrix is already diagonal in the states

of definite Jz and the (2J + 1)-fold degenerate ground state is therefore split into states with

definite values of Jz whose energies are uniformly separated bt g(JLS)µBH. We notice that

the ground (2J + 1) degenerate states in zero field are diagonal in J , L, and S and one can

write (L + gS) = g(JLS)J. Moreover, if the splitting between the zero-field atomic ground-state

multiplet and the first excited multiplet is large compared with kBT , then only the (2J +1) states

in the ground-state contribute appreciably to the free energy. In this case, we can interpret the

first term in the energy shift of equation 2.3 as expressing the energy E = −~µ · ~H of the interaction

of the field with a magnetic moment that is proportional to the total angular momentum of the

ion:

µ = −g(JLS)µBJ. (2.7)

Due to the fact that the zero-field ground state is degenerate, we can not calculate the suscep-

tibility by equating the free energy to the ground-state energy as we did in the last section for the

nondegenerate shells with J = 0. Considering that only the lowest 2J + 1 states are thermally
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excited with appreciable probability, we can calculate the free energy in the canonical ensemble3

and we obtain a variation of the susceptibility inversely with temperature, known as Curie’s law:

χc =
1

3

N

V

µ2
Bp

2
eff

kBT
=

C

T
, (2.8)

where C is the Curie constant, peff = g(JLS)[J(J+1)]1/2 is the effective Bohr magneton number4

and gJ is the Landé g-factor given by:

g(JLS) =
3

2
+

1

2

[

S(S + 1)− L(L+ 1)

J(J + 1)

]

. (2.9)

It is worth noting that room temperature paramagnetic susceptibilities should be of the order

10−2 to 10−3 and its contribution completely dominates the diamagnetic one. However, we have

to keep in mind that the Curie’s law has conditions for its validity: kBT ≫ hµBH; the magnetic

interaction between ions can not be appreciable; the J-multiplet lying above the ground state can

not be close in energy (so that second order terms can be neglected and only the lowest 2J + 1

states are thermally excited with appreciable probability). Moreover, the magnetism of rare-earth

ions in an insulating solid is well described by treating them as isolated ions, as shown in Table

2.1.

However, this is not the case for transition metal ions. For ions from the iron group one finds

that although Curie’s law is obeyed, the value of peff is determined from equation 2.8 only if one

assumes that, although S is still given by Hund’s rules, L is zero and hence J is equal to S, as

shown in Table 2.2. This phenomenon is known as the quenching of the orbital angular momentum

and it is a particular example of crystal field effect, which we are going to discuss below in section

2.3.

The earliest attempt of a quantitative analysis of the ferromagnetic transition was put forward

by P. Weiss and is known as mean (or molecular) field theory. Although there are sophisticated

calculations nowadays, the mean field approximation is usually a good starting point to obtain the

leading correction to Curie’s law. If we focus our attention on a particular site R and replace each

other spin by its mean value, we arrive at the Weiss’ effective external field:

Heff = H+ λM, λ =
V

N

J0
(gµB)2

and J0 =
∑

R

J(R). (2.10)

For high temperatures, we can then calculate the susceptibility using equations 2.2 and 2.8:

3The statistical mechanical calculation is discussed in detail, for example, in ref. [46]
4It is useful to replace the constant values in order to write the effective magnetic moment as peff =

√

8C
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χ =
∂M

∂H
=

∂M0

∂Heff

∂Heff

∂H
= χC(1 + λχ). (2.11)

Rearranging the terms, we obtain a modified Curie’s law known as Curie-Weiss’ law:

χ =
χc

1− (θCW /T )
=

C

T − θCW
, (2.12)

where θCW = λC = 2zJC (with z the coordination number) gives an important estimate of the

exchange interaction J . Thus, the sign of θCW determines if the interaction is ferromagnetic (θ > 0)

or antiferromagnetic (θ < 0) and it can be determined experimentally by a linear fit to the inverse

susceptibility χ−1 typically for T > 10θCW , as shown in Fig. 2.1.

Pauli Paramagnetism

The above considerations were made for an insulating material. However, in this thesis, we

will study intermetallic systems and thus we have to take into account the contribution of the

conduction electron spins to the magnetic susceptibility. Within the independent electron approx-

imation and neglecting the orbital response to the applied magnetic field, we find a temperature

independent positive magnetic susceptibility:

χe = 2µ2
Bη(EF ), (2.13)

where η(EF ) is the “bare” density of states (DOS) for one spin direction at the Fermi surface (FS).

This is known as Pauli paramagnetic susceptibility and its order of magnitude is comparable to

the diamagnetic one, in huge constrast to the larger paramagnetic susceptibility. This is because

the exclusion principle is far more effective than thermal disorder in suppressing the tendency of

the spin magnetic moments to align with the field.

If we now consider electron-electron exchange interaction, the magnetic susceptibility is, in

general, enhanced:

χe = 2µ2
B

η(EF )

1− α
, (2.14)

where (1− α)−1 is the Stoner enhancement factor [48, 63, 34].

2.1.2 Magnetic interactions

When deriving Curie’s law (eq. 2.8) for paramagnetism we assumed that the paramagnetic ions

are independent magnetic moments. However, there are different types of magnetic interactions





2.1. MAGNETISM IN SOLIDS 16

We can estimate the order of magnitude of this effect in a magnetic solid, where moments are

typically ≈ gµB and are separated by ≈ 2 Å. Thus, E ∼ 10−4 eV (equivalent to only 1 K) and

hence magnetic dipolar interaction is too weak to account for ordering in most magnetic materials

that order at much higher temperatures.

Exchange interaction

On the other hand, if we turn our attention to electrostatic energy differences between atomic

states, we notice that they are typically a fraction of an electron-volt and they could play an

important role. In fact, due to Pauli exclusion principle, the electrostatic energy of a pair of

magnetic ions depends on the relative orientation of their moments so that an effective magnetic

exchange interaction between them arises. We can write the spin Hamiltonian for the simple case

of two electrons as:

Hspin = −JS1 · S2, J = Esinglet − Etriplet. (2.16)

Here, J is the exchange coupling constant. We note that Hspin will favor parallel spins (triplet

state S = 1) if J > 0 and antiparallel spins if J < 0 (singlet state S = 0).

There are a large variety of exchange interactions that can occur in a solid, namely:

❼ Direct exchange occurs when the interaction arises directly from the Coulomb interaction

with no need for an intermediary;

❼ Superexchange is an indirect exchange in ionic solids mediated by a nonmagnetic ion;

❼ Ruderman-Kittel-Kasuya-Yosida (RKKY), which is also an indirect exchange but mediated

by the conduction electron in metals;

❼ Double exchange, which is a ferromagnetic exchange due to the mixed valency of a magnetic

ion;

❼ Anisotropic exchange (or Dzyaloshinski-Moriya interaction) is possible when the spin-orbit

coupling produces an excited state in one magnetic ion that can interact with the ground

state of another ion;

❼ Itinerant exchange is the exchange interaction in metals among the conduction electrons

themselves.

Very often direct exchange can not control the magnetic properties since there is insufficient

direct overlap between neighbouring magnetic orbitals. For example, the mean radius of an f-shell
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correctly describes a superconductor under all circunstances. Here, ns is the electron supercon-

ducting density, −e is the charge of an electron, and J is the supercurrent. Since B = ∇ × A,

where A is the magnetic vector potential, the assumption above becomes the London equation:

J =
nse

2

mc
A. (2.23)

The Coulomb gauge (∇·A = 0) was chosen in order to satisfy the continuity equation ∇·J = 0.

A combination of Equation 2.22 and the Ampere’s law for static fields gives the following

differential equation that, in the simple case of a superconducting slab of width z = 2d with

applied field H0 = H0x̂, has a clarifying solution:

∇2B = λ−2B, ⇒ Bz = H0e
−z/λ, (2.24)

where

λ =

√

mc

4πse2
(2.25)

is known as the London penetration depth. Thus, the magnetic field is confined to a surface layer

of thickness ≈ λ. For the element tin (Sn), for example, the experimental penetration depth is

λ = 510 Å.

One can ask why the London equation is valid. Phenomenologically, it follows from the rigidity

of a wave-function in the superconducting state. According to Bloch theorem, the total momentum

of the system in its ground state has a zero average value 〈Ψ|p|Ψ〉 = 0. Now, assuming that the

wave-function Ψ is rigid, i.e., that this average holds even in the presence of an external field, we

have 〈p〉 = m〈v〉 - e〈A〉/c = 0, which recovers London equation!

But still one may wonder about the microscopic origin of this rigidity. Moreover, other ex-

perimental facts must be taken into account. The specific heat at low temperatures decays expo-

nentially (i. e., Cs ∝ exp(−∆0/kBT )) indicating the existence of a gap in the energy spectrum,

separating the excited states from the ground state, as shown in Fig. 2.6. Also, a distinctive prop-

erty of superconductors is the isotope effect, which shows that the transition temperature typically

varies with the ionic mass M of the isotope as Tc ∝ M−1/2, suggesting that the lattice must play

an important role in the supercoducting state formation.

The answer to the above questions only appeared in 1957 (46 years after Onnes’ discovery) with

the model introduced by Bardeen, Cooper, and Schrieffer (BCS) based on the attractive interaction

between electrons in the neighborhood of the Fermi surface mediated by phonons. Although the
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H =
∑

k,σ

Ekγ
†
k,σγk,σ + E0, (2.27)

where γkσ is the new fermionic operator, E0 is the ground state energy:

E0 =
∑

k

(

εk − Ek +∆k〈c†k↑c
†
−k↓〉

)

, (2.28)

and Ek is the excitation energy:

Ek =
√

ε2k + |∆k|2. (2.29)

Here, ∆k is the gap function. At the Fermi level (εk = 0) the energy spectrum of the super-

conductor has a gap of size |∆k| determined self-consistently by:

∆k = − 1

N

∑

k′

Vkk′∆k′

2E′
k

tanh(
E′

k

2kBT
) (2.30)

For a phonon-mediated electronic interaction, we consider a constant attractive potential Vkk′ =

−V0 for a shell of thickness ~ωD around the Fermi energy. We then look for a gap function ∆

that is also k-independent and real, the so called s − wave gap. Since ~ωD ≪ µ, we assume that

the density of states per spin is approximately equal to the density of states at the Fermi level

η(E) = η(EF ) and as a consequence we obtain a self-consistent equation for the gap function at

an arbitrary temperature:

1 = V0η(EF )

∫

~ωD

0

dE√
E2 +∆2

tanh(

√
E2 +∆2

2kBT
). (2.31)

For T = 0 we have a finite gap ∆0 for an arbitrarily small atractive interacion V0:

∆0 = 2~ωDe
− 1

V0η(EF ) . (2.32)

This fact shows that the Fermi liquid state is unstable towards the formation of the BCS super-

conducting state. Moreover, for ∆ → 0 we can obtain the superconducting transition temperature:

Tc =
2eγE

π

~ωD

kB
e
− 1

V0η(EF ) , (2.33)
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which again is non-zero for any arbitrarily small V0. Combining the last two equations we obtain

the familiar universal ratio between the zero-temperature gap and the critical temperature:

∆0

kBTc
≈ 1.76. (2.34)

The verification of the above relashionship in most of the known superconductors at that time

was one of the early sucesses of the BCS theory. In addition, the theory explains the isotope effect

since Tc ∝ ωD ∝ M−1/2. It also predicts a universal ratio between the specific heat jump and its

value in the normal state:

∆c

cn

∣

∣

T=Tc
≈ 1.43. (2.35)

The agreement of this prediction with experiments is good to about 10 percent, except for the

strong-coupling superconductors (e.g., mercury and lead). Besides the low-temperature electronic

specific heat can be cast in a parameter independent form:

cs
γTc

= 1.34

(

∆0

T

)3/2

e−∆0/T , (2.36)

where γ is the coefficient of the linear term in the specific heat of the metal in the normal

state. It is worth noting that the corrected γ value due to the electron-phonon coupling λ is

γ = (2/3)π2k2Bη(EF )(1 + λ).

Finally, the BCS theory determines the critical field:

Hc(T ) = 1.74Hc(0)(1−
T

Tc
), (2.37)

where Hc(0) = [4πη(EF )∆0]
1/2 is the critical field at T = 0.

There are two distinguishable types of behavior for the magnetic field to penetrate the sample

that depends on the Ginzburg-Landau parameter κ = λ/ξ, i.e., the ratio between the coherence

length, ξ = ~√
2m∗α

, and the penetration depth λ:

❼ Type I - κ < 1/
√
2: Above the critical field Hc(T ) the entire sample enters the normal state

and the field penetrates perfectly. In this type Hc(T ) ≈ 102G;

❼ Type II - κ > 1/
√
2: Above a lower critical field Hc1(T ) we have a mixed state, where there

is partial penetration of flux in the form of non superconducting thin filaments. Circulating

around each filament is a vortex of screening current and the rest of the sample is supercon-

ducting. When the applied field exceeds Hc2(T ) (up to ≈ 105G), the entire sample enters

the normal state.
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The BCS theory is a weak coupling mean field theory that can not explain type II conventional

superconductors. For intermediate and mixed states, in which the magnetic field enters in a

nonperturbative manner, one have to make use of the phenomenological theory of Ginzburg-Landau

(GL) 5. In fact, Gor’kov showed that the GL equations follow from the BCS theory when T is near

Tc and the magnetic field varies slowly in space over a coherence length [49]. Furthermore, based on

the fact that a controlled perturbation expansion existed for the electron-ion interaction, Nambu

and Eliashberg generalized the BCS theory [51, 52]. The resulting strong coupling theory was

developed by Schrieffer and colleagues and gave a good description of MgB2, the conventional

superconductor with the highest Tc so far, 40 K [53].

Apart from the successful theoretical development, the retarded net attraction due to phonons

is essentially small, resulting in a limitation to Tc. In addition, none of the existing theories could

predict new superconductors and/or superconductivity in related materials.

Shortly after the BCS theory was published, Anderson realized that the state should survive

even in the presence of disorder, since one can always define time reversed states even if the

momentum states are smeared out due to impurity scattering [50]. However, magnetic impurities

act differently in that they flip the spin and thus break the singlets. The decrease of the transition

temperature, ∆Tc, with increasing magnetic impurity concentration, ∆c, is described by Abrikosov-

Gorkov theory [36]:

∣

∣

∣

∣

∆Tc

∆c

∣

∣

∣

∣

=
π2

8kB
〈J2(q)〉EF

η(EF )(gJ − 1)2J(J + 1), (2.38)

where 〈J2〉EF
is the average of the exchange parameter J over the Fermi surface and η(EF ) is the

density of states at the Fermi level.

2.2.2 Unconventional Superconductivity

Therefore, in 1967 it came as a surprise the fact that superconductivity was observed in ferro-

magnetic or antiferromagnetic uranium-based intermetallic compounds U6X (X =Mn, Fe, Co, and

Ni) with Tc ranging from 0.4 to 3.9 K. After that, superconductivity was discovered in U2PtC2 at

1.47 K (1969) and in UBe13 at 0.9 K [54, 55]. Despite all these discoveries, because elemental α-U

was suspected of being a conventional superconductor, these results triggered less curiosity than

they should have. It took the discovery of superconductivity in CeCu2Si2 by F. Steglich in 1979

to realize that a new class of superconductors had been unveiled [56]. By that time, it had been

discovered that a number of rare-earth and actinide intermetallics exhibited a linear specific heat

5for a more detailed discussion see, for example, ref. [35]
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The discovery of the new class of heavy-fermion superconductors CeM In5 and PuMGa5 (M =

Co,Rh,Ir), with Tc = 2.3 K and 18.5 K for the M = Co members, where the interplay between

magnetism and superconductivity resembles the phase diagram of the cuprates, provided an op-

portunity to bridge the understanding of unconventional superconductivity in these two classes of

presumably magnetic-mediated superconductors [5, 37]. The anisotropic nature of the pairing is

readily observed from the power-law dependence of the nuclear magnetic resonance (NMR) relax-

ation rate and from the specific heat capacity dependence on the temperature, as shown in Figures

2.6b and 2.7. Moreover, the normalized relaxation rates of PuCoGa5, high-Tc YBa2Cu3O7 and

CeCoIn5 in the normal state scale onto a common curve as a function of the dimensionless param-

eter T/Tc and suggest that they have similar antiferromagnetic spin fluctuations which dominate

the relaxation rate.

In recent years other unconventional superconductors not based on the cuprate structure have

been discovered, such as the iron-based superconductors. By unconventional we mean a pair

state that is not an isotropic nodeless s-wave state, and where the interaction is other than the

conventional electron-phonon interaction. Interestingly, these materials often have a magnetic

phase that can be suppressed toward a superconducting state, as discussed in Chapter 1. Based in

this experimental fact, many theoretical models have been proposed taking into account magnetic

fluctuations due to the proximity of the magnetic ordered phase. Some of these theories are based

on the magnetic instabilities in the Fermi surface [38, 39, 71]; others consider the role of orbital

fluctuations [17, 68], and more sophisticated ones even include the Kondo effect as a possible pairing

mechanism [40, 41]. In the particular case of FeAs compounds, the spin fluctuation theories can

generate the s+− pairing state which is believed to be the case in BaFe2As2 .

Contrary to the BCS case, the similarities between the high-temperature superconductors could

allow one to predict new superconductors and/or superconductivity in related materials. In par-

ticular, besides the proximity to a magnetic phase, it is striking that many unconventional su-

perconductors have a 2D layered crystal structure. In fact, CeCu2Si2, URu2Si2 and BaFe2As2 all

have the ThCr2Si2 structure, suggesting that the crystal field effects can play a crucial role in the

interplay between magnetism and superconductivity. In the next section, we will see how this is

possible.

2.3 Crystal Field Effects

An ion confined within a crystalline solid is subjected to a static crystalline electric field (CEF)

whose sources are the surrounding point charges (ions) arranged in the symmetry given by the

periodic lattice. By adding this interaction to the hamiltonian of the free ion, the initially spherical

wavefunction (charge density) is modified and the degeneracy in the electronic orbital states is
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lifted. CEF effects are usually important for d and f orbitals, i.e., transition metals and rare-

earth/actinide metals.

As discussed in section 2.1.2, the rare-earth 4f electrons lie fairly deep whithin the ion and are

well shielded by the 5s25p6 shells. In this case, the CEF is weaker than the spin-orbit interaction

(λL · S) and acts as a perturbation in the 2J + 1 (J = L + S being a good quantum number)

multiplet levels, partially lifting its degeneracy by introducing a CEF splitting. In particular, we

study the Eu2+ (J = 7/2) rare-earth ion in this thesis where the CEF effect is a higher order effect

due to the fact that L = 0. In fact, one can observe from the magnetic susceptibility measurements

that the Eu2+ ion behaves as a free-ion and it is clear that the CEF splittings are much smaller

than the multiplet separations, so that the mixing of different multiplets can be neglected.

On the other hand, d-electrons in transition metals are not shielded and the crystal field pertur-

bation is greater than for the f electrons. In particular, for light transition elements, such as the 3d

elements, the CEF pertubation is greater than the spin-orbit coupling (the so called intermediate

ligand field case). Hence the crystal field problem is solved first, and the spin orbit interaction is

treated as a perturbation. As mentioned in the introduction, the main contribution to the Fermi

surface in the iron pnictides is from the Fe 3d electrons, so for now on, we will discuss in detail the

effect of a (distorted) tetrahedral CEF in the Fe 3d6 ground state.

In the case of a regular tetrahedron, the Fe ion has four As ligands located at the corners of a

cube (see Fig. 1.5 in Chapter 1). In this tetrahedral ligand field, the Fe 3d orbitals directed toward

the As ligands feel a greater electrostatic repulsion. This leads to an alteration of the energies of

the formely degenerate d orbitals and causes dx2−y2 and dz2 to become smaller in energy, forming

what is called in group theory the eg set. On the other hand, the t2g set, formed by dxy, dxz and

dyz orbitals become higher in energy. The crystal field splitting, ∆, is shown in Fig. 2.8. If ∆ is

larger than the Coulomb repulsion between two electrons with opposite spins in the same orbital,

then we will obtain the low spin configuration S = 0 (not shown). On the other hand, if the energy

required to pair two electrons is greater than the energy cost of placing an electron in a t2g state,

high spin configuration S = 2 occurs as shown in Fig. 2.8.

However, in the real tetragonal material the FeAs4 tetrahedra is distorted (see Fig. 1.5b). In

this case, the states dxz and dyz are still almost degenerate (with a small splitting ∆∗ (not shown)

but there is a further CEF splitting ∆t between them and the dxy state. Moreover, there is a

splitting ∆e between dx2−y2 and dz2 . Thus, by changing the FeAs bond distance, dFeAs, we can

control these crystal-field splittings and in turn determine the weigth of each orbital character

in the Fermi surface. This is crucial for the spin-density wave (SDW) phase formation, which

occurs in close connection with a structural transition from tetragonal to orthorrombic structure

(Z2 symmetry breaking) due to the symmetry break between xz and yz bands [73]. In addition,
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H = H0 +HSO +Hhf +HCF +HZ +Hd +Hex, (2.39)

where H0 is the unperturbed hamiltonian; HSO =
∑

λijL ·S is the spin-orbit coupling; Hhf =
∑

AiJi · I is the hyperfine coupling between the electron moment and the nuclear spin; HCF =
∑

−eiΦCEF (ri) gives the crystal field splittings; HZ =
∑

j gµBH0Szj is the Zeeman term; Hd =
∑

k>j g
2µ2

Br
−3
jk [Sj ·Sk − 3(Sj · r̂jk)(Sk · r̂jk)] is the dipolar interaction between paramagnetic ions;

Hex = −∑

2JijSi ·Sj −
∑

JijS · s is the exchange interaction between neighboring local moments

and between local moments and conduction electrons, respectively.

Thus, the ESR transitions can provide important information about all the terms in the Hamil-

tonian of eq. 2.39. However, in order to illustrate the ESR phenomenon, we first consider the

simplest case of a large organic molecule, known as DPPH (αα′ − diphenyl−β− picrylhydrazyl),

which has a single unpaired electron with L = 0. In a typical ESR experiment, a static magnetic

field is slowly varied in the range 0 < H < 2 T while a microwave is kept fixed at ν = 9.5 GHz

(Fig. 2.9). If the system is at thermal equilibrium, the lower energy level is more heavily populated

and there is a net absorption of energy from the oscillating field when the resonance condition is

reached:

hν = gµBHRES (2.40)

The selection rule for this transition is δm = ±1. Hence the first information one can get from

this experiment is the magnetic field at which the resonance occurs HRES (or, equivalently, the

g-factor) which provides information about the magnetic moment, the local magnetic fields, and

any nonmagnetic energy splittings. For X-Band frequencies, this condition for DPPH (and most

paramagnets) occurs for fields near 3500 G which yields g = 2.

In the steady state, the rate at which energy is absorbed from the perturbationH1 is equal to the

rate at which energy leaves paramagnetic degrees of freedom (spin system) and enters other degrees

of freedom, i.e., the relaxation rate. ESR has two important relaxation processes: the spin-lattice

relaxation rate (1/T1) and the spin-spin relaxation rate (1/T2). In the simplest phenomenological

description, it is assumed that the average magnetization M = (1/N)
∑

i ~µi decays exponentially

and obeys the following equation in the presence of an applied field:

d

dt
M = γ[M×H]− 1

T
[M− χH(t)] (2.41)

where γ is the magnetogyric ratio, T is the characteristic decay or relaxation time, and the

susceptibility χ is defined for a static field as we already discussed M = χH. Writing H(t) =
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If cross-relaxation is rapid, momentum transferred to the conduction electrons can be trans-

ferred back to the local moments before it has time to decay to the lattice. This phenomenom

is known as bottleneck and it happens with greater probability when ge = gs. However, we will

see in Chapter 4 that our system is non-bottleneck and we can disregard 1
Tes

. Non-bottlenecked

Eu2+ and Mn2+ systems almost invariably correspond to the isothermal case where Me reaches

the equilibrium value corresponding to the instantaneous internal field (including the microwave

field), i.e.,

Me = χ0
e(H+ λMs(t)), (2.51)

and there is a rapid conduction electron relaxation with a not too large difference in conduction

electron and local moment g-factors. In this case, the equation of motion gives the first order, or

“Knight”g-shift:

∆gs
gs

= λχ0
e =

ge
gs

η(EF )J, (2.52)

which is due to the polarization of the conduction electrons by the local magnetic moment.

In addition, the paramagnetic probes studied in this thesis (Eu2+, Mn2+ and Cu2+) have L = 0

and we can also disregard 1
TsL

. Moreover, as the relaxation via conduction electrons is the dominant

term in metals we can consider T2 ≈ T1 = Tse

We now have to treat the effects of the relaxation through the conduction electrons in the

isothermal regime. The standard rate-equation approach provides the longitudinal relaxation time

T1 as given by:

1

T1
= W(+)→(−) +W(−)→(+), (2.53)

where W(+)→(−) is the rate for a spin-flip Sz = + 1
2 to Sz = + 1

2 , as illustrated in Fig. 2.12.

In order to calculate the transition rate W within the Fermi’s Golden Rule approximation, the

exchange interaction is expressed in terms of second-quantized operators:

H = −2JS · s(R) = − J

N

∑

q

S · σq, (2.54)

where

σq =
∑

kσσ′

c†k+qσσσσ′ckσ′ , (2.55)
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Hence, the third information we obtain is the resonance linewidth (∆H) which gives important

information about the relaxation via conduction electrons and, consequently, information about

the exchange interaction and the density of states at the Fermi level.

However, this is the simplest approach one can use. In condensed-matter materials, the ex-

change interaction can be anisotropic (J(q)), multiple bands can play a role at the Fermi level,

the conduction electron susceptibility can be enhanced etc. If the g-shift calculated from eq. 2.52

yields a Korringa rate (eq. 2.59) larger than the experimental one, then we have to consider a

q-dependent exchange interaction J(q). On the other hand, if the calculated g-shift leads to a

smaller b, then we have to consider multiple bands.

In this thesis, we will observe the first behavior. Thus, in the presence of a q-dependence of the

exchange interaction, Jfs(q), and also an e− e exchange enhancement, the g-shift and the thermal

broadening of the linewidth may be re-written as:

∆g = Jfs(0)
η (EF )

1− α
, (2.60)

and

d (∆H)

dT
=

πk

gµB
< J2

fs(q) > η2 (EF )
K(α)

(1− α)2
, (2.61)

where K(α) is the Korringa exchange enhancement factor [76, 77]. The Korringa rate is a measure

of the average momentum transfer q = |kout
F − kin

F | = kF [2(1 − cosθ)]1/2 in the Fermi surface

(0 < q < 2kF ). It often happens that not all the paramagnetic ions feels the same local field

and therefore there is a g-value distribution. In addition, the characteristic time Tse can also

change slightly between the magnetic moments causing a resonant line broadening. There are two

types of broadening in solids: homogeneous and inhomogeneous broadening. An homogeneous

ESR linewidth is inversely proportional to the so-called spin − spin relaxation time, T2 [74]. It

occurs when the magnetic resonance signal results from a transition between two levels of spins

which are not sharply defined, but instead, are somewhat intrinsically broadened. The main

contributions to homogeneous broadening are: (1) dipolar interaction between like spins, (2) spin-

lattice interaction, (3) interaction with radiation field, (4) diffusion of excitation throughout the

sample, and (5) motionally narrowing fluctuations of local fields [74, 78].

On the other hand, an inhomogeneously broadened resonant line is one which consists of a

spectral distribution of individual lines merged into an overall line or envelope. For instance, a

distribution of local fields caused by unresolved fine and/or hyperfine structure, g-value anisotropy,

strain distribution and/or crystal irregularities that exceed the natural linewidth (2/γT2, γ is the

gyromagnetic factor) will cause the spins in various parts of the sample to feel different field

strengths [74, 78].
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In this way the resonance will be artificially broadened in an inhomogeneous manner. In the

cases of inhomogeneous broadening caused by g-value anisotropy and related strain distribution

and/or crystal irregularities, the ESR linewidths are expected to increase as a function of magnetic

field.

For completeness, we discuss the case where bcalculated < bmeasured meaning that there are

multiple electron contributions (d, p, and/or f) to the conduction bands that have not been

considered. In this case, the g-shift and the Korringa rate can be re-written as:

∆g = ∆gfs +∆gfd +∆gfp + ... = Jfsηs+ Jfdηd+ Jfpηp+ ..., (2.62)

and

b =
πkB
gµB

J2
fsη

2
s +

πkB
gµB

J2
fdη

2
d +

πkB
gµB

J2
fpη

2
p + ..., (2.63)

where Jfs, Jfp, Jfd are the exchange interactions between the Eu2+ 4f spin and the s, p, and d

bands, respectively, and ηs, ηp, ηd are the densities of states for the s, p, and d bands, respectively.

Depending on the interaction, the sign of J can be positive (ferromagnetic) or negative (antiferro-

magnetic). Therefore, the sign of ∆g provides information about the interaction between the local

moment and the conduction electrons.

Now we return to the Hamiltonian of Eq. 2.39 to discuss the remaining interaction terms that

are responsible for fine (crystal-field) and hyperfine structures in the ESR lines. The first one can

be observed in S-state ions (S ≥ 1) due to indirect effects of the crystal field when higher order

corrections in Sx, Sy, and Sz are added to the spin Hamiltonian. In this case, the crystal-field splits

the excited J multiplets and transitions between these levels are possible. For example, if a local

moment is in a state |Sz〉 it can relax, via the mutual spin-flip with a conduction electron, only to

either |Sz−1〉 or |Sz+1〉. This implies a direct transfer of the dynamics magnetization, associated

with the Sz − 1 ↔ Sz to and from only the adjacent transitions Sz − 1 ↔ Sz and Sz + 1 ↔ Sz + 2

as shown in Figure 2.13a.

Since the exchange interaction conserves spins there must also be scattering out from each

local moment transition to the conduction electrons in order to balance the scattering in from

the conduction electrons. For non-S states the separation between the fundamental and the first

excited state is usually greater and the fine structure is not observed. Moreover, the resolved fine

structure is commonly observed only at low temperatures. At high temperatures there is a collapse

of the lines centered at the +1/2 ↔ −1/2 line. This collapse occurs because the local moment can

relax to the lattice with rate 1/TSze or to a Sz ± 1 state with rate:

1

TSz±1
Sz

= 2π[S(S + 1)− Sz(Sz + 1)](η(EF )J)
2kBT, (2.64)
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relaxation rate (1/T1) of a given nucleus in the material:

K = Aχ(0, 0)/µB , (2.65)

1

T1
= kBT

(

γ

muB

)2
∑

q

A2(q)χ′′(q, ω0)/ω0, (2.66)

where A(q) is q-dependent hyperfine coupling, χ′′(q, ω0) is the imaginary part of the spin

susceptibility. The latter is averaged over all wave vectors weighted by a form factor which depends

on the position of the nucleus in the unit cell and may also include the effect of a transferred

hyperfine interaction. In this thesis, we are going to show some of our NMR results in the 75As

nucleus and a systematic study will be presented elsewhere.
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Chapter 3

Experimental Techniques

This chapter compiles the main experimental techniques that were employed during the course

of this work: from the growth of the single crystals to the characterization by macroscopic and

microscopic techniques.

3.1 Single Crystal Growth

In condensed-matter physics it is often the case that the sample quality is crucial for mea-

suring accurate data. In fact, many macroscopic and (particularly) microscopic probes can only

be effectively employed with single crystal materials. Fermi surface experiments, for example,

using the de Haas-van Alphen effect (see Section 3.3.2 for more details), and many neutron and

X-ray experiments are in this category. Ceramic or pressed powders, wherein the particles are

randomly oriented, not only present a much higher surface to bulk ratio than do single crystals but

they also present problems of intergranular composition and porosity, and prevent any meaningful

measurements of anisotropy.

In this manner, our group has continuously made great efforts to synthesize high-quality single

crystalline samples of intermetallic compounds. For this purpose, we employ a successful low-cost

technique known as metallic-flux technique [80]. As the name indicates, the growth is performed

in a metallic solvent medium (flux) that has a low melting point (such as Al, Ga, In, Sn, Pb, Sb,

Bi and Zn). There are two main advantages in this technique: (1) materials can often be grown

well below their melting points, and this often produces materials with fewer defects and much

less thermal strain, and (2) molten metals offer a clean environment for growth, since the molten

metal flux often gathers impurities which do not subsequently appear in the crystal.

On the other hand, there are also disadvantages in this technique: (1) metal flux from which the
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EuIn2As2. As the EuFe2As2 compound is the high-temperature phase, we slowly cooled it at a rate

r down to T ∗ where we turned off the furnace in order to lower its temperature as fast as possible

until it reaches Trem. The resultant crystals were shiny platelets with typical dimensions ranging

from 0.5× 0.5× 0.05 mm3 to 3.0× 3.0× 0.05 mm3.

3.2 Specific Heat Measurement

The heat capacity, C, of a material is an extensive variable that measures the heat required to

raise its temperature by one Kelvin. It depends on the variable which is held constant and here

we concentrate in the heat capacity at constant pressure:

CP =

(

d̄Q

dT

)

P

, (3.1)

in units of J/K. In order to work with an intensive variable we compute the specific heat (in units

of J/mol.K) of the material by dividing its heat capacity by the number os moles in the material.

In solids, the specific heat can provide important information about the lattice, electronic and

magnetic properties. In particular, when the measurement is taken at temperatures well below

the Debye temperature, cP directly probes the electronic and magnetic energy levels of a material,

and hence allows comparisons between theory and experiment.

Throughout this thesis, the heat capacity measurements were performed in a commercial Quan-

tum Design PPMS (Physical Property Measurement System) small-mass calorimeter, shown in Fig.

3.2a. The calorimeter is a puck one inserts into the sample chamber which controls the heat added

to, and removed from, a sample while monitoring the resulting change in temperature. During a

measurement, a known amount of heat is applied at constant power for a fixed time, and then this

heating period is followed by a cooling period of the same duration. A resistive platform heater

and platform thermometer are attached to the bottom side of the calorimeter chip that works as

the sample plataform, shown in Fig. 3.2b. The platform thermometer measures the temperature

of the sample platform and thus the temperature of the sample. The puck thermometer is buried

within the puck and it measures the temperature of the puck, which serves as the calorimeter’s

thermal bath. Eight delicate, thermally conducting small wires provide the electrical connection

to the platform heater and platform thermometer and also provide the thermal connection and

structural support for the platform. The sample is mounted to the platform by using a thin layer

of N apiezon grease, which provides the required thermal contact to the platform.

A cryopump provides the necessary high-vaccum so that the thermal conductance between

the sample platform and the thermal bath (puck) is totally dominated by the conductance of the

wires. The basic puck configuration accommodates small, but not microscopic, samples with weight
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f =
φ0A

2π2
= 2

A

ABZ

φ0

ab
, (3.7)

where φ0 = h/e is the magnetic flux quantum, ABZ is the area of the Brillouin zone in reciprocal

space, and a and b are the unit cell dimensions in real space assuming a tetragonal lattice. The

quantum oscillations in magnetization are referred to as de Haas-van Alphen oscillations, and the

quantum oscillations in electrical transport are referred to as Shubnikov de Haas (SdH) oscillations.

In this thesis, we will discuss the SdH oscillations in BaFe2As2 and EuFe2As2 measured at the

National High Magnetic Field Laboratory (NHMFL), in Tallahassee - USA. Measurements were

performed in two resistive magnets: 35 T, 32 mm bore, top-loading He3 cryostat (Cell 12) and 45

T, 32 mm bore, top-loading He3 cryostat (Cell 15: Hydrid). As we will see, quantum oscillations

can provide important information about the Fermi surface geometry and effective masses.

3.4 Magnetic Susceptibility Measurement

Magnetic measurements on our single crystals were performed either with a commercial MPMS

magnetometer at Campinas (MPMS-7T, Quantum Design, Inc.), or with a commercial VSM-

MPMS magnetometer at Irvine. The first one operates in the temperature range from 2 K to 400

K with external fields up to ±7 T, and the second one operates in the temperature range from

1.8 K to 400 K. Corrections for the sample holder and the core diamagnetism were applied to the

data.

The MPMS sytems have a superconducting magnet to generate large magnetic fields, a super-

conducting detection coil which couples inductively to the sample, a Superconducting QUantum

Interference Device (SQUID) connected to the detection coil with superconducting wires and a

superconducting magnetic shield surrounding the SQUID (see Fig. 3.7).

Sample masses of about 1 mg to 10 mg were loaded into 16-cm transparent straws or quartz

tubes. The MPMS magnetometer then allowed the sample to move through the system of super-

conducting coils (see Fig. 3.8) in order to change the induction field B (B = H+4πM) within the

pickup coils, and thereby changes the induced current flowing in the coils. Since a closed super-

conducting loop is formed by the detection coils, the connecting wires, and the SQUID input coil,

any change of magnetic flux in the detection coils produces a proportional change in the persistent

current in the detection circuit. Once the SQUID functions as a highly linear current-to-voltage

converter, the current variations in the detection coils produce corresponding variations in the

SQUID output voltage,s which are proportional to the magnetic moment of the sample. A small

piece of palladium with known mass and magnetic susceptibility is used to fully calibrate the sys-

tem. The units of magnetic moment are emu (in cgs units) and A.m2 (in SI units). The MPMS
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by a single scattering (EXAFS) or by multiple scattering (XANES) from each surrounding atom.

In this manner, the result is the superposition of the outgoing and scattering waves that create

constructive or destructive interference depending on the distances and wavelength. Scanning the

wavelength provides an interferogram of a distance distribution in the form of oscillations after the

absorption edge shown in Fig. 3.10.

In the study of x-ray absorption, the basic physical quantity that is measured is the X-ray

absorption coefficient (µ(E)), which gives the probability that x-rays will be absorbed as a function

of the photon energy E according to Beer’s Law:

I = I0 exp
−µ(E)t, (3.8)

where I0 is the x-ray intensity incident on our sample, t is the sample thickness and I is the

intensity transmitted through the sample.

When the oscillations are well above the absorption edge we define the EXAFS fine-structure

function χ(E):

χ(E) =
µ(E)− µ0(E)

∆µ0(E)
, (3.9)

where µ0(E) is a smooth background function representing the absorption of an isolated atom

or any instrumental background, and ∆µ0(E) is the measured jump in the absorption at the

threshold energy E0. Usually, the EXAFS is analyzed as χ(k) in terms of the wave vector k =
√

(2m(E − E0)/~
2). As the EXAFS decays quickly with k, in order to emphasize the oscillations

χ(k) is often multiplied by a power of k, typically k2. On the other hand, the normalized µ(E) is

useful when the oscillations are near the absorption edge in XANES analysis.

The acessibility of EXAFS measurements was greatly enhanced by the availability of syn-

chrotron radiation sources of x-rays due to its higher intensity in a continuum of energy. In

this thesis, temperature-dependent EXAFS measurements at the As K edge (E = 11865 eV) in

transmission mode were performed at ambient pressure in the XAFS-2 beamline at the Brazilian

Synchrotron Laboratory (LNLS). The samples were placed into a closed-cycle Joule-Thompson He

circuit, yielding a base temperature of ∼ 1.7 K. The samples were mounted into a Be dome filled

with He gas to account for proper heat exchange and temperature homogeneity. Temperature

stability was better than 0.1 K. An Au foil was used for energy calibration. Pressure-dependent

EXAFS measurements at ambient temperature were performed with dispersive optics in the DXAS

beamline of LNLS using a diamond anvil cell. The samples were loaded into a hole of an iconel

gasket with diameter of ∼ 200 µm. Ruby spheres of ∼ 40 µm diameter were also loaded into

the cell. An admixture of methanol, ethanol, and water in the proportion 16 : 3 : 1 was used as
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3.6 Electron Spin Resonance Measurement

A typical experimental setup to observe electron spin resonance is shown in Fig. 3.12a. A mi-

crowave bridge (Fig. 3.12b) generates an electromagnetic wave of fixed frequency1 that propagates

through a waveguide to the metallic (retangular or cylindrical) resonant cavity which amplifies

weak signals from the sample. A consequence of resonance is that there will be a standing wave

inside the cavity with their electric and magnetic fields components exactly out of phase (see Fig.

3.12c). It is possible to couple the microwave in the waveguide with the microwave in the cavity

via a coupling hole called iris, shown in Fig. 3.12d. If we place a thin copper sheet perpendicular

to the waveguide axis and then cut a slot parallel to the short dimension, an inductive iris is

formed. The slot width controls the voltage reflection coefficient Γ at the iris, defined as the ratio

of the amplitude of the incident electric field (E1) that enters the cavity and the amplitude of the

reflected electric field (E2) from the cavity. This control is accomplished by carefully matching or

transforming the impedances of the cavity and the waveguide. There is also an iris screw in front

of the iris that acts as a tuner device that reflects the microwaves, and thereby alter the impedance

match.

Once the cavity is critically coupled, a magnet generates a static magnetic field in order to

lift the Zeeman degeneracy. The magnetic field then sweeps in the range 0 ≤ H0 ≤ 2 T until

the spin resonance condition is achieved and, consequently, the microwave is absorbed by the

sample. Reflected microwaves are directed to the microwave bridge, where a Schottky barrier

diode converts the microwave power into electric current. This type of spectrometer is called

reflection spectrometer since it measures the amount of radiation reflected back from the cavity,

and not the radiation transmitted through the sample.

When the sample absorbs the microwave energy, the coupling changes because the absorbing

sample changes the impedance of the cavity and therefore microwave will be reflected back to the

bridge, resulting in an ESR signal. In order to enhance the spectrometer sensibility, a technique

known as phase sensitive (lock-in) detection is used. The d.c. magnetic field strength seen by the

sample is modulated sinusoidally by a small amplitude field modulation usually at frequencies of

100 kHz. The resultant weak signal, contaminated by noise, is amplified and phase-detected relative

to the modulating signal that rejects all frequencies but 100 kHz. The output signal from the lock-

in detector is proportional to the change in the absorption between the modulation amplitude,

and for sufficiently small amplitudes the output signal is proportional to the first derivative of the

lineshape. The advantages of this detection scheme include less noise from the detection diode and

the elimination of baseline instabilities due to the drift in d.c. electronics.

1There are five microwave bridges commonly available: L-Band (ν = 1.1 GHz), S-Band (ν = 3.0 GHz), X-Band

(ν = 9.5 GHz), Q-Band (ν = 34 GHz), and W-Band (ν = 94 GHz)





Chapter 4

Synthesis and Macroscopic

Properties of 122 single crystals

In this chapter the experimental results concerning the synthesis and characterization of our

samples are presented. The efforts of our group in synthesizing samples using the In-flux method

culminated in high-quality 122 single crystals revealed by macroscopic properties and nuclear

magnetic resonance (NMR) measurements. Furthermore, we will discuss the data for optimally

doped Ba122 compounds BaFe2−yTMyAs2 (TM = Co, Cu, Ni) and also Eu-substituted compounds

Ba1−xEuxFe2−yCoyAs2 under hydrostatic pressure to investigate pair-breaking mechanisms.

4.1 Single Crystal Growth

We start our investigation with the pure BaFe2As2 single crystal grown by the In-flux method.

A photograph of one of the largest crystals obtained by this method is shown in Fig. 4.1a. The

crystal structure was characterized by x-ray powder diffraction and submitted to elemental analysis

using a commercial Energy Dispersive Spectroscopy (EDS) microprobe (Fig. 4.1b).

High resolution synchrotron X-ray diffraction measurements were performed at the XPD beam-

line of the Brazilian Synchrotron Light Laboratory (LNLS) with λ = 1.23984 Å. The sample was

placed in the cold finger of a closed-cycle He cryostat, which was mounted in the Eurelian circle

of a commercial 4 + 2 circle diffractometer. A Ge(111) analyzer crystal was used in the 2θ arm to

improve angular resolution of the diffracted beam. Figure 4.2a shows θ − 2θ scans at the vicinity

of the (2212) reflection of the tetragonal structure (space group I4/mmm). A splitting of this

reflection on cooling below 139 K is observed, consistent with the emergence of the orthorrombic

phase (space group Fmmm). A small ∼ 4 K coexistence of tetragonal and orthorhombic reflec-

57



































4.2. MACROSCOPIC CHARACTERIZATION 74

F5 = 1038 T.

Figure 4.19: Fourier analysis of the quantum oscillations at two different angles θ = 0◦ and θ = 25◦

measured with respect to the c-axis.

Except for the BaFe2As2 frequency F4, we were able to extract the effective masses by fitting

the temperature dependence of the oscillation amplitude with the thermal damping term;

RT =
X

sinh(X)
, X = 14.69

m∗T

B
, (4.1)

of the Lifshitz-Kosevich (LK) formalism, where m∗ is the effective mass and 1/B is the average

inverse field of the Fourier window, taken between 12 T - 35 T or 14 T - 45 T. Figure 4.20a displays

our effective masses for both EuFe2As2 and BaFe2As2 compounds and Figure 4.20c shows the data

from the literature for comparison.

As mentioned in Section 3.3.2, the observed frequencies are proportional to the extremal areas

at the Fermi surface. Thus, at this point we can draw our first conclusion: EuFe2As2 has larger

pockets at the Fermi surface and at least two of them have heavier masses than the pockets in the

Ba122 compound, suggesting that Eu122 is more correlated than Ba122.
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CRYSTALS

Figure 4.20: (a-b) Effective masses for both EuFe2As2 and BaFe2As2 compounds, respectively. (c)

Data from the literature [115] for BaFe2As2 .

In order to identify these frequencies with the hole/electron pockets in the Fermi surface, the

analysis of the angle dependence and band structure calculations are in progress. In any case, for

the conclusion of this thesis we only need the above statement.
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Chapter 5

Microscopic Properties: The Role

of Local Distortions

In this chapter the microscopic experimental results of this work are presented. In the first

part, EXAFS measurements are presented for the parent compound BaFe2As2 under hydrostatic

pressure and chemical substitution with Co (at first, though as an electron donor) and K (hole

donor). It is shown an equivalence between substitution and pressure concerning the tuning in

the relevant structural parameter: the Fe-As bond distance decreases. Furthermore, it is shown

that Co-substitution has no effects on the Fe valence in the BaFe2As2 compound and thus does

not change the electronic occupation of the Fe ions. In the second part, ESR measurements are

discussed in detail for the series Ba1−xEuxFe2As2 and then generalized for several compounds of

the series Ba1−xEuxFe2−yTMyAs2 . The data show strong evidences that by decreasing the Fe-As

distance there is a localization of the Fe 3d orbitals at the FeAs plane. The xy orbital is more

localized than the others (xz and yz) and, in turn, leads to a suppression of the itinerant SDW

phase with the emergence of superconductivity.

5.1 EXAFS and XANES Measurements

Starting with the physical properties of the studied single crystals, Fig.5.1 presents the temper-

ature dependence of the in-plane electrical resistivity. BaFe2As2 shows a sharp derivative change

in ρ(T ) at TSDW = 139 K, marking the antiferromagnetic transition. This indicates no In-

incorporation into our BaFe2As2 sample, confirmed by the EDS technique. For BaFe2−xCoxAs2 no

antiferromagnetic transition was observed and a transition to a superconducting state was found

at Tc = 22 K. Finally, the BKFA sample shows a superconducting transition at Tc = 13 K, and
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5.2 ESR Measurements

Electron spin resonance (ESR) is a powerful spin probe (see Cap. 2, for details) that has been

used to study the spin dynamics in these compounds. However, up to date, the ESR experiments

have been focused on Eu-based samples far from diluted regime. For instance, Eu2+ ESR data in

EuFe2As2 single crystals indicate a spatial confinement of the conduction electrons (ce) to the FeAs

layers below TSDW due to the change in the ESR linewidth from a typical metallic behavior (i.e.,

a linear Korringa-type increase above TSDW to a magnetic insulating behavior, where dipolar and

crystalline electrical field effects dominate [42]. In hole doped Eu0.5K0.5Fe2As2, where the SDW

phase is completely suppressed and SC arises for T≤ 32K, a Korringa increase also occurs for

T> Tc [43]. For the electron doped EuFe2−xCoxAs2, the Korringa rate (KR), TSDW and Tc all

scale with x [44]. More recently, a report on polycrystalline EuFe2−xCoxAs2 also shows that the

Korringa rate decreases with Co-doping [45]. However, in the Eu-concentrated compounds, the

Eu2+-Eu2+ spin interaction always represents an important contribution to the ESR data and to

the global properties of the compounds. Therefore, it is crucial to extrapolate such studies to a

Eu2+ diluted regime in a host compound of great interest. BaFe2As2 is an obvious choice since

it presents TSDW = 139 K and, as reported in the last section, SC can be tuned by pressure and

doping. In fact, the highest SC Tc within the AFe2As2 series is found in (Ba,K)Fe2As2 (38K)

[113].

Motivated by this scenario, we started studying flux grown Ba1−xEuxFe2As2 (xnominal =

0.01, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9, 1.0) by means of magnetic susceptibility, heat capacity, resistivity and

ESR experiments. To increase the signal to noise ratio, mainly larger Sn-flux crystals were used

in the ESR experiments. Selected concentrations were also grown from In- and self (FeAs)-fluxes

[118, 119]. The crystals were checked by x-ray powder diffraction and submitted to elemental

analysis using a commercial Energy Dispersive Spectroscopy (EDS) microprobe. As previously

reported, the Sn-flux crystals were found to have a small amount of Sn-incorporation varying from

0.1 − 1.0Atom% along the series [120]. No In-incorporation was detected in the In-flux crystals.

From the EDS analysis we also extracted the actual Eu-x that are used throughout the text.

To better illustrate the evolution of the physical properties along the series, we present the

data of four representative Eu concentrations. Fig.5.11a displays the T-dependence of the specific

heat per mole divided by temperature. For x = 0.95, two sharp peaks indicate both SDW and

AFM transitions at 187K and 18K, respectively, which are slightly down-shifted when compared

to 189K and 19K in EuFe2As2. As x decreases, TN is further suppressed and the lowest detectable

TN = 0.5K is obtained for x= 0.55 (inset). Interestingly, even for x < 0.5, where AFM is no longer

present, we observed a rise in C/T at low-T which is not found for x = 0, indicating that the Eu2+

ions are responsible for it.
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model for BaFe2As2, γ = (2/3)πk2η(EF ), we calculate a DOS at the Fermi level (EF ), η(EF ) =

3.34 states/eV mol-spin. Then, one finds an electronic spin susceptibility, χe = 2µB
2η(EF ), of

≈ 3× 10−4 emu/FU. That is one order smaller than the χ0 = 2(1)× 10−3 emu/mol-Oe measured

for all compounds (Fig. 5.12). This suggests that an e-e exchange enhancement contributes to the

ce spin susceptibility in Ba1−xEuxFe2As2. It is known that in the presence of such an enhancement,

the host metal ce spin susceptibility can be approximated by χ0 = 2 µ2
B

η(EF )
1−α , where α accounts

for the e−e interaction, (1 - α)−1 is the Stoner enhancement factor, and η (EF ) is the “bare” DOS

for one spin direction at EF . An α value of ≈ 0.85(5) is estimated assuming that the enhancement

in χ0 is only due to the e− e interaction.

In the presence of e−e exchange enhancement and a q-dependence of the exchange interaction,

Jfs(q), the g-shift (Eq.5.1) and the thermal broadening of the linewidth (Eq. 5.2) may be re-written

as:

∆g = Jfs(0)
η (EF )

1− α
, (5.3)

and

d (∆H)

dT
=

πk

gµB
< J2

fs(q) > η2 (EF )
K(α)

(1− α)2
, (5.4)

where K(α) is the Korringa exchange enhancement factor [76, 77]. From ref.[77], α ≈ 0.85(5)

corresponds to K(α) = 0.2(1). Then, using η(EF ) = 3.34 states/eV mol-spin, ∆g = 0.05(2),

α ≈ 0.9, K(α) = 0.2(1) and b values, we extracted Jfs(0) = 2(1) meV for all x values and

(< J2
fs(q) >

1/2) = 2.0(8), 1.5(8), 1.0(8) for x = 0.95, 0.55, 0.20, respectively.

It is evident that the relative value of < J2
fs(q) >

1/2 is clearly diminishing with decreasing x for

Ba1−xEuxFe2As2 for x > 0.20 even though we have a large uncertainty in its exact numerical value.

Jfs(q) is the Fourier transform of the spatially varying exchange and therefore its decreasing value

implies that (i) the electron bands with appreciable overlap with the Eu2+ 4f states are becoming

more anisotropic (less s-like) and that (ii) they are, in average, further away from the Eu2+ sites

in real space. As Eu2+ and Ba2+ have the same valence, this evolution of the electronic structure

is likely to be caused by subtle changes in the tetragonal crystal structures (and consequently in

the Fe-As bonds) of EuFe2As2 (c/a = 3.1006) and BaFe2As2 (c/a = 3.2849) [128]. Band structure

calculations and angle resolved photoemission spectroscopy (ARPES) experiments for BaFe2As2

and EuFe2As2 have shown that there are differences in the FS topology between the two compounds

even though the Fe 3d DOS are nearly the same close to EF [129, 130]. Interestingly, local-density

approximation (LDA) calculations show that for slightly smaller Fe-As distances there is a down-

shift of the Fe 3dx2−y2 hole band near Γ (i.e., an increase in the x2 − y2 occupation) leading to a

suppression of the Fe magnetism [130]. Moreover, ARPES experiments have shown that the size
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key structural parameters: the iron-pnictogen distance and the tetraedron shape. The first one

controls the overlap between iron and pnictogen atoms and hence makes iron electron more localized

(itinerant) with increasing (decreasing) distance. The second parameter controls the crystal field

levels, which in turn controls the orbital occupancies. A deviation from ideal tetrahedron (109.5◦)

enchances the crystal field splitting between t2g and eg orbitals and therefore generates charge

transfer from t2g to eg orbitals. Orbital differentiation becomes crucial in this case since the xy

orbital loses most charge among the t2g’s orbitals. Thus, it starts to play a special role due to the

kinetic frustration: the xy orbital is effectively insulating since the effective nearest neigbour Fe-Fe

txy,xy hopping vanishes [23]. In this manner, decreasing iron-pnictogen distances and deviations

from the ideal tetrahedron cause an increase of the xy orbital occupancy, which in turn weakens

the magnetic moment. These effects can be observed in the Fermi surface since an increase in

the xy orbital occupancy results in the decrease of the hole pocket size. In fact, angle resolved

photoemission spectroscopy (ARPES) show that the size of the hole pockets near Γ in EuFe2As2

is 2 − 3 times larger than in BaFe2As2, in agreement with the fact that the hole carrier mobility

dominates in EuFe2As2 as compared to BaFe2As2 in the paramagnetic phase [129].

Now we turn our attention to the more diluted regime (x < 0.20). The observed decreasing of

< J2
fs(q) >

1/2 for x > 0.20 may suggest that the Korringa rate for the Eu2+ diluted regime will

be very small and the Eu2+ ESR ∆H would be T -independent in this T -interval. However, this

mechanism can not explain the ∆H broadening observed for T> TSDW in the x < 0.20 samples

as T is lowered.

We seek a possible explanation for this behavior by further analyzing the low-T ρ(T ) and heat

capacity data for the samples in the Eu2+ low-x regime. The inset of Fig. 5.13 shows such data

for the x = 0.1 sample. We speculate that the observed behavior is reminiscent of Kondo single

impurity regime with a Kondo temperature TK ≈ 5− 10 K. As such, this result suggests that for

x < 0.20, any kind of inter-site Eu2+-Eu2+ short range magnetic correlation disappears leading

to the emergence of intra-site only AFM coupling of the Eu2+ 4f and the ce. In this Kondo-like

interaction, the ce tend to screen the localized Eu2+ ions leading to faster relaxation and ∆H

broadening as T decreases. This effect would become even more dramatic at lower-T if the ∆H

were not already strongly enhanced by the presence of the SDW phase in all studied samples.

Interestingly, the claim for the presence of Kondo single impurity effect interaction for the Eu2+

ions in the 122 system has also been made in the case of EuFe2P2 [131].

In order to unambiguously establish the increase of localization of the 3d Fe electrons at the

FeAs plane as the magnetic SDW phase is suppressed in 122-systems, we have then studied the

series of Ba1−xEuxFe2−yTMyAs2 high quality single crystals (TM stands for the transition metals

Co, Cu, Mn, Ni, and Ru) grown by In-flux. In this case, we can probe both Ba and FeAs planes
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through substitution with Eu2+ and Mn2+/Cu2+, respectively. We use the Eu concentration

xEu = 0.20 as a reference compound to probe how the spin dynamics evolves as a function TM

substitution. We choose this compound because it is the one with lowest Eu concentration that

still has a Korringa relaxation.

Starting with the physical properties of the studied single crystals, Fig. 5.18a displays the

T-dependence of the normalized electrical resistivity. Room-T values of ρ(T ) varies in the range

0.2 − 0.8 mΩ.cm and 0.02 − 2.8. For x = 0.2, the Eu reference compound, a metallic behavior

is observed down to TSDW where a sudden drop can be identified in the curve at 137K. As we

substitute Fe by the transition metals yRu = 0.01, yNi = 0.11, yCu = 0.09, and yCo = 0.12 we

observe a suppression of this SDW phase with smaller transition temperatures of 135K, 102K, 98K,

and 86K, respectively. Except for the ruthenium compound, which has very low transition metal

substitution, the resistivity starts to increase at TSDW as typically found for doped samples in the

BaFe2As2 systems [4]. For the samples with x = 0.0 we also observe a SDW phase suppression in

comparison with the parent compound BaFe2As2 (TSDW = 140K): for yMn = 0.1 TSDW = 78K

and for yCu = 0.1 the SDW phase is fully suppressed and superconductivity occurs at Tc = 3.8K

(inset of Fig. 5.18). Superconductivity also emerges for Co and Ni substitutions in the europium

compounds (x ∼ 0.2) with Tc = 22K and 6K, respectively (inset of Fig. 5.18a).

Fig.5.18b shows the magnetic susceptibility as a function of temperature for H = 1kOe parallel

to the ab-plane. For all samples, χ(T ) can be fitted to a Curie-Weiss law plus a T-independent

Pauli term, χ(T ) = χ0 + C/(T −θCW ) (solid lines). We obtained an effective moment µeff ≈ 8µB

for Eu2+ ions for all y values and an electronic spin susceptibility of χ0 = 2(1)×10−3 emu/mol-Oe

for all compounds. The SDW transition is nearly undistinguishable in the Eu-rich samples due

to the Eu2+ large magnetic contribution. The inset of Fig. 5.18b shows the superconducting

transition at low-field (H = 20 Oe).

Fig.5.18c shows T-dependence of the specific heat per mole divided by temperature for the

selected single crystals. For x = 0.2, the reference compound, one sharp peak indicates the spin-

density wave (SDW) transition at 137 K (green arrow). As we substitute Fe by the transition

metals we observe a suppression of this SDW phase (other arrows). Interestingly, there is a rise in

C/T at low-T which is not found for x = 0, as we observed before.

Fig. 5.19 shows the X-Band (ν ∼ 9.5 GHz) ESR spectra at T= 300K. A single ESR resonance is

observed for all x and y values. The ESR lines have an asymmetric Dysonian character (skin depth

smaller than the sample size [75]). However, to increase signal to noise ratio, we have powdered

the samples and consequently the lineshapes have become more symmetric (Lorentzian-like).

From fitting to the resonances at various-T using the appropriate admixture of absorption and

dispersion (solid lines), we obtained both ∆H and g-value T -dependence, shown in Fig. 5.20. For
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Sample ESR 〈J2(q)〉1/2 (meV)

Ba0.8Eu0.2Fe1.9As2 1.4(8)

BaFe1.9Cu0.1As2 1.2(5)

Ba0.78Eu0.22Fe1.91Cu0.09As2 1.1(5)

Ba0.8Eu0.2Fe1.89Ni0.11As2 1.0(5)

Ba0.8Eu0.2Fe1.88Co0.12As2 0.9(5)

Ba0.75Eu0.25Fe1.99Ru0.01As2 0.8(5)

BaFe1.88Mn0.12As2 0.7(5)

Ba0.99Eu0.01Fe1.9Co0.1As2 0.5(4)

Table 5.2: Experimental ESR exchange interaction (< J2
fs(q) >1/2) for the compounds in the

Ba1−xEuxFe2−yTMyAs2 series.

other hand, < J2
fs(q) >1/2 increases when the probe is in the FeAs plane. Jfs(q) is the Fourier

transform of the spatially varying exchange and therefore its decreasing value in the first case

suggests that the electron bands with appreciable overlap with the Eu2+ 4f states are becoming

more anisotropic (less s-like) and are, in average, further away from the Eu2+ sites in real space

(more xy) as we suppress the magnetism and induce superconductivity. It is also clear that

there is no unambiguous systematics between the magnitude of the SDW phase suppression and

the magnitude of the Korringa rate suppression, specially for the ruthenium substitution. This

is because the particularities in the bands’ distortions can behave differently for each transition

metal. For instance, if the substitution is not coherent, interference can occur between the 3d

bands and consequently suppress more effectively b than TSDW .

In summary, we employed a microscopic spin probe to study the suppression of the SDW

magnetic phase in the BaFe2As2 compound by transition metal substitution. We evidenced that,

independent on the transition metal, the 3d electrons localize at the FeAs plane due to the changes

in structural parameters as we suppress the SDW phase. Decreasing Fe-As distances and deviations

from the ideal tetrahedron angle decrease the crystal field splitting that in turn increases the

occupancy of the Fe 3dxy orbital, which is more insulating. Therefore, the itinerant SDW order

and the ordered magnetic moment decreases and magnetic-mediated superconductivity can emerge.

Now that we have determined by an independent technique the exchange parameter 〈J2(q)〉1/2

and the g value, we are able to analyse our set of data considering the conventional Abrikosov-

Gorkov (AG) formalism (equation 2.38):

∣

∣

∣

∣

∆Tc

∆c

∣

∣

∣

∣

=
π2

8kB
〈J2(q)〉EF

η(EF )(gJ − 1)2J(J + 1) (5.5)
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Sample c g | ∆T exp
c | | ∆TAG

c | 〈J2(q)〉1/2 〈J2(q)〉1/2

(%) K K ESR (meV) AG (meV)

BaFe1.9Cu0.1As2 5 2.08(3) 22 0.003 1.2(5) 102.6(4)

BaFe1.88Mn0.12As2 6 2.05(2) ≥ 26 0.013 0.7(5) ≥ 30.7(3)

BaFe1.895Co0.100Mn0.005As2 0.25 2.06(2) 6 0.0008 0.8(5) 92.3(3)

Ba0.8Eu0.2Fe1.9Co0.1As2 20 2.04(2) 4 0.32 1.4(8) 5.0(3)

Ba0.99Eu0.01Fe1.9Co0.1As2 1 2.04(2) 2 0.002 0.5(4) 15.7(3)

Lu1−xGdxNi2B2C 0.5 2.035(7) 0.3 0.3 10(4) 11(3)

Y1−xGdxNi2B2C 2.1 2.03(3) 0.9 0.9 9(3) 10(2)

La1−xGdxSn3 0.4 2.010(10) 0.5 0.5 20(2) ≈20

Table 5.3: Experimental and calculated parameters for compounds of the Ba1−xEuxFe2−yTMyAs2

series.

not apply. Consequently, the exchange parameter extracted from the AG equation is not equal

to the ESR experimental value and the calculated Tc suppression, ∆TAG
c , will be different from

the experimental one, ∆T exp
c . Table 5.2 displays the calculated 〈J2(q)〉1/2 for key compounds in

the Ba1−xEuxFe2−yTMyAs2 series and also for two conventional superconductors (RNi2B2C and

LaSn3). For the FeAs compounds ∆Tc = Tc − Tc,0 was obtained in comparison with the optimally

doped BaFe1−xCoxAs2 (Tc,0 = 26 K).

One can clearly see that the 〈J2
fs(q)〉1/2 values calculated by the AG equation are not in

agreement with the ESR values when the impurity substitution is in the FeAs plane. On the other

hand, Eu-substituted compounds exhibit a good agreement with the calculated values. This is an

evidence that the FeAs compounds do not behave as conventional superconductors. Nevertheless it

is clear that a non-conventional magnetic impurity pair-breaking is present and must be associated

with the local Cu2+ and Mn2+ spins, as previously discussed. Furthermore, this non-conventional

magnetic impurity pair-breaking mechanism decreases as a function of pressure. Therefore, to gain

qualitative insight about this new pair breaking mechanism, we propose a simple spin-dependence

of ∆Tc with the impurity magnetic spin (S) and with pressure (P ):

∆Tc = S(S + 1)(a− bP ), (5.6)

where ∆Tc = Tc,0 − Tc and a − b are parameters to be determined by the Tc values at ambient

pressure and at the maximum applied pressure. We choose a linear dependence with pressure

motivated by the same dependence of the Kondo temperature (TK) on pressure in several Ce-

based heavy fermion compounds [135, 136, 137, 138, 139]. It is well known for these materials that
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magnetic interactions between the Eu2+ ions. Transport measurements revealed negative colossal

magnetoresistance which presumably evolves to some extent from the magnetic scattering of the

conduction electrons (ce) by the Eu2+ spins [141].

The global physical properties of our single crystals of EuIn2As2 are presented in Fig. 5.23.

Panel a) of Fig. 5.23 displays the magnetic susceptibility as a function of temperature for

a magnetic field H = 1 kOe applied parallel to the hex-plane and to the c-axis. χ(T ) shows a

Curie-Weiss (CW) behavior at high-T followed by an AFM transition at TN = 16K, as previously

reported [141]. From the CW magnetic susceptibility fittings for T < TN (solid lines in Fig. 5.23a)

we obtained for both directions a CW temperature of θCW ≈ 16 K and an effective moment of

µeff ≈ 7.4µB for Eu2+ in EuIn2As2, which is in agreement with the theoretical value.

The T-dependence of electrical resistivity measured in our single crystals of EuIn2As2 is shown

in Fig.5.23b. A metallic behavior is observed in the paramagnetic regime and a clear peak appears

at TN = 16 K. This peak resembles the behavior observed for EuB6 single crystals where the

presence of magnetic polarons dominate the electron scattering near the ferromagnetic transition

[142].

The AFM transition can also be clearly observed in lower panel c) of Fig.5.23, which shows

the specific heat per mole divided by temperature. The sharp main peak in C/T corresponding to

the onset of AFM order can be seen at TN≈ 16K in very good agreement with the temperature

where the maximum in the magnetic susceptibility occurs (see Fig.5.23a). The estimated magnetic

entropy recovered at TN roughly reaches the value of Rln8 expected for the whole Eu2+ S= 7/2

(not shown).

Figure 5.24 shows the ESR spectra measured at T= 100K at X-Band and Q-Band. In both

cases we observe a single ESR resonance with a Dysonian lineshape resonance which is characteristic

of localized magnetic moments in a lattice with a skin depth smaller than the size of the sample

particles [75]. From the fitting of the resonances to the appropriate admixture of absorption and

dispersion, we obtain at T= 100K a g-factor g = 1.95(1) and linewidth ∆H = 600(30) Oe in

X-Band and g = 1.98(1) and ∆H = 660 (30) Oe for Q-Band for H||c. On the other hand, for

H||hex-plane we obtain at T= 100 K a g-factor g = 2.00(1) and linewidth ∆H = 480(20) Oe in

X-Band and g = 2.01(1) nd ∆H = 470 (20) Oe for Q-Band.

Using the g-value of Eu2+ in insulators as 1.993(2) we extract for both bands an apparent small

g-shift which is negative (∆g < 0) for H ||c and positive (∆g > 0) for H ||hex-plane [74]. This

small effect may be an indicative of an anisotropic Eu2+–Eu2+ magnetic coupling which seems to

be consistent with the previous suggestion that there are ferromagnetic Eu2+–Eu2+ interactions

in the hex-plane and a weaker antiferromagnetic Eu2+–Eu2+ interactions between the layers [141].

However, we can not rule out the contribution of demagnetization effects on this apparent g-











Chapter 6

Conclusions and Perspectives

In this work we presented a systematic study of the intermetallic tetragonal compound BaFe2As2 (space

group I4/mmm) as a function of three parameters: Eu substitution in the Ba crystallographic site,

transition metal (TM) substitution (TM = Mn, Co, Ni, Cu, and Ru) in the Fe site, and/or applied

hydrostatic pressure. Our main goal consisted in understanding the microscopic interplay between

magnetism and superconductivity in this class of materials. For this purpose, we have grown ap-

proximately 400 single crystals with Sn-, In- and/or FeAs- fluxes. In particular, our innovative

In-flux method has resulted in extremely high quality single crystals which allowed us to obtain

higher transition temperatures, narrower NMR lines, and less disordered crystals.

Initially, we have found by EXAFS measurements that both applied pressure and K-/Co-

substitutions are responsible for a shortening of the Fe-As bond length accompanied by a suppres-

sion of the SDW magnetic phase. Furthermore, our XANES measurements indicated no observable

change in the Fe K edge spectra of BaFe2As2 under Co substitution, implying that Co is not charge

doping the Fe ions. Secondly, our ESR data for Ba1−xEuxFe2As2 have shown that a decrease in

the Eu concentration x induces a decrease of the Korringa rate in the paramagnetic state. To un-

derstand this result, we have studied the EuIn2As2 compound that showed no Korringa behavior,

indicating that the bands with appreciable overlap with the Eu2+ 4f states are the 3d Fe conduc-

tion bands at the Fermi surface. Therefore, analysing our results in the presence of e− e exchange

enhancement and q-dependent exchange interaction, Jfs(q), we inferred that a decrease in Jfs(q)

reflects the fact that the 3d electron bands are becoming more anisotropic (less s-like) and are,

in average, further away from the Eu2+ sites in real space. We speculated that this behavior is

associated to a partial localization of the Fe 3d electrons within the FeAs plane, i.e., an increase

of the xy and/or x2 − y2 orbital contributions to the 3d bands at the Fermi surface. In order

to confirm such scenario, we have systematically studied Ba1−xEuxFe2−yTMyAs2 single crystals
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(TM for transition metals Co, Cu, Mn, Ni, and Ru) probing both Ba and FeAs planes through

substitution with Eu2+ and Mn2+/Cu2+ respectively. We first used the xEu = 0.20 sample as a

reference compound to probe how the spin dynamics evolves as a function of the transition metal

substitution and we observed that the Korringa rate b systematically decreases with decreasing

TSDW independent of the substituted TM. Secondly, we performed ESR experiments with para-

magnetic probes in the FeAs plane Mn2+/Cu2+ and we observed an increase of the Korringa rate

with decreasing TSDW , as expected. However, there is no unambiguous systematics between the

magnitude of the SDW phase suppression and the magnitude of the Korringa rate suppression, spe-

cially for the ruthenium substitution. This is because the particularities in the bands’ distortions

can behave differently for each transition metal. For instance, if the substitution is not coherent,

interference can occur between the 3d bands and consequently suppress more effectively b than

TSDW . In addition, we have also performed electrical resistivity measurements under hydrostatic

pressure in BaFe1.9TM0.1As2 (TM = Mn, Co, Cu, and Ni) single crystals with applied pressures up

to P . 25 kbar motivated by the fact that the localization effects mentioned above are not the only

parameters that matter when it comes to the emergence of USC. Not only we must suppress the

SDW magnetic phase by tuning a control parameter, but the emergent superconducting state has

to be robust against competing order parameters and pair-breaking mechanisms (such as Cu, Mn

and Cr local moments) associated with substitution and/or strain. Our results demonstrated con-

strasting behavior of hydrostatic pressure effects on nearly optimally substituted BaFe2−xTMxAs2

(TM = Co, Cu, and Ni) high quality single crystals grown using the In-flux method. For Co and

Ni-substitution, Tc increases only ∼ 2 K at a rate dTc/dP ∼ 0.1 K/kbar, consistent with the nearly

optimal doping region. On the other hand, in the Cu-substituted sample Tc increases ∼ 6 K at a

rate dTc/dP ∼ 0.3 K/kbar. This huge Tc enhancement by a factor of ∼ 2.5 with pressure and the

local Cu2+ ESR line provide strong evidence that the hybridization between the Cu 3d bands and

the conduction bands increases with pressure and, consequently, the impurity scattering by the Cu

local moments decreases due to the pressure induced delocalization of the Cu 3d electrons.

In summary, our results have shown that the tuning of a microscopic local structural parameter

(the Fe-As distance) is directly related to the suppression of the SDW magnetic phase in the iron-

pnictides. In addition, this decrease in dFeAs changes the crystal field scheme for these compounds

and induces an increase of the xy/x2−y2 orbital contributions to the 3d bands at the Fermi surface.

We speculate that these orbitals are related to the superconducting pairing, as in the case of the

cuprates.

Although we have a solid scenario for the physical properties of the BaFe2As2 compound, the

present work opens the possibility of further systematic ESR studies of the superconducting state,

the investigation of electrical resistivity at higher pressures (diamond anvil pressure cell) and the
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search for a generalization of our results to other families of iron-based SCs. But most importantly,

the results constructed during this thesis, together with the knowledge gathered in other families

of unconventional superconductors, may guide the search for new superconductors.
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