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Abstract

Computer vision and image processing techniques play an important role in several fields,

including object detection and image classification, which are very important tasks with

applications in medical imagery, remote sensing, forensic analysis, skin detection, among

others. These tasks strongly depend on visual information extracted from images that

can be used to describe them efficiently. Texture is one of the main used characteristics

that describes information such as spatial distribution, brightness and surface structural

arrangements. For image recognition and classification, a large set of texture descriptors

was investigated in this work, such that only a small fraction is actually multi-scale. Gray

level co-occurrence matrices (GLCM) have been widely used in the literature and are

known to be an effective texture descriptor. However, such descriptor only discriminates

information on a unique scale, that is, the original image. Scales can offer important

information in image analysis, since texture can be perceived as different patterns at dis-

tinct scales. For that matter, two different strategies for extending the GLCM to multiple

scales are presented: (i) a Gaussian scale-space representation, constructed by smoothing

the image with a low-pass filter and (ii) an image pyramid, which is defined by sampling

the image both in space and scale. This texture descriptor is evaluated against others

in different data sets. Then, the proposed texture descriptor is applied in skin detection

context, as a mean of improving the accuracy of the detection process. Experimental

results demonstrated that the GLCM multi-scale extension has remarkable improvements

on tested data sets, outperforming many other feature descriptors, including the original

GLCM.
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Resumo

Visão computacional e processamento de imagens desempenham um papel importante

em diversas áreas, incluindo detecção de objetos e classificação de imagens, tarefas muito

importantes para aplicações em imagens médicas, sensoriamento remoto, análise forense,

detecção de pele, entre outras. Estas tarefas dependem fortemente de informação visual

extráıda de imagens que possa ser utilizada para descrevê-las eficientemente. Textura é

uma das principais propriedades usadas para descrever informação tal como distribuição

espacial, brilho e arranjos estruturais de superf́ıcies. Para reconhecimento e classificação

de imagens, um grande grupo de descritores de textura foi investigado neste trabalho,

sendo que apenas parte deles é realmente multiescala. Matrizes de coocorrência em ńıveis

de cinza (GLCM) são amplamente utilizadas na literatura e bem conhecidas como um

descritor de textura efetivo. No entanto, este descritor apenas discrimina informação em

uma única escala, isto é, a imagem original. Escalas podem oferecer informações impor-

tantes em análise de imagens, pois textura pode ser percebida por meio de diferentes

padrões em diferentes escalas. Dessa forma, duas estratégias diferentes para estender a

matriz de coocorrência para múltiplas escalas são apresentadas: (i) uma representação de

escala-espaço Gaussiana, constrúıda pela suavização da imagem por um filtro passa-baixa

e (ii) uma pirâmide de imagens, que é definida pelo amostragem de imagens em espaço e

escala. Este descritor de textura é comparado com outros descritores em diferentes bases

de dados. O descritor de textura proposto é então aplicado em um contexto de detecção

de pele, como forma de melhorar a acurácia do processo de detecção. Resultados experi-

mentais demonstram que a extensão multiescala da matriz de coocorrência exibe melhora

considerável nas bases de dados testadas, exibindo resultados superiores em relação a di-

versos outros descritores, incluindo a versão original da matriz de coocorrência em escala

única.
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Chapter 1

Introduction

With the increasing usage of the Internet as an everyday tool for billions of people,

approximately 300 million images were uploaded every day in 2012 [92] and 100 hours

of video were added per minute on the main social media [129] in 2013. Those numbers

demonstrate that users are providing an enormity of visual content. The problem is that,

among these uploads, a lot of malicious information can become available as well, which

can lead to serious issues, such as child pornography, violation of copyright, pornography

open to general public, among others.

How can this content be filtered in a way that it does not reach the general public?

Many websites perform various kinds of validation on the uploaded content. Manual

verification is prohibitive due to the large volume of information, once no single team can

be responsible for labeling the content as appropriate or inappropriate. One possibility,

that is applied in several sites, is a button where the users can flag that content as

inappropriate. Although being quite helpful, a better solution should be used, that would

not expose the users to troublesome data, even if just a small percentage of them. The

need for an automatic procedure to filter the uploaded data with a high degree of accuracy

is obvious, which can be done through image classification and analysis techniques.

Furthermore, a user expecting to find a specific picture or related images will have

enormous difficulty in searching the content. A fast and easy way to browse through data

is required, pursuing methods for storing and easily retrieving information, providing

better usability for the final user. Such investigation field is named Content-Based Image

Retrieval (CBIR) [4, 56, 87, 96] an automatic process for searching relevant images to a

given query usually based on low-level features such as color, texture, shape and spatial

layout. The basis of the involved image processing techniques is the usage of an entity

that represents the images, where the main purpose is to avoid the entire image to be

used for all operations, such that only the most relevant characteristics extracted by this

simple entity are employed. This makes the storage and retrieval processes more efficient.
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Both image classification and CBIR can be addressed through feature descriptors, since

they provide an efficient way to describe images not demanding much space and avoiding

the use of an entire image in processing operations. A feature descriptor is a mathematical

representation of an object or image region under analysis, in such a way that most of

the necessary information for proper distinction is preserved, while maintaining a smaller

number of characteristics than the object itself possesses. Its purpose is to describe

the content of an entire image efficiently, so that images with similar characteristics or

properties will have similar descriptors.

A simple approach to designing a descriptor is to employ a structure to detect patterns

often repeated by certain objects. For example, the image of a wooden surface contains

variations of intensities which form a repeated pattern, known as visual texture [116].

The texture of an object comes from an abstract interpretation, hence it is information

acquired by human senses in a very coarse way and, therefore, lacks a proper formal

definition. Textures appear all around our lives, everything that we can perceive through

our eyes is filled with different kinds of textures that possess various properties of their

own [115]. The perception of texture is believed to play an important role in the human

visual system for recognition and interpretation. Trying to take advantage of what our

eyes naturally evolved to do, texture image processing focuses on visual patterns repeated

throughout a region, such as orientation, structural arrangements, changes in intensity or

color brightness.

A wide variety of texture measures have been proposed in the literature, ranging

from very distinct approaches such as statistical [34, 40, 41], parametric models [22, 68],

signal processing [26,27,66], geometric [42,43,57,75], among others. Several comparative

studies to evaluate the performance of some measures have been carried out by a number

of authors in the literature, such as Weszka et al. [124], Du Buf et al. [30], Ohanian and

Dubes [73], Timo Ojala et al. [76], among many others. Researches have attempted to

address other difficulties inherent to texture information, such as different orientation and

scale, changes in illumination and resolution, as well as different types of noises or other

imperfections. Various techniques incorporating invariance (scale-wise or rotation-wise)

have attempted to neutralize such issues [2, 63,67].

The main purpose of this work is to investigate the use of texture descriptors in

image analysis and to propose a method for improving their description capability of

perceiving image information through multiple scales. The results achieved by enhancing

the texture descriptor help to improve its use in many image processing techniques, such

as classification and CBIR along with their applications. As a consequence, in improving

existing features or in creating a new accurate feature, all related fields might be improved

as well, hence image description is the foundation for most of the operations performed

in image processing and computer vision areas.
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Finally, the proposed multi-scale texture descriptor was applied in human skin detec-

tion to evaluate its gain in such context. Skin detection can be incorporated as a stage in

an analysis process to identify, for instance, pornography in images or videos or be used to

improve people tracking, among other applications. Several skin detection methods have

been described in the literature based on color threshold values, such as [20,35,54], some

based on histogram classification methods, called normalized lookup table [53], Gaussian

modeling [1, 46], and many others [61, 89]. To further explore this scenario, an experi-

ment was performed by using a normalized lookup table in an adaptable configuration, as

proposed in [90], and a step of texture detection was added to improve the results of the

lookup table detection. LBP, GLCM and the multi-scale GLCM extension were evaluated

in this texture detection step.

The three main topics investigated in this dissertation are: feature descriptors for

texture classification [103], multi-scale texture descriptors [108], and skin detection based

on texture information [109].

The text is organized as follows. Chapter 2 presents an overview with concepts and

work related to this dissertation. Chapter 3 presents a survey of many texture descriptors

of the literature and an evaluation of their results in several public texture data sets.

Chapter 4 describes a method for extending a widely used single-scaled texture descriptor

to a multi-scale strategy, as well as its respective result enhancements assessed in several

data sets. The main concepts and work related to skin detection problem are exposed in

Chapter 5, where an adaptive approach is employed to detect human skin and compared

to other texture descriptors. Finally, Chapter 6 concludes this work with final remarks

and directions for future work.



Chapter 2

Concepts and Related Work

This chapter describes concepts and applications of texture analysis, how they can be

used in skin detection and our approach to creating a multi-scale descriptor.

2.1 Texture Analysis

Texture is a very difficult concept to describe precisely, once it is related to subjective

sensory perception such as tactile, gustation and vision. As tactorial, the information

is usually described in terms of smoothness and roughness. Even the visual information

seems to be an expression of how the visual aspect of the object would be if touched. Other

visual texture elements exist, such as shininess and opaqueness. In image processing field,

these perceptual aspects are used to express texture in images with properties related to

structural arrangement of surfaces or changes in intensity or color brightness.

Human beings have developed throughout the years mechanisms to differentiate several

types of texture. Image analysis field has strongly attempted to translate such mechanisms

into a large number of descriptors used in the literature [40,59,99,112,113,127].

A feature descriptor extracts visual information from images in a concise way, retain-

ing as much information as possible. It is usually represented by vectors, denominated as

feature vectors. Essentially, this descriptor can be a set of statistical information, para-

metric models, coefficients obtained after image transforms or even combination of such

measures.

In this work, the taxonomy used to categorize the texture analysis techniques fol-

lows the work by Tuceryan and Jain [116]: geometric, parametric, signal processing and

statistical models.

One important usage of texture is in image classification, which is usually divided

into two steps, a learning stage and a recognition stage. In the first step, a model is

built to describe the texture content of each class for the available training data, whereas

4
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in the second step, information from an unknown source is extracted and compared to

those previously trained. This sample is then labeled according to the best match among

those obtained in the first stage. A comparison among a large set of texture features,

by assessing which one is more suitable for texture classification, is presented in the next

chapter, such that classification rates are compared for numerous data sets.

2.2 Multiple Scales of Information

The multiscale or multi-resolution analysis allows to study a signal or function at different

scales. Scales are important in image processing since the extraction of small elements

from the images could be restricted to details, while at coarser scales other information

such as contour or determining shapes become predominant. Therefore, the multi-scale

analysis of a signal is recommended for interpreting it more effectively [6].

From a combination of features at each of these scales, a more efficient descriptor can

be extracted from images, mixing the characteristics that are only perceptible at coarser

scales to details at finer scales.

The Gaussian pyramid representation [86] is formed by low-pass filtered versions of

a Gaussian convoluted image. The Laplacian pyramid [17, 18, 23], on the other hand,

is formed by the decomposition of the image by means of high-pass filters. The lowest

level of the pyramid contains only the higher frequency components (for example, image

edges), while subsequent levels contain components to lower frequencies.

The wavelet transforms [25,26,66] decompose signals allowing recovery of both spatial

information and frequency information. When the transform is applied to two-dimensional

images, the wavelet functions are applied as high-pass filters, while the scaling functions

act as low-pass filters. This process is performed recursively for the sub-image that has a

lower frequency, such that the original image is itself decomposed into a series of images

with different scales.

The Gabor transform [27,98] also allows the characterization of a signal in spatial and

frequency domains. The transform analyzes the signal in a Gaussian window, such that

the resolution in space and frequency remains approximately constant for the window.

Although Gabor transform presents higher computational cost compared to many other

wavelet transforms, it allows for a relatively simple interpretation of the results and flex-

ibility in controlling the orientation information and scale, enabling the development of

descriptors invariant to changes in scale and rotation.

In many descriptors, it is assumed that texture information is fixed at a specific image

resolution. The discriminative power of texture descriptors can be significantly improved

if different scales are considered among the images during the descriptor extraction.

Among the statistical approaches, gray level co-occurrence matrices (GLCM) [5,7,41,
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69, 91] demonstrated to be a useful texture descriptor used in image analysis. However,

the original GLCM has limited capability of capturing texture information at multiple

scales, which is an opportunity for improvement.

This work presents a novel scheme for extending the GLCM to be more robust by

using information of various different scales. Two different multi-scale representations are

used in the extension of the descriptor. The performance of the proposed approach is

evaluated by applying the multi-scale descriptor on five benchmark texture data sets and

the results are compared to other powerful texture operators.

2.3 Skin Detection

Human skin detection techniques have important applications in many areas, such as

gesture analysis, nudity detection, content-based image retrieval, face identification. In

a general way, the presence of people in an image or a video scene can be evidenced by

finding skin regions.

The proposition of an automatic skin detection process still presents several challenges,

especially under varying illumination and partial occlusions [88]. Another inherent diffi-

culty is that skin tones can significantly vary across individuals.

Color information has been extensively explored in skin detection methods. Several

color spaces or models have been employed and compared in order to determine their

importance in the detection process e their capability to overcome the associate challenges.

Elgammal et. al. [31] developed a comparative study among different color spaces and

their ability to represent distinct skin tones. Zarit et. al. [130] compared five color spaces

for skin modeling. Shin et. al. [105] investigated the effect of color space transformations

on increasing separability between skin and non-skin classes, where results indicate that

most of the transformations do not present the assumed benefits.

An analysis of works available in the literature shows that there are variants on how

skin can be detected in an image [61, 89, 120]. Fixed thresholds can be used with almost

any skin tone and detect most of the skin portions in the image. Additionally, relaxing the

thresholds can lead to more robust ways to identify skin under image resolution changes

and geometric variations of skin patterns [20,35,54]. Normalized lookup tables are based

on histograms acquired on sets of training images, providing probability of a particular

color tone to be skin [53]. Gaussian Model is a skin color distribution model that can

define how “skin-like” the tested color is based on an elliptic Gaussian joint probability

density function [70]. Alternatively, the Mahalanobis distance from the color vector to

the mean vector can be used [1, 46].

An enhancement of the adaptive normalized lookup table [90], whose resulting proba-

bility map is used to detect skin and non-skin regions in the images, is proposed by adding
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a texture detection step, used to refine its results. Experiments were conducted to ap-

ply the methodology to several images and results show the effectiveness of the proposed

method.



Chapter 3

Evaluation of Feature Descriptors for

Texture Classification

Preamble

Successful execution of tasks such as image classification, object detection

and recognition, and scene classification depends on the definition of a set

of features able to describe images effectively. Texture is among the features

used by the human visual system. It provides information regarding spatial

distribution, changes in brightness, and description regarding the structural

arrangement of surfaces. However, although the visual human system is ex-

tremely accurate to recognize and describe textures, it is difficult to define a

set of textural descriptors to be used in image analysis on different application

domains. This work evaluates several texture descriptors and demonstrates

that the combination of descriptors can improve the performance of texture

classification.

3.1 Introduction

The definition of a set of visual features able to describe images effectively, so that clas-

sification, detection and recognition processes can be applied, is a complex task in image

analysis. A way to address this problem is to recur to features used by humans to under-

stand visual information.

Texture is among the features used by the human visual system and can be charac-

terized by local variations of pixel values that repeat in a regular or random pattern on

the object or image. It can also be defined as a repetitive arrangement of patterns over a

region [102]. It provides information regarding spatial distribution, changes in brightness,

8
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and description regarding the structural arrangement of surfaces. Therefore, the use of

textural features is an important source of information for image description.

Although the visual human system is extremely accurate to recognize and describe

textures, it is difficult to define a set of textural descriptors to be used in image analysis

on different application domains, or even to formalize a definition for texture. Such

difficulty is reflected by the large number of definitions and descriptors found in the

literature [40,59,99,112,113,127].

Feature descriptors are extracted from the input image and can be based on second-

order statistics, parametric models, coefficients obtained from an image transform, or even

a combination of these measures.

Texture classification usually involves two main stages, the learning step and the

recognition step. In the first stage, a model is built to represent the texture content of

each class present in the training data. In the second stage, the texture content of an

unknown sample is extracted and compared to those extracted in the learning step. The

sample is labeled to the class with the best match.

This work describes and compares a large set of feature descriptors in order to assess

which are more suitable to be applied to texture classification. Furthermore, an experi-

mental evaluation is presented to demonstrate that the combination of features produces

superior results in terms of classification rate when compared to the individual use of the

features, which means that some of them are complementary.

The paper is organized as follows. Section 5.2 presents texture descriptors considered

in the evaluation. Experimental results are shown and discussed in Section 5.4. Finally,

Section 6 concludes the paper with final remarks.

3.2 Texture Descriptors

This section describes a number of relevant methods for texture feature extraction. Even

though there is no a unique taxonomy to classify such methods, this work categorizes

them into the following categories: statistical approach (Section 3.2.1), approach based

on signal processing (Section 3.2.2), geometrical approach (Section 3.2.3), and approach

based on parametric models (Section 3.2.4). This taxonomy is based on that proposed by

Tuceryan and Jain [116].

3.2.1 Statistical Approach

Methods based on the statistical approach do not explore hierarchical structures presented

by the texture, but represent its properties in indirect and probabilistic manners.
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The simplest primitive that can be defined in a grayscale digital image is the pixel,

which has the gray level as property. Consequently, the gray level distribution could be

described by first order statistics, such as mean and variance estimated from a histogram

computed from this distribution. However, since the first order statistics consider only

pixels individually, this makes such measures more sensitive to changes in the image.

Therefore, to avoid this problem, second order statistics, which depend on transitions

between gray level of pixels, are considered.

The following sections describe the main statistical methods for texture analysis, in-

cluding those based on first order statistics, co-occurrence matrix, features extracted from

higher order statistics, such as gray level run length matrices, and autocorrelation func-

tion.

First Order Statistics

From the gray level histogram of a textured image, it is possible to extract first order

statistics. Given an image with n pixels, the histogram can be computed using Equa-

tion 3.1, where h(i) represents the number of occurrences of the i-th gray level.

P (i) =
h(i)

n
(3.1)

Although first order statistics present disadvantages, the computational cost to extract

descriptors is very low since only simple measures, such as mean, variance, skewness,

and kurtosis, need to be computed. These measures are shown in Equations 3.2 to 3.5,

respectively, where Hg denotes the largest gray level in the image.

µ =
1

n

Hg
∑

i=0

h(i) (3.2)

σ2 =
1

n− 1

Hg
∑

i=0

(h(i) − µ)2 (3.3)

s =
1

nσ3

Hg
∑

i=0

(h(i) − µ)3 (3.4)

k =
1

nσ4

Hg
∑

i=0

(h(i) − µ)4 − 3 (3.5)

Energy (Equation 3.6) and entropy (Equation 3.7) are also other measures computed
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from the image histogram.

E =
Hg
∑

i=0

(P (i))2 (3.6)

H = −
Hg
∑

i=0

P (i) log(P (i)) (3.7)

Gray Level Co-occurrence Matrix

An approach to extracting textural information regarding gray level transition between

two pixels uses a co-occurrence matrix. Given a spatial relationship defined among pixels

in a texture, such matrix represents the joint distribution of gray-level pairs of neighboring

pixels. Therefore, matrices providing different information are obtained by modifying the

spatial relationship (different orientation or distance between pixels). Descriptors are

extracted from these matrices.

The number of rows and columns of the co-occurrence matrix depends only on the gray

levels in the texture and not on the image size. The element P (m,n) of a co-occurrence

matrix indicates the number of transitions between the gray level m and n that take place

in the texture according to a given spatial relationship.

Before computing the co-occurrence matrix, it is necessary to define relations among

pixels, that is, the arrangement of pixels from which the transitions will be considered. A

set S is built. Each element in this set is a pair of coordinates of each pixel involved in the

relationship. Once S is defined, Equation 3.8 is used to count the number of transitions

between each pair of gray levels in the texture. In this equation, f(x, y) indicates the gray

level of a pixel located at (x, y) in the image.

P (m,n) = #{((i, j), (k, l)) ∈ S | f(i, j) = m and f(k, l) = n} (3.8)

Once the frequency of each gray level transition is computed, P (m,n) is placed at the

m-th row and n-th column of the matrix. Then, feature descriptors are extracted after a

normalization based on Equation 3.9, where Hg denotes the largest gray level.

pm,n =
P (m,n)

Hg
∑

i=0

Hg
∑

j=0

P (i, j)

m,n = 0, . . . , Hg (3.9)

According to Equation 3.8, the co-occurrence matrix depends on the gray level tran-

sitions between pairs of pixels in set S. This way, it is possible to arbitrarily specify the

distance and the angle between the pairs. Haralick et al. [41] defined specifically which
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transitions should be considered to compute co-occurrence matrices. Two additional pa-

rameters are included, d and θ. These parameters define the distance and angle between

pixels in S, respectively. Therefore, several matrices may be obtained with small changes

in these parameters. To describe the properties contained in the co-occurrence matrices,

Haralick et al. proposed 14 statistical measures that are computed from the matrices:

angular second moment, contrast, correlation, sum of squares, inverse difference moment,

sum average, sum variance, sum entropy, entropy, difference variance, difference entropy,

two information measures of correlation, and maximal correlation coefficient.

Gray Level Run Length Matrices

Gray level runs are obtained by sampling co-linear regions with the same gray level in

an image. Aiming at summarizing the information obtained by the runs, Galloway [34]

proposed a matrix to tabulate the number of runs with specific lengths for given gray

levels. Consequently, high order statistics computed from this matrix can be used for

texture analysis.

From these matrices, called gray level run length matrices (GLRLM), relevant in-

formation regarding the texture can be extracted. It is expected long runs to be more

frequent in coarse textures, while short runs are expected in fine textures due to edges

and abrupt changes in the gray level.

The matrices proposed by Galloway are built as follows. Given a fixed orientation

θ, the set composed by consecutive pixels with the same gray level on this orientation

represents a gray level run and the number of pixels in this run is denoted by run length.

Then, each entry of the GLRLM, P (i, j|θ), contains the number of runs with length j

with gray level i for an orientation θ. Although the orientation θ can assume any value,

in general the GLRLM are computed for a subset of orientations: 0o, 45o, 90o and 135o.

Figure 3.1 illustrates the runs for these orientations.

90
o

135
o

0
o

45
o

Figure 3.1: Orientations from which the GLRLM are usually computed.

Once the GLRLM are available, measures are computed and used as descriptors. The
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measures proposed by Galloway are described as follows. In these equations, Hg and Nr

denote the largest gray level and the largest run length, respectively.

Short runs emphasis (SRE) and long runs emphasis (LRE), shown in Equations 3.10

and 3.11. LRE presents large values when large run lengths are present in the texture.

SRE =
Hg
∑

i=0

Nr
∑

j=1

P (i, j|θ)
j2

/

Hg
∑

i=0

Nr
∑

j=1

P (i, j|θ) (3.10)

LRE =
Hg
∑

i=0

Nr
∑

j=1

j2P (i, j|θ)
/

Hg
∑

i=0

Nr
∑

j=1

P (i, j|θ) (3.11)

Measures of gray level non-uniformity (GLN) and run length non-uniformity (RLN),

shown in Equations 3.12 and 3.13, respectively, are used to describe the distribution of

gray levels and run lengths. For example, GLN presents small values when the number

of runs is uniformly distributed according to the gray level.

GLN =
Hg
∑

i=0





Nr
∑

j=1

P (i, j|θ)




2
/

Hg
∑

i=0

Nr
∑

j=1

P (i, j|θ) (3.12)

RLN =
Nr
∑

i=1





Hg
∑

j=0

P (i, j|θ)




2
/

Hg
∑

i=0

Nr
∑

j=1

P (i, j|θ) (3.13)

The last measure proposed by Galloway, called run percentage (RP), is shown in

Equation 3.14, where n denotes the number of pixels in the image. This measure presents

large values when the texture is mostly composed of short runs.

RP =
1

n

Hg
∑

i=0

Nr
∑

j=1

P (i, j|θ) (3.14)

Autocorrelation Function

An approach to discriminating between coarse and fine textures is based on spatial fre-

quency. Fine textures are composed of small primitives and therefore present high spatial

frequency due to the large number of gray level variations, whereas coarse textures possess

large primitives with low spatial frequency.

The autocorrelation function describes spatial interactions between the primitives com-

posing a texture [40]. In this case, the gray levels are assumed to be the primitives that

compose a texture, while the interactions among these primitives are characterized by

the autocorrelation coefficient. This coefficient is obtained by Equation 3.15 for a texture

with M × N pixels. For each pair of values {p, q}, the texture is shifted by at most p
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pixels in x coordinate and q pixels in y coordinate.

ρff (p, q) =

M−p−1
∑

i=0

N−q−1
∑

j=0

f(i, j)f(i+ p, j + q)

M−1
∑

i=0

N−1
∑

j=0

f 2(i, j)

(3.15)

3.2.2 Approach Based on Signal Processing

Texture analysis methods based on signal processing extract descriptors from an image

representation obtained by applying image transforms, such as Fourier or wavelet trans-

forms.

Fourier Spectrum

The spectrum resulting from the 2D Fourier transform (shown in Equation 3.16 for a

n × n image, where i =
√

−1), after shifting the frequency plane from the origin, shows

high energy concentration at the center when the image presents low spatial frequency,

whereas the energy is more spread when the image has high frequency. Extending this

concept to texture analysis, coarse textures will present high concentration of energy at

the center due to homogeneity. On the other hand, the energy will be spread around the

plane when fine textures are considered.

F(u, v) =
1

n2

n−1
∑

k=0

n−1
∑

l=0

f(k, l) exp(−2πi(ku+ lv)/n) (3.16)

Converting the Fourier spectrum, S, to a polar representation S(r, θ), r and θ are the

variables in this coordinate system. For each direction θ, S(r, θ) can be considered as a

function Sθ(r) and, similarly, for each radius r, Sr(θ) is also a unidimensional function.

Therefore, the analysis of Sθ(r) for a given value of θ gives the behavior of the spectrum

along with a radial direction and the analysis of Sr(θ) for a given value of r explains the

behavior of the spectrum along a circle centered at the origin.

A global description is given by functions shown in Equations 3.17 and 3.18. Unidi-

mensional descriptions of the spectrum are obtained by changing values of pairs {S(r),
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S(θ)}. These values are used as texture descriptors.

S(r) =
π

∑

θ=0

Sθ(r) (3.17)

S(θ) =
R

∑

r=1

Sr(θ) (3.18)

Wavelet Transforms

Wavelet transforms decompose a signal by means of a series of elementary functions,

created from dilations and translations of a basis function ψ, known as mother wavelet.

The basis functions of a discrete wavelet transform, ψj,k(t), of time independent variable

t, can be expressed as

ψj,k(t) = 2−j/2 ψ(2−jt− k) (3.19)

where j and k are integers that guide the dilations and translations of the function ψ to

generate a family of wavelets, such as Haar and Daubechies [26, 66].

Wavelet transforms provide simultaneous time and frequency localization, whereas the

standard Fourier transform is only localized in frequency. Additionally, wavelet transforms

are useful for analyzing time-variant, non-stationary signals.

Using wavelets as a set of basis functions, an image can be decomposed into a multi-

resolution hierarchy of localized information at different frequencies. The use of wavelet

transform for texture analysis was first proposed by Mallat [66].

Wavelet transforms can be implemented by using a pair of low-pass and high-pass

filters represented by a sequence of coefficients. In a 2D wavelet decomposition, the filters

are applied to an image in both horizontal and vertical directions, typically followed by

a downsampling. The output of each level will generate four subband images, LL, LH,

HL and HH. The same process can be repeated on the LL image to generate the next

decomposition level.

As wavelet coefficients in different frequency bands show variations in horizontal, ver-

tical and diagonal directions, it has been shown that texture features can be extracted

from these coefficients [119].

A well known feature based on wavelet coefficients is the energy, shown in Equa-

tion 3.20, where sb denotes the LL, LH, HL and HH subbands, c(x, y) represents wavelet

transform coefficients in the coordinates (x, y) for each one of these subbands containing

m×m pixels. Wavelet energy reflects the distribution of energy along the frequency axis

over scale and orientation and have proven to be very useful for texture characterization.

Esb =

√

1

m2

∑

c(x, y)2 (3.20)
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Gabor Filters

Gabor filters capture visual properties such as spatial localization, spatial frequency and

orientation of the structures present in the image. Widely employed to object recog-

nition, Gabor filters present illumination invariance since they detect invariant spatial

frequency [27]. The most common form of the Gabor filters is shown in Equation 3.21,

where µ and ν denote the orientation and scale of the Gabor kernels, z = (x, y), ‖ · ‖ is

the norm operator, and kµ,ν = kν(cosφµ, sinφµ), in which kν = kmax/f
ν and φµ = πµ/8

where kmax it the maximum frequency and f denotes the spacing factor between kernels

in the frequency domain.

ψµ,ν(z) =
‖kµ,ν‖2

σ2
e(−‖kµ,ν‖2‖z‖2/2σ2)[eikµνz − e−σ2/2] (3.21)

The feature vector extracted using the Gabor filters is obtained with the convolution

of the gray-scale image with the filters. Let I(x, y) be the image, its convolution with

a Gabor filter is defined according to Equation 3.22, where ∗ denotes the convolution

operator.

GψI(x, y, µ, ν) = I(x, y) ∗ ψµν(z) (3.22)

In this work, we consider five scales µ ∈ {0, ..., 4} and eight orientations ν ∈ {0, ..., 7},

which results in 40 Gabor filters. For each filter, the image is convolved, generating 40

magnitudes. The mean and standard deviation of each image are calculated, resulting in

80 different features for the Gabor filters.

3.2.3 Geometrical Approach

In the geometrical approach, a texture is defined as being composed of primitives, also

known as textels. After identifying primitives composing the texture, two classes of meth-

ods can be considered for feature extraction. The first uses descriptors extracted from

the primitives to describe the texture, while the second considers rules to describe the

spatial disposition of these primitives. The latter methods are referred to as structural

and provide symbolic description of the texture. However, structural methods are not

robust for noisy data. Therefore, we focus only on methods that extract descriptors from

primitives.

Texture Unit

Considering that a texture can be seen as a set of small essential units able to characterize

local information, He and Wang [42, 43] proposed the concept of texture unit, where

measures computed from all units present in the texture can reveal its global aspects.
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Given a 3 × 3 neighborhood composed by elements V = {v0, v1, . . . , v8} where v0

represents the intensity at the central pixel and the remaining vi represents the intensity

in its neighbors, texture unit is defined as the set TU = {e1, e2, . . . , e8}, where each ei is

defined as

ei =



















0, if vi < v0

1, if vi = v0 (i = 1, 2, . . . , 8)

2, if vi > v0

(3.23)

A signature, called texture spectrum, is obtained from the texture units. Each texture

unit is associated with an index, obtained by Equation 3.24. There are 6561 (= 38)

possible indices. The texture spectrum is a histogram with 6561 bins and the number of

entries in the i-th bin, denoted by S(i), is the number of texture units presenting the i-th

index.

NTU =
8

∑

i=1

3i−1ei (3.24)

Equation 3.24 defines how the index of the texture unit is computed, however, it does

not specify an ordering for pixels vi, for i > 0. To solve that, we consider that pixels are

ordered in a clockwise order starting between a and h, as shown in Figure 3.2. Therefore,

there are eight possible orders to compute NTU.

a b c

h d

g f e

Figure 3.2: Neighborhood considered to compute texture unit.

He and Wang [42, 43] proposed a set of descriptors to be extracted from the texture

spectrum. The black-white symmetry (BWS) is defined as

BWS = 100















1 −

3279
∑

i=0

|S(i) − S(3281 + i)|
6560
∑

i=0

S(i)















(3.25)

The descriptor called geometric symmetry (GS) computes information regarding reg-

ularity in the texture. It measures the symmetry between frequency of regions a and e,

b and f, c and g, d and h, defined in Figure 3.2. GS is defined by Equation 3.26, where

Sj(i) contains the frequency of units with i-the index under ordering j, and j denotes one
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of the possible orderings used to compute the texture unit.

GS = 100















1 − 1

4

4
∑

j=1

6560
∑

i=0

|Sj(i) − Sj+4(i)|

2
6560
∑

i=0

Sj(i)















(3.26)

Another descriptor, called degree of direction (DD), measures the degree of linearity

of the primitives composing a texture. DD is defined as

DD = 100















1 − 1

6

3
∑

m=1

4
∑

n=m+1

6560
∑

i=0

|Sm(i) − Sn(i)|

2
6560
∑

i=0

Sm(i)















(3.27)

Texture Feature Coding Method

Proposed by Horng et al. [45], the texture feature coding method (TFCM) is based on

the connectivity of neighbors. First-order and second-order connectivities are considered,

as defined in Figure 3.3.

x

x

x

x

x

x x

x

(a) (b)

Figure 3.3: Connectivity defined by Horng et al. [45]. (a) first-order; (b) second-order.

TFCM results in pairs of integers (α, β), where α and β compute intensity changes

in the first and second-order connectivities, respectively. The changes are computed by

sweeping three adjacent pixels, according to a given connectivity. Let (a, b, c) be an

ordering for a sweep and (ga, gb, gc) be the intensity of these pixels. If two variations

between adjacent pairs is considered, there are four possible types of sweep, as defined in

Equation 3.28, where ∆ is a threshold.

(i) if (|ga − gb| ≤ ∆) and (|gb − gc| ≤ ∆)

(ii) if
[

(|ga − gb| ≤ ∆) and (|gb − gc| ≥ ∆)
]

or
[

(|ga − gb| ≥ ∆) and (|gb − gc| ≤ ∆)
]
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(iii) if
[

(ga − gb > ∆) and (gb − gc > ∆)
]

or (3.28)
[

(gb − ga > ∆) and (gc − gb > ∆)
]

(iv) if
[

(ga − gb > ∆) and (gc − gb > ∆)
]

or
[

(gb − ga > ∆) and (gb − gc > ∆)
]

Since each order of connectivity presents two sweeps, Figure 3.4 can be used to sum-

marize each sweep according to the order of connectivity. Given these possible values for

α and β, the texture feature number is defined as TFN(x, y) = α(x, y)β(x, y), resulting

in 41 different values.

(i) (ii) (iii) (iv)
(i) 1 2 3 4
(ii) 2 5 6 7
(iii) 3 6 8 9
(iv) 4 7 9 10

Figure 3.4: Values used to compute α and β. Rows indicate the type of the first sweep
and columns the type of the second sweep.

Once the TFN is computed for each pixel in the texture, a histogram and a co-

occurrence matrix (Section 3.2.1) are estimated. Both are used to compute the descriptors

that compose the feature vector. The histogram is defined in Equation 3.29, where N(i)

denotes the frequency of the i-th TFN and n the number of pixels in the texture. The

co-occurrence matrix is computed by Equation 3.30, where Nd,θ(i, j) denotes the number

of transitions between TFN with value i to j given a distance d and orientation θ.

pTFCM(i) =
N(i)

n
, n ∈ {0, 1, . . . , 41} (3.29)

pTFCM(i, j|d, θ) =
Nd,θ(i, j)

Nt

, i, j ∈ {0, 1, . . . , 41} (3.30)

Based on the histogram, measures of coarseness (Co), homogeneity (Ho), mean con-

vergence (MC) and variance (Va) are computed. These measures are defined as

Co =
∑

x

∑

y

pTFCM(41) (3.31)

Ho =
∑

x

∑

y

pTFCM(0) (3.32)

MC =
41

∑

n=0

|n pTFCM(n) − µ|
σ

(3.33)
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Va =
41

∑

n=0

(n− µ)2 pTFCM(n) (3.34)

Using co-occurrence matrix measures of code entropy (CE) and code similarity (CS)

are computed according to Equations 3.35 and 3.36.

CE = −
41

∑

i=0

41
∑

j=0

pTFCM(i, j|d, θ) log pTFCM(i, j|d, θ) (3.35)

CS =
41

∑

i=0

p2
TFCM(i, i|d, θ) (3.36)

Local Binary Patterns

Local Binary Patterns (LBP) characterizes the spatial structure of a texture and presents

the characteristics of being invariant to monotonic transformations of the gray-levels [76].

On its standard version, a pixel c with intensity g(c) is labeled as defined by Equation 3.37,

where pixels p belong to a 3 × 3 neighborhood with gray levels gp (p = 0, 1, 2, ..., 7).

S(gp − gc) =

{

1, gp ≥ gc
0, gp < gc

(3.37)

Then, the LBP pattern of the pixel neighborhood is computed by summing the corre-

sponding thresholded values S(gp − gc) weighted by a binomial factor of 2k as

LBP =
7

∑

k=0

S(gp − gc)2
k (3.38)

After computing the labeling for each pixel of the image, a 256-bin histogram of the

resulting labels is used as a feature descriptor for the texture.

Several variations of LBP have been proposed, including the Improved Local Binary

Pattern (ILBP) [52]. Different from the LBP, the ILBP uses the average of the 3 × 3

neighborhood as the threshold and also considers the central pixel to estimate its label,

with values in the interval [0, 510]. The ILBP is defined as in Equation 3.39.

LBP =
7

∑

k=0

S(gp −m)2k + S(gc −m)28 (3.39)

where m denotes the average of the 3 × 3 neighborhood and S(x) is defined as

S(x) =

{

1, gp > 0

0, gp ≤ 0
(3.40)
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Similarly to LPB, once the labels have been computed for every pixel, an histogram

is computed, in this case a 511-bin histogram, which will be used as feature vector.

Coordinated Clusters Representation

The coordinated clusters representation (CCR), proposed by Kurmyshev and Cer-

vantes [57], is a descriptor for binary texture, where the image is characterized by a

histogram of occurrence of the possible binary patterns. This descriptor was later ex-

tended to grayscale texture images [101].

A matrix of binary image intensities is denoted as Sα = {sαl,m}, where l = 1, 2, ..., L,

m = 1, 2, ...,M , N = L × M and α = 1, 2, ..., 2N is the index of the image. The binary

image Sα is scanned with one-pixel steps by a rectangular window W = I × J pixels.

Since pixels correspond to binary units, the number of all possible states of the window

is 2W .

The pixel configuration found by the window is coded as the binary number corre-

sponding to this configuration. The coordinated cluster representation for a given binary

image Sα consists of a histogram Hα
(I,J)(b) of occurrence of the pixel patterns detected by

the scanning window. When the histogram Hα
(I,J)(b) is normalized, it can be interpreted

as a distribution function of occurrences given by

Fα
(I,J)(b) =

Hα
(I,J)(b)

A
(3.41)

Granulometry

The term granulometry is used in the field of materials science to characterize the granu-

larity of materials by passing them through sieves of different sizes while measuring their

mass retained by each sieve.

This principle can be transposed to the field of image processing [39, 44, 104], where

an operator consists in analyzing the amount of image detail removed by applying mor-

phological openings γλ of increasing size λ.

The mass is represented by the sum of the pixel values, known as image volume (Vol).

The volumes of the opened images are plotted against λ, producing a granulometric curve.

The normalized version of the operator for an image f can be written as

G(f) =
Vol(γλ(f))

Vol(f)
(3.42)

Negative values of λ can be interpreted as a morphological closing operator with a

structuring element of size λ.
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3.2.4 Approach Based on Parametric Models

In this approach, a texture is considered as a sample from a stochastic process defined

by a set of parameters, which are used to summarize the texture. Analysis and synthesis

of texture can be performed with the use of these parameters. This section describes

parametric models based on Markov random fields [11,37] and simultaneous autoregressive

models [68,98].

Markov Random Fields

Texture analysis based on Markov random fields (MRF) uses the set of parameters es-

timated from the probability distribution as descriptors. The model of local descriptors

proposed by Ising [50] was used by Cross and Jain [22] to model textures considering

neighborhoods of first, second, third, and fourth orders. The Ising model, originally pro-

posed to empirically explain observed facts about ferromagnetic materials, is an important

and simple representation in MRF, where a lattice of points can be used to model the

interaction of neighboring points.

Local descriptors are defined by Equation 3.43, where parameters q depend on the

neighborhood order, which is defined according to the scheme shown in Figure 3.5.

P (Xs = xs|∂s) =
exp(−qx)

1 + exp(−q) (3.43)

where S = {1, 2, .., n}, Xs is a random variable, and ∂s is a collection of neighbors in S.

o1 m q1

o2 v u z q2

l t s t′ l′

q′
1 z′ u′ v′ o′

1

q′
2 m′ o′

2

Figure 3.5: Representation of the neighborhood of a central pixel with intensity xs.

The first order neighborhood model uses q defined as

q1 = a+ b1,1(xt + xt′) + b1,2(xu + xu′) (3.44)

the second order neighborhood

q2 = q1 + b2,1(xv + xv′) + b2,2(xz + xz′) (3.45)
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the third order neighborhood

q3 = q2 + b3,1(xm + xm′) + b3,2(xl + xl′) (3.46)

and, finally, for the fourth order

q4 = q3 + b4,1(xo1
+ xo′

1
+ xo2

+ xo′

2
) + b4,2(xq1

+ xq′

1
+ xq2

+ xq′

2
) (3.47)

Coefficients a and bi,j are used as texture descriptors. Their estimation is performed

using the coding method proposed in [11].

Simultaneous Autoregressive Models

As an instance of the MRF models, the simultaneous autoregressive models (SAR) have

been successfully applied to texture classification by considering the spatial interactions

among neighboring pixels to represent textures [68]. Therefore, similarly to MRF, a SAR

model for a pixel is defined as a function of its neighbors, as shown in Equation 3.48,

where f(x, y) is the image intensity at location (x, y), N defines its neighborhood, θ(k, l)

are the model parameters and E(m,n) is an error term associated to the pixel.

f(x, y) =
∑

(k,l)∈N

θ(k, l)f(m− k, n− l) + E(m,n) (3.48)

Given a texture, parameters θ(k, l) are estimated considering small neighborhoods

around each pixel and, in this work the parameter estimation is performed using the Least

Square Error (LSE) technique. Then, the concatenation of these parameters composes

the feature vector used to describe the texture.

3.2.5 Summary of Texture Descriptors

Table 3.1 presents a summary of the texture descriptors described in the previous sec-

tions. Main parameters and number of dimensions are shown for each texture descriptor

categorized into its respective approach.
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Approach Descriptor Parameters Reference
(Section)

Dimension

Statistical: texture properties
are represented in indirect and
probabilistic manners.

First order Statistics - 3.2.1 6
GLCM orientations, distance between two pix-

els and quantization levels
3.2.1 48

GLRLM orientations 3.2.1 10
Autocorrelation - 3.2.1 81

Signal Processing: image
transforms are applied to extract
feature descriptors.

Fourier Spectrum - 3.2.2 2

Wavelets wavelet basis 3.2.2 6

Gabor Filters number of scales and orientations 3.2.2 80

Geometrical: descriptors are
extracted from texture primitives
(textels) initially identified.

Texture Unit - 3.2.3 3
TFCM ∆, GLCM displacement 3.2.3 6
LBP - 3.2.3 256
ILBP - 3.2.3 512
CCR window size 3.2.3 16, 256, 65536
Granulometry structuring element size, step to in-

crease the structuring element
3.2.3 24-104

Parametric Models: texture
is considered as a sample from a
stochastic process defined by a
set of parameters used to
describe the texture.

MRF order of the neighborhood 3.2.4 3-9

SAR size of the neighborhood 3.2.4 9

Table 3.1: Summary of feature descriptors classified according to their approaches.
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3.3 Experimental Results

This section describes the experiments conducted to evaluate the feature descriptors ap-

plied to texture classification. We consider four texture data sets: UIUC [60], UMD [118],

Outex [74] and VisTex [121]. All data sets were used to estimate and evaluate the parame-

ters employed to assess the effectiveness of the feature descriptors for texture classification.

In Section 3.3.1, we describe the setup used for each method. Section 3.3.2 presents a

brief explanation of each data set used in our experiments. Then, the feature extraction

methods are compared and discussed in Section 3.3.3.

3.3.1 Experimental Setup

Details of implementation for the feature extraction methods as well as the parameters

used by each are given as follows.

Markov Random Fields. We consider first, second, third, and fourth neighborhood

orders for the generalized Ising model used for the MRF, having 3, 5, 7, and 9 parameters,

respectively.

Autocorrelation. The implementation of the autocorrelation function possesses two

parameters to be estimated, p and q. These parameters are directly related to the number

of variables in the feature vector. Their optimum values are experimentally estimated.

According to the experiments, parameters p = q = 9 achieved the best results and will be

considered in the remaining experiments.

Gray Level Co-occurrence Matrix. A subset of the 14 descriptors described in Sec-

tion 3.2.1 is considered for the co-occurrence matrices: angular second moment, contrast,

correlation, sum of squares, inverse difference moment, sum average, sum variance, sum

entropy, entropy, difference variance, difference entropy, and maximal correlation coeffi-

cient. Co-occurrence matrices for four orientations are computed (0o, 45o, 90o, and 135o)

and used to compose the feature vector. The optimum value for parameter d is experimen-

tally estimated to be 1 and four orientations are considered and concatenated, resulting

a feature vector with 48 dimensions.

Gray Level Run Length Matrices. Regarding the gray level run length matrices, we

consider all descriptors presented in Section 3.2.1 for orientation of 0o and 90o, therefore,

resulting in a feature vector composed of 10 variables.

Coordinated Clusters Representation. The CCR method has the window size as

free parameter.

Granulometry. The parameters considered for the granulometry are the kernel size,

using morphological opening and closing operations, and the step parameter, which indi-

cates the increment in size at a time.
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Texture Feature Coding Method. Experiments were performed to estimate the best

value for the parameters ∆ and the displacement of the co-occurrence matrix, described

in Section 3.2.3.

Wavelets. We used the Daubechies wavelet basis with two levels of decomposition in

the wavelet-based method. The energy coefficients are obtained from the sub-images

with high frequency. Therefore, the feature vector has 6 variables. In the experiments, we

considered two wavelet bases. The inputs are necessarily square images, otherwise they

will be cropped to the largest possible square.

Fourier Spectrum. As a restriction of this method, the inputs must be power of 2

grayscale images, otherwise they will be cropped.

Simultaneous Autoregressive Models. Parameters k1 and k2 are used to indicate

the size of the neighborhood. The experiments were conducted using k1 = k2, varying k1

between 6 to 10. The feature vector has 9 dimensions.

3.3.2 Data Sets

This section describes the main characteristics of the four data sets used in our experi-

ments.

UMD Data Set

The UMD high-resolution data set [118] contains images of 1280 × 960 pixels, with 1000

images split into 25 classes, giving a total of 40 samples per class. This data set includes

images of floor textures, plants, fruits, among others. A mosaic containing examples of

all classes can be seen in Figure 3.6.

UIUC Data Set

The UIUC data set [60] is a texture data set composed of 1000 images of 640×480 pixels,

distributed in 25 classes (variations of wood, gravel, fur, carpet, brick, among others) with

40 samples each. Figure 3.7 shows examples of images for each texture.

OuTex Data Set

OuTex [78] is a framework for evaluation of texture classification and segmentation. It

contains several images and protocols for texture classification. The images are acquired

under several illuminations and different angles, over a number of different textures.

Several test suites for texture classification have been proposed. Out of all these,

TC 00005 is used in this work, since its results are not saturated. This test suite contains
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Figure 3.6: Examples of 25 texture samples extracted from UMD data set [118].

8832 sample images of 32 × 32 pixels, belonging to 24 classes of textures, and a hundred of

different arranges for training and testing. Figure 3.8 shows examples of texture images.

VisTex Data Set

VisTex [121] is a collection of texture images that are representative of real world condi-

tions. Our experiments included 54 images of resolution with 512 × 512 pixels split into

16 samples of 128 × 128 pixels, according to work described by Arvis et al. [5]. Such

images are available on the Outex site [78] as test suite Contrib TC 00006. For each

texture class, half of the samples were used in the training set and the other half were

used as testing data. Figure 3.9 shows examples of texture images.

3.3.3 Results and Comparisons

To perform texture classification, each data set was partitioned into two sets: training

and test. One hundred random splits were employed for UMD and UIUC datasets, con-

sidering five, ten, fifteen and twenty training samples, whereas the remaining samples
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Figure 3.7: Examples of 25 texture samples extracted from UIUC data set [60].

were used as test. For OuTex and VisTex data sets, the test suites TC 00005 [78] and

Contrib TC 00006 [121] were considered in our experiments, respectively.

The reported results correspond to the average of all the considered splits. Nearest

neighbor (1-NN) classifier is applied after all variables are normalized to present zero

mean and unit variance in order to reduce the predominance of certain feature values. It

is worth pointing out that there was no contamination between training and test patterns

in the experiments. The parameter estimation for the normalization (mean and variance)

is performed by using only patterns belonging to the training set.

Dimensionality is reduced by using Principal Component Analysis (PCA). Since 1-NN

is used as classifier and it relies on the distance between feature descriptors extracted

from the patterns, the direct use of the classifier without reducing the dimensionality of

the data with PCA would suffer from the curse of dimensionality, in which the feature

space becomes sparser as the dimensionality increases.

Four distance functions are considered to measure the similarity between pairs of

samples: Euclidean, city block, cosine, and correlation. Besides the results achieved

using single feature extraction methods, results considering feature combination are also

presented. The combination of the features is constructed by concatenating all features
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Figure 3.8: Examples of texture samples extracted from OuTex data set [78].

together.

Tables 3.2 to 3.5 show the classification rates for each data set considering different

feature parameters. The best results achieved for each feature extraction method are

displayed in Figure 3.10. This figure summarizes the results for all data sets showing

in the x-axis normalized results (the closer to 100, the better the results achieved by a

given feature extraction method). Methods ILBP, LBP, Gabor, GLCM and granulometry

are the methods that achieved the best results throughout all experiments performed.

Finally, it is important to point out that the feature combination achieved the highest

texture classification rates for all data sets.
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Figure 3.9: Examples of texture samples extracted from Vistex data set [121].
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Features
Parameters Classification Rates (%)

5 10 15 20

First order statistics - 50.272 53.582 55.328 56.256
GLCM Θ d level

0◦, 45◦, 90◦, 135◦ 1 256 82.178 87.898 90.524 92.132
GLRLM Θ

0◦ and 90◦ 62.068 69.420 72.603 74.698
Autocorrelation - 55.772 64.317 69.553 72.676
Fourier spectrum - 18.800 18.689 18.692 18.492
Wavelets basis

db4 53.088 61.734 66.105 69.526
db8 55.080 62.633 66.464 69.146

Gabor filters scale Θ
5 8 75.695 82.329 84.857 88.098

Texture unit - 34.859 36.777 38.217 39.168
TFCM ∆ d

0 1 55.420 61.885 64.995 67.516
0 2 56.600 63.110 66.467 69.174
0 3 56.648 63.256 66.563 69.370
0 4 56.502 62.750 66.300 68.792
0 5 55.818 62.301 65.545 68.026
1 1 59.065 66.406 69.968 72.472
1 2 59.006 66.965 70.808 73.762
1 3 58.524 66.562 70.227 73.356
1 4 58.126 66.166 70.134 73.346
1 5 57.658 65.576 69.438 72.482

LBP - 72.522 81.501 85.468 88.188
ILBP - 73.356 81.366 85.081 87.432

CCR

window
3 68.996 77.509 81.756 84.276
4 68.794 77.494 81.800 84.334

Granulometry

kernel size step
5 1 69.996 79.114 83.956 86.372
5 2 70.609 79.756 84.515 87.124
10 1 73.461 82.340 87.035 89.504
10 2 73.569 82.345 86.982 89.490
15 1 73.601 82.468 87.201 89.840
15 2 73.893 82.789 87.561 90.140
20 2 74.386 83.224 87.708 90.246
25 2 75.435 83.861 88.076 90.698

MRF order
0 30.845 33.246 34.809 35.894
1 48.506 55.076 60.632 63.366
2 57.272 65.117 70.748 74.184
3 61.336 69.560 74.347 77.738

SAR size
6 65.298 73.606 77.660 80.308
7 64.082 72.486 76.825 79.342
8 62.225 70.805 75.508 77.902
9 60.219 69.188 74.096 76.780
10 58.030 67.402 72.296 75.168

Feature combination - 85.010 89.448 85.006 92.080

Table 3.2: Results of the experiments on the UMD data set as function of the number of
training samples.
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Features
Parameters Classification Rates (%)

5 10 15 20

First order statistics - 40.536 44.465 44.108 48.548
GLCM Θ d level

0◦, 45◦, 90◦, 135◦ 1 256 53.817 62.269 66.761 69.642
GLRLM Θ

0◦ and 90◦ 26.180 28.850 30.777 31.804
Autocorrelation - 29.893 35.220 38.752 40.988
Fourier spectrum - 13.750 13.445 13.475 13.400
Wavelets basis

db4 26.216 30.341 32.979 34.392
db8 25.229 28.833 31.216 36.172

Gabor filters scale Θ
5 8 50.961 59.352 65.110 69.861

Texture unit - 22.948 24.780 24.899 25.328
TFCM ∆ d

0 1 24.461 27.244 28.484 29.060
0 2 24.340 27.032 28.123 28.552
0 3 24.667 27.521 28.827 29.296
0 4 25.056 27.872 29.505 29.956
0 5 25.012 27.797 29.377 29.980
1 1 27.342 31.424 33.038 34.446
1 2 27.157 31.380 33.168 34.462
1 3 27.248 31.549 33.372 34.900
1 4 27.429 31.552 33.558 34.948
1 5 27.419 31.656 33.673 35.056

LBP - 41.712 44.681 49.272 53.489
ILBP - 44.808 51.737 54.765 61.327

CCR

window
3 34.427 40.752 44.361 46.748
4 34.420 40.774 44.388 46.802

Granulometry

kernel size step
5 1 40.934 50.266 55.366 59.238
5 2 41.737 50.701 55.651 59.210
10 1 44.481 54.433 59.750 63.980
10 2 44.556 54.321 59.691 63.746
15 1 45.594 56.154 61.604 65.610
15 2 46.196 56.933 62.395 66.306
20 2 47.024 57.821 63.276 67.252
25 2 48.353 58.924 64.592 68.674

MRF order
0 19.356 20.448 20.780 21.274
1 27.438 30.637 32.484 34.284
2 30.004 35.129 38.057 40.204
3 28.581 33.844 36.851 39.032

SAR size
6 28.217 33.912 37.190 39.842
7 26.138 31.278 34.054 36.672
8 23.667 28.228 30.715 33.254
9 21.825 25.605 27.838 30.184
10 20.158 23.432 25.054 27.072

Feature combination - 54.807 63.921 68.683 71.842

Table 3.3: Results of the experiments on the UIUC data se as function of the number of
training samples.
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Features Parameters Classification Rates (%)

First order statistics - 44.675
GLCM Θ d level

0◦, 45◦, 90◦, 135◦ 1 256 94.444
GLRLM Θ

0◦ and 90◦ 63.888
Autocorrelation - 76.620
Fourier spectrum - 14.814
Wavelets basis

db4 78.703
db8 80.092

Gabor filters scale Θ
5 8 92.592

Texture unit - 32.638
TFCM ∆ d

0 1 67.129
0 2 64.583
0 3 62.037
0 4 63.194
0 5 62.735
1 1 72.685
1 2 71.759
1 3 71.759
1 4 68.750
1 5 71.527

LBP - 96.527
ILBP - 97.916

CCR

window
3 80.787
4 80.787

Granulometry

kernel size step
5 1 93.518
5 2 93.750
10 1 94.444
10 2 93.518
15 1 91.203
15 2 91.666
20 2 91.435
25 2 88.657

MRF order
0 30.324
1 61.574
2 74.074
3 83.564

SAR size
6 80.787
7 71.990
8 66.435
9 61.111
10 58.564

Feature combination - 99.768

Table 3.4: Results of the experiments on the VisTex data set.
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Features Parameters Classification Rates (%)

First order statistics - 51.205
GLCM Θ d level

0◦, 45◦, 90◦, 135◦ 1 256 83.147
GLRLM Θ

0◦ and 90◦ 59.703
Autocorrelation - 40.265
Fourier spectrum - 10.441
Wavelets basis

db4 52.513
db8 49.181

Gabor filters scale Θ
5 8 84.912

Texture unit - 25.995
TFCM ∆ d

0 1 44.789
0 2 42.053
0 3 42.121
0 4 39.188
0 5 37.862
1 1 43.152
1 2 40.591
1 3 39.471
1 4 37.242
1 5 37.135

LBP - 89.044
ILBP - 82.091

CCR

window
3 69.353
4 69.523

Granulometry

kernel size step
5 1 89.266
5 2 87.428
10 1 87.376
10 2 87.007
15 1 86.723
15 2 86.576
20 2 85.139
25 2 83.713

MRF order
0 20.692
1 30.857
2 41.658
3 42.629

SAR size
6 49.555
7 45.338
8 41.378
9 35.777
10 31.605

Feature combination - 93.922

Table 3.5: Results of the experiments on the OuTex data set.
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3.4 Conclusions

Texture information plays an important role in several domains, such as image segmenta-

tion, image classification, content-based image retrieval, scene recognition, video analysis,

among others. Although several texture descriptors have been proposed in the literature,

the formal definition of texture in images is still a complex task.

This work presented and compared a set of texture descriptors to assess their suitability

for texture classification. Statistical, signal processing, geometrical, and parametric model

approaches are used to extract texture features from the images.

Experiments demonstrated that feature descriptors such as ILBP, LBP, Gabor filters,

GLCM and granulometry present consistently high classification rates in different data

sets. Furthermore, the combination of features, formed by the concatenation of them

together, produced superior results in terms of classification rate when compared to the

use of the features individually.



Chapter 4

Multi-Scale Gray Level

Co-Occurrence Matrices for Texture

Description

Preamble

Texture information plays an important role in image analysis. Although

several descriptors have been proposed to extract and analyze texture, the

development of automatic systems for image interpretation and object recog-

nition is a difficult task due to the complex aspects of texture. Scale is an

important information in texture analysis, since a same texture can be per-

ceived as different texture patterns at distinct scales. Gray level co-occurrence

matrices (GLCM) have been proved to be an effective texture descriptor. This

paper presents a novel strategy for extending the GLCM to multiple scales

through two different approaches, a Gaussian scale-space representation, which

is constructed by smoothing the image with larger and larger low-pass filters

producing a set of smoothed versions of the original image, and an image

pyramid, which is defined by sampling the image both in space and scale. The

performance of the proposed approach is evaluated by applying the multi-scale

descriptor on five benchmark texture data sets and the results are compared

to other well-known texture operators, including the original GLCM, that

even though faster than the proposed method, is significantly outperformed

in accuracy.

37
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4.1 Introduction

Texture can be characterized by regular or random patterns that repeat over a region [102].

As one of the most important features for image analysis, texture provides information

regarding structural arrangement of surfaces or changes in intensity or color brightness.

Despite the accuracy of the visual human system to recognize textures, it is a complex

task to define a set of textural descriptors for image analysis on different domains of

knowledge. The large number of definitions and descriptors found in the literature reflects

such difficulty [40,59,80–84,99,112,113,127].

Although there is no unique categorization of the main relevant methods for texture

description, they can be classified as statistical approaches, signal-processing based ap-

proaches, geometrical approaches, and parametric-model based approaches [116].

Among the statistical approaches, gray level co-occurrence matrices (GLCM) have

been proved to be a very powerful texture descriptor used in image analysis. However, a

drawback of the original GLCM is its limited capability of capturing texture information

at multiple scales.

In many descriptors, it is assumed that texture information is fixed at a specific image

resolution. The discriminative power of texture descriptors can be significantly improved

if different scales are considered among the images during the descriptor extraction.

This work presents a novel scheme for extending the GLCM to be more robust under

scale variation. Two different multi-scale representations are used in the extension of

the descriptor. The performance of the proposed approach is evaluated by applying the

multi-scale descriptor on five benchmark texture data sets and the results are compared

to other powerful texture operators.

The paper is organized as follows. Section 4.2 presents some relevant concepts and

work related to texture descriptors. Section 4.3 describes the proposed multi-scale texture

descriptor. Experimental results are shown in Section 4.4. Finally, Section 6 concludes

the paper with final remarks.

4.2 Related Work

The development and analysis of low-level feature descriptors have been widely consid-

ered in the past years. Among the vastly employed methods are the scale-invariant feature

transform (SIFT) [65], speeded up robust feature (SURF) [8], histogram of oriented gra-

dients (HOG) [24], gradient location and orientation histogram (GLOH) [71], region co-

variance matrix (RCM) [117], edgelet [125], gray level co-occurrence matrix (GLCM) [41],

local binary patterns (LBP) [76], color correlogram (CCG) [48], color coherence vectors

(CCV) [85], color indexing [110], steerable filters [32], Gabor filters [51], and shape con-
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text [9]. Furthermore, several works comparing different feature descriptors can be found

in the literature [71,98,132].

Some descriptors have taken scale changes into account. For instance, extensions of

LBP have been proposed to make it a more effective texture descriptor. One exten-

sion is the multi-resolution LBP (MLBP) [77], which uses pixel neighborhood of dif-

ferent sizes. Another extension represents LBP descriptors in Gabor transform domain

(LGBP) [133]. A third variation extends LBP to pyramid transform domain (PLBP) [94].

PHOG [13] represents an image with histograms of orientation gradients over spatial

pyramids. HWVP [95] represents texture information of an image through a hierarchical

wavelet packet transform. GIST [114] is a high dimensional descriptor that represents

texture information with filtering based on oriented multiple scale.

Low-level descriptors are designed to focus in visual characteristics such as texture,

shape and color. Since this paper proposes a multi-scale extension of the texture-based

method GLCM, we review approaches to extracting textural information. Section 4.2.1

describes a set of texture-based feature descriptors. Then, Section ?? reviews the GLCM

method and its extensions.

4.2.1 Texture Descriptors

Many approaches to extracting textural information have been proposed in the litera-

ture, including gray level co-occurrence matrices [41], gray level run length matrices [34],

wavelet transforms [119], Gabor filters [27], texture unit [42], local binary patterns [76],

texture feature coding method [45], coordinated clusters representation [57], granulome-

try [39], Markov random fields [22], and simultaneous autoregressive models [68]. This

section reviews those approaches that have achieved accurate results in texture classifi-

cation [28, 98, 107, 131]. These descriptors are then compared to the proposed method

during the experimental validation (Section 4.4).

As previously discussed in Chapter 3, there are many different texture descriptors

that achieve high detection rate. In this work, LBP, GLCM, Gabor and Granulometry

are used to compare the results against the proposed multi-scale extension of GLCM.

Several variations of the original version of the GLCM have been proposed. Focusing

on optimization, Clausi and Jernigan [21] employ linked lists exploiting the sparsity of

the co-occurrence matrices to reduce the computation time; Tahir et al. [111] propose the

use of Field Programmable Gate Arrays (FPGA) to accelerate the calculation of GLCM

and Haralick texture features, achieving speed-up of 9 times.

Extensions of the GLCM have been proposed. To increase the discriminability of the

descriptors, Gelzinis et al. [36] extract descriptors considering simultaneously different

values for parameter d. Walker et al. [122] have proposed to form co-occurrence matrix-
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based features by weighted summation of GLCM elements from areas presenting high

discrimination. Furthermore, addition of color information has also been considered for

co-occurrence matrices [10].

Multi-scale analysis has also been performed using the GLCM. Hu [47] and Pacifici

et al. [79] consider multiple scales by changing the window size from which the GLCM

descriptors are extracted. Rakwatin et al. [97] propose that the image be rescaled to

different sizes, extracting co-occurrence descriptors from each size. Nguyen-Duc et al. [72]

have obtained improved results on content-based image retrieval employing a combination

of contourlet transform [29] and GLCM. First, the contourlet transform is performed for

four subbands of the image, then the GLCM features are extracted from each one.

Differently from previous works that have addressed multiple scales for GLCM, this

paper exploits two approaches to performing the multi-scale analysis on the images: pyra-

mid decomposition and Gaussian smoothing. Furthermore, five strategies to combine the

descriptors extracted from each scale are considered and evaluated.

4.3 Multi-Scale Gray Level Co-Occurrence Matrix

Two common multi-resolution representations are Gaussian smoothing and pyramid de-

composition [64]. Gaussian smoothing is a space-scale representation, where a sequence

of images at different levels of space-scale are built with variable kernel sizes. In pyramid

representation, the original image is progressively reduced at each level of the pyramid.

Pyramid images can be generated by applying the Gaussian smooth filtering, Laplacian

operator, low-pass filters of wavelet transform, among other schemes.

The use of multiple scales can improve the discriminative power of texture descriptors,

since they are able to extract information that could not be present in certain scales. This

work proposes an extension of the gray level co-occurrence matrix (GLCM) to multiple

scales using the Gaussian smoothing and pyramid decomposition to generate a number

of image representations of the original image.

The co-occurrence matrix is created at each level of resolution, resulting in several

scales. Features extracted from GLCM are then combined into a single feature descriptor.

All features are extracted from images in grayscale, that is, color data sets are converted

into grayscale before their extraction. Figure 4.1 illustrates the main steps of the multi-

scale approaches.

Once the features are extracted from each scale, it is necessary to combine them in a

manner to take advantage of the multiple scale information. To achieve that, five different

combination strategies are proposed to merge the features.

The first one, referred to as concatenation, is a simple union of the scales, that is,

features extracted from each scale are concatenated in a single feature vector that contains
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combine the values of corresponding elements of each scale. Each scale will be assigned

with decreasing weight of value 1/2k, where k is the number of the current scale.

4.4 Experimental Results

This section describes and discusses the results obtained through the evaluation of the

feature descriptors applied to texture classification. All experiments ere conducted on an

Intel Core i7-2630QM processor, 2.2 GHz with 8 GB of RAM running 64-bit Windows

operating system. The method was implemented using C++ programming.

We consider five texture data sets: UIUC [60], UMD [118], Brodatz [15], OuTex [74]

and VisTex [121]. All data sets were used to estimate and evaluate the parameters em-

ployed to assess the effectiveness of the proposed multi-scale feature descriptor for texture

classification.

Section 4.4.1 presents a brief explanation of each data set used in our experiments and

the classification protocols employed. In Section 4.4.2, we describe the parameter values

used for each method. Then, evaluations of the proposed approach and comparisons to

other feature extraction methods are presented and discussed in Section 4.4.3.

4.4.1 Data Sets

This section describes the main characteristics of the five data sets used in our experi-

ments, such that four of them (UMD, UIUC, VisTex and OuTex) were detailed in Chap-

ter 3 with the addition of the Brodatz data set.

Brodatz Data Set

The Brodatz [15] photo album is a widely used texture data set, often treated as a bench-

mark for texture classification. It contains 111 different texture classes with 512 × 512

pixels, which are subdivided to compose several classes. The test suite Contrib TC 00004

is used in this work (available at the OuTex site [78]). It is composed of 2048 images of

64 × 64 pixels divided equally among 32 classes. Ten combinations for training and test

are considered for this suite. Figure 4.2 shows a mosaic containing samples of Brodatz

data set.

4.4.2 Experimental Setup

For all experiments, the nearest neighbor classifier is applied after all variables are nor-

malized to present zero mean and unit variance to reduce potential predominance among

values of distinct features. In addition, Principal Component Analysis (PCA) is applied
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Figure 4.2: Examples of texture samples extracted from Brodatz data set [15].

to avoid dimensionality issues – the estimation of the best dimensionality is performed

by cross-validation and it is allowed to vary between 5 and 40 dimensions. The dimen-

sionality which achieved the best classification rate for the data set was determined and

chosen, whose values are presented in Table 4.4.

A subset of 12 descriptors from the original 14 descriptors described in Section ?? is

considered for the GLCM: angular second moment, contrast, correlation, sum of squares,

inverse difference moment, sum average, sum variance, sum entropy, entropy, difference

variance, difference entropy and maximal correlation coefficient. Co-occurrence matrices

for four orientations are computed (0o, 45o, 90o and 135o) and used to compose the feature

vector with 48 dimensions (12 per orientation).

The values for parameters d and the number of bins for the GLCM are experimentally

estimated to be 1 and 256, respectively (these values are used throughout the experi-

ments). Table 4.1 shows the parameter estimation. According to the table, the higher the

number of bins, the better are the results for most data sets. However, the displacement

parameter d has not presented the same behavior. For data sets with larger samples

such as UMD and UIUC, larger values of the displacement provide better results, while
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the opposite behavior takes place in data sets with samples with small size (VisTex and

OuTex).

Regarding the remaining feature descriptors that will be considered in the comparison,

for the granulometry we used kernel size equal to 25 and step equal to 2 in UIUC and

UMD data sets, and kernel size equal to 5 and step equal to 1 for the remaining data

sets, which leads to feature vectors with 104 and 40 dimensions, respectively. In Gabor

filters, we used 8 orientations and 5 scales, generating 40 filters for convolution. For each

filtered image, two measures were extracted (mean and standard deviation), which lead

to 80 descriptors. The LBP and ILBP were used with their standard configuration and

the resulting feature vectors have 256 and 512 dimensions, respectively.

4.4.3 Evaluations and Comparisons

We have evaluated the number of decomposition levels, approaches used to decompose the

images into multiple scales, and strategies for combining the feature descriptors extracted

from different scales. The results are shown in Tables 4.2 and 4.3. According to them, the

scale decomposition based on Gaussian smoothing has provided higher classification rates

for all data sets and the most significant difference occurs with the OuTex data set (84.61%

with Pyramid decomposition and 89.50% with Gaussian smoothing). This is because the

small sample size for this data set associated with the pyramid decomposition results

in the computation of the GLCM for very small images, resulting, therefore, on sparse

matrices. The Gaussian smoothing decomposition is considered during the comparison to

other methods.

Tables 4.2 and 4.3 also evaluate five approaches to combine the descriptors extracted

from each scale. According to the results, three approaches have achieved higher classifi-

cation rates: local normalization, normalization based on corresponding descriptors, and

simple concatenation without normalization. The combination strategy, based on reduc-

ing the weight of the descriptors extracted from smaller scales, showed a weak performance

(meaning that the importance of all scales should be equally considered). The combina-

tion strategy that achieved the best results for each data set is used in the comparisons

to other methods.

Finally, comparisons among the proposed multi-scale feature descriptor with other

well-known methods for texture analysis are shown in Table 4.4. For the UMD and UIUC

data sets, we show the results when a different number of samples are used for training (as

indicated in the second column). The remaining datasets follow the protocols described

in Section 4.4.1.

There are important observations that can be made according to the results shown in

Table 4.4. First, significant improvements have been achieved for all data sets when the
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Data Set d
Bins

8 16 32 64 128 256

UMD

1 90.07 90.86 91.60 91.62 91.29 91.56

2 91.49 92.36 92.66 92.44 92.17 92.01

3 91.90 92.60 92.68 92.52 92.59 92.78

UIUC

1 65.15 67.23 68.23 68.21 68.83 71.38

2 71.44 72.47 71.55 72.26 72.27 73.01

3 73.70 75.67 75.56 75.06 74.16 75.53

Brodatz

1 67.06 70.46 72.27 74.24 75.63 76.28

2 73.37 76.69 78.30 78.58 77.97 77.80

3 65.30 70.31 72.68 76.13 74.59 73.83

VisTex

1 93.75 93.98 93.52 93.75 93.98 94.44

2 93.98 93.52 92.82 92.82 93.52 93.29

3 90.74 90.97 90.51 90.97 91.20 91.20

OuTex

1 77.56 78.39 81.18 80.98 82.22 83.02

2 78.56 78.13 79.83 79.92 80.75 82.19

3 77.08 75.61 77.07 76.86 78.35 80.00

Table 4.1: Parameter estimation for all data sets considering single scale GLCM (20 train-
ing samples were considered for UMD and UIUC data sets). The results show classification
rates, in percentages.

multi-scale GLCM is employed, compared to the original approach. Second, considering

the other methods in the literature, the proposed approach achieved the best classification

rates on three out of the five tested data sets. Furthermore, it is also important to point

out that the most significant improvements were achieved on data sets presenting samples

with large sizes (UMD and UIUC), in which more information can be captured by a multi-

scale approach. Finally, although the Gabor filters also perform multi-scale analysis, the

classification rates are not as high as the ones achieved by the proposed approach.

Table 4.5 shows the computational time required for each feature in all tested data

sets. It can be observed that multi-scale GLCM takes more time than its single-scale

version, which is expected since that the GLCM has to be computed in every level of the

pyramid in the proposed method.
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Data Set Scales
Combination Approach

Local L + G Corresponding Weighted Concatenation

UMD

2 90.84 88.27 92.81 91.67 93.03

3 88.26 88.14 95.28 91.74 94.07

4 89.88 89.88 94.65 91.77 94.52

UIUC

2 71.82 68.91 68.35 70.60 75.38

3 72.18 72.18 71.93 70.99 79.02

4 73.19 73.99 71.07 72.12 80.37

Brodatz

2 68.27 68.27 67.45 67.80 68.03

3 65.77 65.77 64.10 66.72 61.81

4 58.13 58.13 52.08 60.56 53.18

VisTex

2 90.28 90.28 86.11 93.98 94.68

3 90.05 90.05 80.79 93.06 94.91

4 87.04 87.04 68.98 93.75 92.59

OuTex

2 84.61 84.61 73.79 83.26 84.29

3 82.28 82.28 70.94 82.22 82.44

4 76.66 76.66 67.47 82.01 74.33

Table 4.2: Classification rates (%) achieved when the pyramid decomposition is considered
for the GLCM and multiple approaches for feature descriptor combination are employed,
as described in Section 4.3 (due to limited space, we used the term L+G, which means
local followed by global normalization).

Data Set Scales
Combination Approach

Local L + G Corresponding Weighted Concatenation

UMD

2 92.40 88.33 90.59 91.99 93.25

3 88.25 88.25 93.89 92.29 94.28

4 88.46 88.46 95.28 92.42 94.94

UIUC

2 80.08 80.08 81.88 81.74 81.02

3 80.13 80.13 81.79 81.88 81.85

4 81.88 81.88 81.74 81.88 81.79

Brodatz

2 80.82 80.82 86.37 73.50 81.82

3 81.21 81.21 87.07 76.45 83.48

4 81.29 81.29 87.19 77.71 83.05

VisTex

2 94.44 91.20 94.21 94.21 96.06

3 91.90 91.90 93.98 93.52 95.14

4 91.90 91.90 96.06 93.06 95.37

OuTex

2 88.71 88.71 84.98 84.56 88.30

3 89.50 89.50 87.09 84.94 88.75

4 89.33 89.31 87.36 84.65 88.38

Table 4.3: Classification rates (%) achieve when the Gaussian smoothing is considered for
the GLCM and multiple approaches for feature descriptor combination are employed, as
described in Section 4.3 (due to limited space, we used the term L+G, which means local
followed by global normalization).
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Data Set

Feature Extraction Method

Samples
LBP ILBP Gabor Granulometry

GLCM

original multi-scale

UMD

5 72.5 73.3 75.7 75.4 83.1 85.2

10 81.5 81.3 82.3 83.8 88.7 91.2

15 85.4 85.0 84.9 88.0 91.1 93.5

20 88.1 87.4 88.1 90.6 92.7 95.2

UIUC

5 41.7 44.8 51.0 48.3 58.9 65.1

10 44.6 51.7 59.4 58.9 68.5 74.4

15 49.2 54.7 65.1 64.5 72.7 78.9

20 53.4 61.3 69.9 68.6 75.6 81.7

Brodatz - 87.1 89.4 89.4 88.8 78.3 87.2

VisTex - 96.5 97.9 92.6 94.4 94.4 96.0

OuTex - 89.0 82.0 84.9 89.2 83.1 89.4

Table 4.4: Texture classification results achieved by multiple texture descriptors for differ-
ent data sets. The second column indicates the number of samples used during training
for the UMD and UIUC data sets. The results show classification rates in percentage
(values vary from the previous analysis due to different parameter variation used in these
experiments).

Data Set

Feature Extraction Method

LBP ILBP Gabor Granulometry
GLCM

original multi-scale

UMD 94.86 105.85 4568.99 9979.91 135.84 633.43

UIUC 24.95 27.21 1371.59 2536.75 39.35 183.10

Brodatz 0.78 0.88 110.12 68.51 12.30 56.05

VisTex 1.95 2.14 95.17 116.60 8.05 32.16

OuTex 1.89 3.96 297.94 79.20 41.66 180.49

Table 4.5: Computational time (in seconds) required to perform the feature extraction.
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4.5 Conclusions

This paper describes an extension of the GLCM texture descriptor to multiple scales based

on a Gaussian smoothing approach and a pyramid decomposition. Features extracted

from GLCM at different scales are combined and evaluated for each multi-resolution

representation.

The performance of the proposed approach is evaluated by applying the multi-scale

descriptor on five benchmark texture data sets and the results are compared to other

well-known descriptors for texture analysis.

Although the pyramid decomposition showed improvement on the results in some

cases, such enhancement was not kept by adding more scales in all datasets. We believe

this behavior occurs due to the small sample size. Such behavior is consistent with the

results obtained in the high resolution data sets, which showed more significant improve-

ments. On the other hand, Gaussian smoothing presented better results for every added

scale, achieving better performance.

The strategy for the scales that achieved the best results was the combination of cor-

responding elements, probably due to the distinct information obtained with the GLCM

descriptor, where every single feature has a very different value. However, no conclusion

can be drawn regarding the use of combination in a generic way.

The proposed Gaussian smoothing multi-scale approach to GLCM achieved significant

improvements, outperforming single-scale GLCM in all tested data sets.



Chapter 5

Adaptive Detection of Human Skin

in Color Images

Preamble

Detection of human skin has several practical applications in image and

video processing fields, such as face detection, image indexing, gesture recogni-

tion, and nudity detection. The purpose of a human skin detection method is

to distinguish image portions between skin and non-skin regions. Many exist-

ing approaches in the literature are based on features that explore information

of color, shape and texture in the images. Furthermore, several skin detection

methods do not produce satisfactory results since they classify image regions

based on fixed thresholds and are sensitive to illumination conditions. This

paper describes a method for adaptive detection of human skin in images based

on a normalized lookup table. The resulting probability map is used to de-

tect skin and non-skin regions, which are refined through texture descriptors.

Experimental results show the effectiveness of the proposed method.

5.1 Introduction

Detection of human skin has applications in several areas, such as face recognition, gesture

analysis, nudity detection, person tracking, content-based image retrieval, among others.

The presence of people in an image or a video scene can be evidenced by finding skin

regions.

Automatic skin detection is a challenging task, especially under varying illumination

and partial occlusions [88]. Another inherent difficulty is that skin tones can significantly

vary across individuals. Several methods found in the literature are based on fixed thresh-
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olds [20, 35] and are sensitive to geometric variations of skin patterns and are not robust

to image resolution changes.

This paper describes and evaluates an adaptive human skin detection method based

on a normalized lookup table, whose resulting probability map is used to detect skin and

non-skin regions in the images. Such regions are then refined through texture descriptors.

Experiments are conducted to apply the methodology to several images and results show

the effectiveness of the proposed method.

The text is organized as follows. Section 5.2 presents the main concepts and work

related to skin detection. Section 5.3 describes the proposed method for adaptive detection

of human skin. Experimental results are shown in Section 5.4. Finally, Section 6 concludes

the paper with final remarks.

5.2 Background

Several methods for skin detection have been proposed in the literature [55]. They can

be categorized as pixel-based and region-based approaches. Pixel-based methods classify

each pixel as skin or non-skin without considering its neighborhood, whereas region-

based methods explore the spatial organization of neighbor skin pixels to improve the

skin detection process. Comprehensive surveys on skin color modeling and skin detection

can be found in the literature [55,93,120].

A skin color model is commonly used to identify if a pixel or region is skin or non-skin.

Various color spaces have been used in skin detection, such as RGB [53, 126], HSV [12],

CIE Lab [19], CIE Luv [128], YES [100] and YCbCr [20,123].

Zarit et al. [130] compared five color spaces and two non-parametric methods for

skin modeling. Shin et al. [105] examined eight color spaces applied to skin detection.

Albiol [3] presented a theoretical proof that there is an optimum skin detector for every

color space such that all skin detectors have the same performance. Brand and Mason [14]

evaluated three skin color modeling strategies. Lee and Yoo [61] compared two most

popular parametric skin models in different chrominance spaces.

Brown et al. [16] proposed a statistical model for skin color distribution based on a

Self-Organizing Map (SOM). Sigal et al. [106] used a Markov model with adaptive color

histogram to calculate the skin color distribution. Yang and Ahuja [128] described the use

of expectation-maximization (EM) technique applied to Gaussian mixture models (GMM)

for skin detection.

In contrast with methods described previously, the proposed method detects skin

regions in the images through three consecutive stages, where each step is improved with

the previous one. Measures of color, homogeneity and texture are taken into the account

along the skin detection process.
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5.3 Methodology

In this section, we present the process proposed to detect skin in images. The proposed

approach is based not only of color information as traditional skin detection methods, but

also on homogeneity and texture information to perform a more accurate detection.

First, we create a normalized lookup table (LUT) [53]. This is done by collecting

measures of skin and non-skin pixel color samples and arranging them in a normalized

histogram. This histogram provides a probability indicating how likely each pixel is skin or

non-skin, such that a probability map is created to the entire image. With the application

of a proper threshold, this map can be used to detect whether each pixel is skin or not.

To make the detection process more adaptable and achieve better results, a measure

of how homogeneous is the detected region is evaluated since human skin regions tend

to be more homogeneous than other types of surfaces [90]. Thus, the achieved results

are maintained in an assessment of how homogeneous every region is according to the

probability map, that is, regions that are not considered homogeneous are discarded,

whereas homogeneous regions are grown as long as they remain homogeneous and then

used in the output.

Finally, after considering two skin properties, color and homogeneity, the detection

process is refined by taking texture information into account. Figure 5.1 shows the main

stages of the proposed method.
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Figure 5.1: Diagram with the main stages of the skin detection process.



5.3. Methodology 53

5.3.1 Construction of Human Skin Color Model

To formulate the skin color model, we used patches of several images collected from the

Internet. These patches were manually selected in skin and non-skin groups. Several

non-skin samples were extracted from the Caltech image dataset [58].

Color histograms were constructed through both the skin and non-skin groups of

images. RGB images were used to construct these histograms, each pixel forms a vector

[RGB] which is translated to the lookup table as

H([RGB]) = H(R + [G ∗ 256] + [B ∗ 256 ∗ 256]) (5.1)

To find a probability of a pixel being in each group

P ([RGB]) =
H([RGB])

|H|
∑

n=1

H(n)

(5.2)

For every test image, we use a threshold t and the LUT to classify the image as

follows [33]

if
P (pixel | skin)

P (pixel |¬ skin)
≥ t then P is labeled as skin (5.3)

where P (pixel | skin) is the probability of a pixel containing skin (informed by the his-

togram of the skin group) and P (pixel |¬ skin) is the probability of a pixel being in the

non-skin group.

5.3.2 Selection of Homogeneous Regions

The LUT produces as an output a color map with the likelihood of every pixel being skin

or not skin [90]. At this point, we select an initial threshold such that, if the probability

of a point in the map is greater than the threshold, then it is labeled as skin, otherwise

it is labeled as non-skin. Then, we create a black and white representation of the image

(black being non-skin and white being skin). This gives us several skin-labeled connected

components which will form a region. For each region of the image, we apply the following

steps:

- if the region is smaller than a given threshold, it is discarded (the threshold size

varies with the size of the image).

- while the region is not homogeneous, the threshold is increased by 10%.
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- when a homogeneous region is found, we then dilate this selected image portion

using a 3×3 square structure element as long as it remains homogeneous and is still

smaller than the bounding box of the region.

- this homogeneous region is added to the skin list.

A region of the image is assigned as homogeneous if it has the following properties [90]:

(σ < St) AND ((
Ne

Nd

≤ NdT ) OR (
Ne

Ns

≤ NsT )) (5.4)

where σ is the standard deviation of the pixel colors in the region, Ne is the number of

edge pixels (found by using Sobel detector [38] in the entire input image) inside the region

(boundary pixels are excluded), Ns the is number of skin pixels in the region and Nd is

the maximum dimension of the region bounding box (either width or height, whichever

is the largest). St, NdT and NsT are thresholds empirically chosen in the experiments, as

detailed in Section 5.4.

5.3.3 Refinement with Texture Descriptors

After the previously described process has been applied to the images, we use a classifier

trained to detect skin textures. The training was conducted on a Quadratic Discriminant

Analysis (QDA) classifier [62] with the same images used to create the LUT histograms.

To perform the tests, we used a small window (32×32) sliding through the image,

assigning how likely each window is of containing skin, creating a skin likelihood map.

Then, we used a varying threshold to check the accuracy of the classification results.

5.4 Experimental Results

The experiments were performed by applying the proposed methodology described in

Section 5.3. For the training of both normalized lookup table (LUT) [53] and quadratic

discriminant analysis (QDA) classifier [62], we used randomly selected samples from the

Internet and images extracted from the Caltech image dataset [58].

To form the homogeneity measure, the following variations of the parameters were

employed: 35, 40 and 45 for St , 1.5, 2.5 and 3.5 for Ndt and 0.02, 0.12 and 0.22 for Nst.

For the Sobel filter, we used the following thresholds: 20, 90, 160 and 230. We discarded

any region that is smaller than a threshold in a range of 250, 500, 750 and 1000, varying

with the size of the image (larger images used higher values).

The tests were conducted on the MCG skin-dataset [49], which contains 1000 images

containing humans with skin exposure. The authors provide a ground truth for evaluation
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purposes. Each image was applied to the proposed method, producing an output that

was compared against the ground truth. True positive and false positive rates were

computed, such that the best combinations for each of the parameters were selected in a

small subgroup of the original dataset, then applied to the full one. The values are shown

in Table 5.1.

Textures 1 2 3 4 5 6

Ndt 1.5 2.5 3.5 1.5 2.5 3.5

Nst 0.22 0.22 0.22 0.02 0.02 0.02

Sobel threshold 20 20 20 90 90 90

St 40 40 45 45 45 40

True Positive Rate 67.14% 73.86% 77.81% 84.59% 85.50% 88.22%

False Positive Rate 13.08% 15.10% 16.78% 19.37% 20.62% 23.18%

Table 5.1: Values of the most distinguishable parameter combinations.

Figure 5.2 illustrates the results by applying the proposed method to three different

image samples. In the first row, it is possible to see that the result after applying the

texture descriptors was not improved in relation the result obtained with skin color model

and selection of homogeneous regions. On the other hand, in the second and third rows,

the texture descriptors improved the result obtained in the previous stage, which increases

the accuracy of the classifier.

Finally, to conduct the experiments with the texture classifier, the following parame-

ters were used: St = 40, Sobel threshold = 90, Nst = 0.02 and Ndt = 3.5. This parameter

combination produced the best true positive values, subjected to further refinement.

We assessed three different texture descriptors: Local Binary Patterns (LBP) [76],

Grey Level Co-occurrence Matrices (GLCM) [41] and a Multiscale GLCM [108]. A thresh-

old was used to build the likelihood map into skin and non-skin regions. This threshold

was sampled between -30 and 7 (minimum and maximum likelihood, respectively), each

sample providing a binary image compared to the ground truth to produce true and false

positive measures, where several points were collected from each measure. Figure 5.3

shows a comparison among these textures detections along with the results obtained by

not using any texture detection. According to the results, while the LBP feature descriptor

achieved the lowest results, the remaining approaches showed similar performances.
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(a) original image (b) ground truth (c) before texture de-
scriptors

(d) after texture descrip-
tors

(e) original image (f) ground truth (g) before texture de-
scriptors

(h) after texture descrip-
tors

(i) original image (j) ground truth (k) before texture de-
scriptors

(l) after texture descrip-
tors

Figure 5.2: Results for two samples of images. (a), (e) and (i) original images; (b), (f) and
(j) ground truth of the images; (c), (g) and (k) results after applying skin color model and
selecting homogeneous regions; (d), (h) and (l) probability maps after applying texture
descriptors.
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Figure 5.3: Results after applying different texture descriptors.

5.5 Conclusions and Future Work

This paper presented an adaptive human skin detection method based on a probability

map used to detect skin and non-skin regions.

It was experimentally found that the texture stage has the potential to make some

improvements on the results. However, in images that already presented high detection

rate after the detection of homogeneous regions, the texture stage caused negative effect.

The reason for that is probably due to the training process that was not sufficient to

promote accurate distinction between region and non-regions. The training with a broader

spectrum of skin images can improve the results.

As future directions, we intend to increase the number of training texture samples as

an attempt to decrease the negative effect on some images and also improve the proposed

method through a face detection process to adaptively enhance the skin color model to

each image under different illumination conditions.



Chapter 6

Conclusions and Future Work

Several applications in image and video processing, such as image segmentation, image

classification, content-based image retrieval, scene recognition, video analysis, among oth-

ers, are based on the use of image descriptors, in particular, texture descriptors. Despite

the large number of texture descriptors proposed in the literature, the definition of texture

in images remains a challenging task.

The main objective of this work was to propose an enhancement to texture descriptors

based on multi-scale approach. To address such task, we first conducted an investigation

on texture descriptors. A detailed analysis was conducted on several descriptors, both

at single and multiple scales, ranging various approaches: statistical, signal processing,

geometrical and parametric models.

Experimental results demonstrated that ILBP, LBP, Gabor filters, GLCM and granu-

lometry texture descriptors consistently presented high classification rates under various

data sets. Moreover, the combination of features, formed by the concatenation of all the

tested features together, produced superior results in terms of classification rate when

compared to the features individually.

Furthermore, an extension to multi-scale was proposed for a well known and widely

used texture descriptor, the GLCM, by considering two variants, the Gaussian smoothing

and the pyramid decomposition. The first one is based on applying several layers of

Gaussian smoothing and combining them in each image, whereas the latter is based

on re-scaling the image size and extracting information from every size and combining

the results through the use of several methods: concatenation, local, local + global,

normalization of corresponding features, and a weighted mean.

The performance of the proposed approach, as well as all its variants, was evaluated by

applying the descriptor to five benchmark texture data sets. The results were compared

with the best texture descriptors described previously. The proposed multi-scale pyramid

decomposition approach did not prove to be effective with the addition of more scales,
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apparently due to the small size of the new scales. For datasets with high resolution

images, the gain was superior when every scale was added. On the other hand, the

Gaussian smoothing technique proved to boost the results with the increment of new

scales, providing significant improvements on all tested data sets over the single-scale

version.

For all the tested combinations, the normalization of corresponding features produced

superior results, probably due to the distinctness of the information contained in the

GLCM feature vector, where every single feature has a very different value than its coun-

terparts.

Finally, the proposed extension to multiple scales was employed as a step in an adap-

tive human skin detection technique based on a color probability map in order to verify

its effectiveness. It was experimentally demonstrated that this stage can provide improve-

ments on several images, however, it failed to provide significant distinction, probably due

to the nature of the images employed in the skin detection process, which are pictures

taken from a certain distance and usually with not such a good quality in details.

As future directions, we intend to investigate a different approach to incorporating

multiple scales to GLCM by varying the distance used to generate the matrix in a single

image and also test the multi-scale approach on a remote sensing context to verify its

adaptability. We also plan to create a new set of images that is inherently composed of

multiple scales for the same texture object to confirm the adaptability of these features

in a multiple scale environment. Finally, the skin detection method could be improved

by training more samples of skin and non-skin, as well as by using face detection to

adaptively enhance the skin color model according to the image, which will provide a

better detection in images under varying illumination conditions.
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