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Resumo

Donadon, Lazaro Valentim, Andlise Tedrica e Experimental de Estratégias de Controle Ativo de
Ruido, Campinas,; Faculdade de Engenharia Mecénica, Universidade Estadual de

Campinas, 2002. 260 p. Tese (Doutorado)

Este trabalho descreve a aplicacio de métodos de controle ativo de nuido utidizando uma
abordagem de filragem adaptativa na configura¢do avanco, onde o objetivo € a observagdo do
comportamento energético do sistema controlado. Os métodos de controle ativo testados foram o

Filtered-X LMS no dominio do tempo e da freqiiéncia ¢ o ASIC (método de comtrole de

intensidade sonora ativa) desenvoivido ¢ implementads no dominio da freqliéncia.

Este trabalho esta dividido em duas partes principais. Na primeira parte, os métodos de
controle ativo foram testados em wmn ambiente actstico unidimensional constituido por um duto
na forma de “T” com duas fontes actisticas. O modelo tedrico do guia de ondas unidimensional
foi desenvolvido utilizando o método dos elementos espectrais para o caso acustico. Neste
experimento foram testadas as técnicas de medidas de intensidade sonora, poténcia radiada ¢
sensores de velocidade de particula. Os resultados tedricos e expermmentais mosiraram que 0
método dos elementos espectrais pode ser utilizado com sucesso para prever os fenémenos
acusticos, ¢ que nio ocorrem diferencas significativas entre os métodos de controle ativo mesmo
quando foram alteradas as fungdes de custo (troca dos sensores de pressdo por sensores de
velocidade de particula).

Na seguﬁda parte, o algoritmo Filtered-X LMS no dominio do tempo foi implementado em
wmm cilindro com o mtuito de atenuar o ruido interno quando este é gerado pela casca cilindrica ou
por uma fonte sonora externa & cavidade. Os esquemas de controle ativo testados foram o

controle de vibragio (AVC) e o controle ativo de ruido via atuagdo estrutural (ASAC).



Demonstrou-se experimentalmente que, se o ruido interno é gerado pela vibraglo da casca
cilindrica, o melhor desempenho ¢ atingido pelo controle de vibragéo, enquanto que, se o ruido ¢

gerado por uma fonte externa, o controle ativo de ruido via atuacdo estrutural ¢ a melhor

alternativa.

Palavras Chave

Controle ativo, vibracio, ruido, intensidade sonora, atuacéo estrutural, fluxo de poténcia, guia de

ondas unidimensional, fuselagem aerondutica.



Abstract

Donadon, Lézaro Valentim, dnalytical and Experimental Analysis of Active Noise Control
Strategies, Campinas,: Faculdade de Engenharia Mecinica, Universidade Estadual de
Carmpinas, 2002. 260 p. Ph.D. Dissertation (Doctorate)

This work describes applications of the active noise control techniques using adaptive
feedforward filtering theory, where the objective is to analyze emergetic behavior of the
controlled system. The active noise control methods employed arc the normalized filtered-X
LMS in the time and frequency domain and the Active Sound Intensity Controller (ASIC), which

is developed and implemented in the frequency domain oo

This thesis is divided in two main parts. In the first part, the active noise control methods are
applied W an one-dimensional waveguide constituted by a T-shaped duct with two acoustic
sources. The one-dimensional waveguide was modeled by the Spectral Element Method (SEM).
In this experiment, the measurements include the sound intensity, the radiated acoustic power,
and the particle velocity. The theoretical and experimental results show that the spectral element
method can be used successfully to predict the acoustic phenomena in one-dimensional
waveguides. Besides, there is no significant difference when different active noise comnirol
strategies are implemented, even when the cost functions were changed (the change in the error

sensor type means a change in the cost function).

In the second part, the normalized filtered- X LMS in the time domain is appled to attenuate the
interior noise in a cylindrical cavity. The adaptive control schemes implemented were the Active

Control of Vibration (AVC) and the Active Structural Acoustic Control (ASAC). Results



obtained when the primary noise is generated by mechanically exciting the cylindrical shell and
by using an external acoustical source are compared. It is shown that if the interior noise is
generated by shaking the cylindrical shell, it is beiter to apply the AVC scheme, while if the

interior noise is generated by an external acoustical source it is better to apply the ASAC scheme.

Key Words
Active noise and vibration control, sound intensity control, active structural acoustic control,

power flow, one-dimensional waveguide, aircraft fuselage.
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Capitulo 1 (Portugués)
introducao

Controle ativo é um método de atenuacio de distGrbios indesejados através do uso de
fontes controlaveis capazes de atuar no sistema eliminando estes distirbios através da introdugdo
de energia ou poténcia. Refere-se aqui ao controle ativo em contraposi¢do aos sistemas passivos

onde o controle é feito sem que se injetem poténcia ou energia no sistema a ser controlado.

- Os sistemas de controle ativo sdo aplicados principalmente quando os controles passivos
ndo atendem aos requisitos especificados de atenuacgdo ou ndo apresentam uma solugéo édéqﬁé&é.
para o problema. De modo geral, a faixa de freqiiéncia do distirbio a ser controlado especifica
que tipo de controle, passivo ou ativo, deve ser usado. Em altas freqtiéncias os mecanismos de
dissipagiio de energia interna dos materiais s#o geralmente efetivos e o controle passivo apresenta
bons resultados. Ja em baixas fregiiéncias torna-se muito dificil atenuar significativamente as

perturbagdes de forma passiva, sendo indicado o uso do controle ativo.

ImplementagSes adequadas de sisternas de controle ativo requerem um conhecimento
detalhado tanto do sistema de controle quanto do sistema fisico a ser controiado. Este
conhecimento visa dar entendimento das capacidades e limitages dos sistemas de controle. Os
principios fisicos envolvendo controle ativo podem ser encontrados com maiores detalthes em
Elliott (2001), o qual sugere que a implementagio adequada de um sistema de controle deve

seguir os seguintes passos fundamentais,



1. dndlise do sistema fisico utilizando modelos analiticos simplificados, assim, pode-se
estabelecer o desempenho esperado do sistema de controle ativo para a aplicacio em
guestio;

2. Célculo do desempenho dtimo para varias estratégias de controle, visa demonsirar
analiticamente quais as possiveis estratégias de controle que podem ser implementadas
com SUcesso;

3. Simulagdo de diferentes estratégias de controle utilizando dados do sistema reual, esta
etapa estabelece precisamente qual a methor estratégia de controle a ser implementada;

4. Implementacdo da melhor estratégia de controle em tempo real.

Os passos acima demonstram que ¢ conhecimento das capacidades dos sistemas de controle
ativo e das caracteristicas fisicas do problema sio de vital importancia na implementacio de um

sistema de controle ativo bem sucedido.

1.1 Configuracdes basicas de nm sistema de controle ativo

-Os sistemas de controle ative-sdo constituidos basicamente por processadores de conitrole;
atuadores ¢ sensores. Os atuadores podem ser separados em fontes primarias e secundérias,
Hansen e Snyder (1997). As fontes primarias sio todas as fontes responsaveis pela introdugio da
perturbagdo ou distarbio no sistema fisico. As fontes secundérias sdo fontes introduzidas
artificialmente no sistema fisico e visam eliminar os distirbios provenientes das fontes primarias.
Os sensores sfo 0s mecanismos responsaveis pelas medi¢do dos niveis de distarbio presente no
sistema fisico. Um esquema bésico de um sistema de controle ativo, neste caso controle ativo de
ruido, para o caso de uma fonte priméria, uma fonte secundéria ¢ um sensor de erro, conhecido

como 1-I-1, Kuo ¢ Morgan (1996), pode ser observado na F igura 1.1,



Fonte responsavel por
introduzir o ruido no sistema

Fonte

L ’M—-‘“‘"‘“_""""-“ . L.
priméria / Carminho da fonts priméria

Sensor de erro
{microfone)

Fonte secundaria )
{aito-falante) Sensor responsavel por

medir os niveis ge
nressao sonora

Caminho da fonte secundaria provenierte das fontes
q-——mv——' N . . P
primaria e secundaria

Fonte responsavel
por controlar o ruide
da fonte primaria

Figura 1.1: Esquema tipico de um sistema de controle ativo de ruido

Além dos atuadores e sensores, ha o método de controle, que é responsivel pela geragio

 dos sinais de controle, conhecidos como lei de controle, enviados-as fontes secundamas. Us

oferece ao método de controle informagdes sobre o que do sistema fisico deve ser alterado.

A escolha da funcdio de custo a ser implementada depende do tipo de atuagio desejada e da
posigdo e tipo de sensores e atuadores. Porém, a principal informagdo para a defini¢do de qual
funcio de custo deve ser utilizada vem do proprio sistema fisico em que sera implementado ¢
sistema de controle, significando que uma anélise prévia do sistema representa um dos primeiros

passos para a implementagio de um sistema de controle eficaz.

Desta forma, a escolha e a localizacfo dos atuadores e sensores bem como a escolha do
método de controle e de sua funcdo custo s&o fatores decisivos na implementagdo de um sistema

de controle que apresente desempenho satisfatorio.



1.2 Esquemas de controle ative

Dependendo das posigSes dos atuadores ¢ sensores, o sistema de controle ativo recebe
denominagdes diferentes. As mais comuns sdo as técnicas conhecidas como Controle Ativo de
Vibragdo - AVC (“Active Vibration Control™), Fuller et al. (1996), Controle Ative de Ruido -
ANC (“Active Noise Control”), Elliott e Nelson (1992) e Controle Ative de Ruido utilizande
atuadores Estruturais - ASAC (“Active Structural Acoustic Control™), Fuller e Jones (1987) e
Snyder e Hansen (1991). As diferencas entre os trés esquemas de controle podem ser observadas
na Tabela 1.1. Onde observa-se que a diferenca entre ASAC e AVC é o tipo de sensor utilizado,

enquanto que entre ANC e ASAC ¢é o tipo de atuador empregado.

Tabela 1.1: Esquemas de controle e os tipos de atuadores e sensores utilizados.

Esquemas de Controle Tipo de Atuador Tipo de Sensor
ANC Acistico Acustico
ASAC - Estrutaral- - Actstico
AVC S

A primeira vista, os esquemas de controle sio muito similares; porém, os resultados obtidos
e a sua utilizac8o sfo diferentes. O AVC ¢é recomendado para controle ativo de vibracio,
enquanto que o0 ANC € recomendado para controle ativo de ruido ¢ 0 ASAC ¢ recomendado para
aplicagdes onde o objetivo ¢ controlar o som radiado de uma estrutura vibrando. Assim, a escolha
adequada do esquema de controle a ser implementado apresenta grande influéncia no

desempenho final do sistema de controle ativo.
1.3 Algoritmos de controle ativo

Os algoritmos de controle ativo sio os métodos responséveis pelos célculos envolvidos na
obtengo das leis de controle que devem ser enviadas as fontes secundarias. Os algoritmos de
controle ativo podem utilizar informagdes provenientes dos sensores de erro (por exemplo, em

sistema de controle em realimentagio), do conhecimento prévio do sistema fisico {por exemplo,



da fancio de transferéncia entre a fonte secunddria e o sensor de erro), do objetivo a ser atingido
(funcio de custo) e do distirbio introduzido pela fonte primaria (conhecido como sinal de

referéncia, utilizado em sistema de controle em avango), entre outras.

Os algoritmos de controle ativo mais utilizados em ANC, ASAC e AVC séo baseados na
teoria de filtragemn adaptativa na configuragio de avango (“feedforward™), Ellioit ¢ Nelson
(1992), Kuo e Morgan (1996), Widrow e Stems (1985). A filtragem adaptativa ¢ utilizada
principalmente devido &s caracteristicas de pequenas variagdes que as plantas, em particular
acusticas, sofrem; assim, os sistemas de controle ativo p{)dem aéaptai~sé é elas sem comprometer
o desempenho global. A utilizagio de um sistema em avango torna possivel cancelar apenas as
perturbagies que estdo correlacionadas com uma dada referéncia. Porém, apresentam ©
inconveniente de necessitarem de uma referéncia do distirbio, que em alguns casos ndo esta
disponivel. Além disso, a filtragem adaptativa requer usualmente sofisticadas placas de controle
de processamento digital, conhecidas como DSP (“Digital signal processing”) para a

implementagio do algoritmo adaptativo de controle, Kuo e Morgan (1996).

e Oy glgoritmos - de controle-ative sdo-baseados-enmr ajustar-um conjunto-de pesos-de-acordo

com uma lei de adaptagio a fim de atingir uma determinada fungfio de custo. Esta funcdo de
custo pode ser a energia potencial, 2 energia cinética ou a energia total de um sistema acustico ou
vibracional. Recentemente foram incluidas as fungdes de custo baseadas em controle de
intensidade ativa, reativa ou total. Desta forma, estes algoritmos de controle ativo visam confrolar

a energia contida ou que se propaga em um sistema fisico.

Como conseqiiéneia, uma analise cautelosa do sistema permite encontrar adequadamente
qual fungio de custo deve ser implementada, ¢ esta pode ser escolhida segundo condi¢des
energéticas tais como condigdes de ondas estacionarias e/ou propagantes ¢ direcio do fluxo de

energia.



1.4  Controle ative utilizande teoria de filtragem adaptativa

G objetivo néo € iniciar uma discussio sobre qual o tipo de controle ativo mais adequado a
ser implementado, mas dar alguns dos fundamentos sobre a escolha do método que serd utilizado.
Implementagbes sobre diferentes tipos de controladores podem ser encontradas em Elliott e

Nelson (1992), Kuo ¢ Morgan (1996) e Snyder e Hansen (1997).

De modo geral, ambientes acisticos sofrem pequenas alteragdes de impedéncia ao longo do
tempo ocasionadas por aberturas de portas e janelas, posi¢des das pessoas no ambiente aclistico e
outros tipos de intrusdes. Além disso, os distirbios actsticos sdo, de maneira geral, conhecidos,

isto ¢, € possivel identificar as fontes geradoras do ruido no ambiente actistico.

Assim, na maioria dos casos, a aplicacio de controle ativo de ruido em ambientes significa
controlar um sistema que pode variar ao longo do tempo e € possivel obter uma referéncia do

distarbio. Um métedo de controle ativo adequado a estas caracteristicas & o conhecido Filtered-X

-LMS; que ¢ um método-de controle baseado em filiragem adaptativa ufilizando um controle em

avango. Caracteristicas de convergéncia do método de controle podem ser achadas no apéndice
D.

Contudo, metodologias de controle em realimentagdo, tais como controle &timo, controle
robusto, entre outras, podem ser utilizadas dependendo das caracteristicas do sistema de conirole,
como variagbes das plantas envolvidas no processo, posicio dos atuadores e sensores, tempo de

atuagdo, estacionaridade da perturbaciio, etc.
1.5 Tipos de Atuadores ¢ sensores
Os atuadores e sensores utilizados em controle ativo sio dos mais variados tipos; sua

escolha freqiientemente esta relacionada com o tipo de esquema adotado e com o sistema em que

serd implementado.



Porém, de maneira geral, os atuadores podem ser do tipo excitadores eletrodinamicos
(“shakers™), atuadores piezelétricos (PZTYH), Lima Jr (1999), e alto-falantes. A aplicagio dos

atuadores em func@o do esquema de controle é encontrada na Tabela 1.2,

Tabela 1.2: Tipos de atuadores e os esquemas de controle mais comumente utilizados em

aplicagBes de controle ativo

Tipo de controlador Tipo de atuacio Tipo de atuador
AVC, ASAC Estrutural Excitador eletrodindmico
AVC, ASAC Estrutural Atuador piezelétrico

ANC A.clistica Alto-falante

Os excitadores eletrodindmicos s3o utilizados como atuadores estruturais impondo
deslocamento, velocidade, aceleragdo ou forca. Podem ser do tipo inercial ou por molas; os
inerciais apresentam a facilidade de néo necessitarem de uma base de apoio ¢ serem diretamente
fixados em qualquer parte da estrutura; ji os por mola necessitam de uma base externa para dar
apoio & atuacfio. A simplicidade de uso e sua facil fixaglo tomaram 08 excitadores

" eletrodinamicos o5 atuatores estriturais mais tipicos; porém, apresentam porie relativamente
grande se comparado aos atuadores piezelétricos, sendo geralmente inviaveis em aplicagdes de

controle ativo de estruturas.

Os atuadores piezelétricos sio utilizados como atuadores estruturais e sdo constituidos por
materiais ceramicos que transformam voltagem em deformacio (e vice-versa) e s#o fixados por
meio de cola adesiva diretaments na estrutura, Lima Jr. (1999). SZo de fécil aplicagdo e
apresentam bom desempenho. Porém, sua atuagdo ¢ de baixa poténcia ¢ normalmente requerem
grande amplificag@io da voltagem para atingir um nivel adequado de atuagfo para aplicacOes em
sistemas de controle ativo. Além disso, o seu processo de fabrica¢@o pode limitar sua aplicagdo a
estruturas planas ou com um determinado raio de curvatura maximo. Entretanto, sdo menores,
mais leves e mais baratos em relacio aos excitadores eletrodindmicos, desta forma, sdo mais

adequados como atuadores em sistemas de controle ativo.

! Titanato Zirconato de Chumbo (PZT): cerdmica piezelétrica utilizada como atuador ou sensor.



- Os alto-falantes sdo utilizados como atuadores actsticos e sdo classificados quanto & sua
faixa de freqiiéncia de atuacdo sendo basicamente divididos em “sub-woofer”, “woofer”, e
“tweeter”, para baixa, média ¢ alta freqiiéncia, respectivamente, além dos “horn drivers” para

altas poténcias.

Assim como os atuadores, os sensores dependem do esquema de controle e do tipo de
sistema em que serd aplicado. Podem-se destacar os acelerémetros, sensores piezelétricos, Lima
Jr. (1999), vibrOmetros laser Doppler, microfones, sensores de velocidade de particula, Bree et al.
(1996, 1999) e Eerden et al. (1998), sondas de intensidade, Fahy (1995), sensores em filme

PVDF”. A aplicacdo dos sensores em cada esquema de controle ¢ encontrada na Tabela 1.3.

Tabela 1.3: Tipos de sensores e os esquemas de controle ativo

Tipos de sensor Tipos de esquema Tipos de medida

Acelerdmetros AVC Aceleracio
............ + o Sensores plezelémicos. § o AVC e Deformagio
VibrémetrosTaser |- AVE - Valoeidids s aesosamanis
Filmes PVDF AVC Deformacio
Microfones ANC, ASAC Pressio

Sensores de velocidade ANC, ASAC Velocidade
Sondas de intensidade ANC, ASAC Intensidade

Os acelerbmetros sio os sensores mais comumente utilizados para o esquema AVC, por
serem pequenos, faceis de serem instalados e de custo relativamente baixo. Os sensores
piezelétricos sdo do mesmo tipo que os atuadores, J& que servem tanto como atuadores como
sensores. Os vibrometros laser sdo equiparnentos caros para serem implementados em sistemas
de controle ativo; porém, podem ser utilizados em seu desenvolvimento, ja que sdo de facil
manuseio e apresentam excelentes resultados préaticos. Os microfones sio 0s mais comuns

sensores para 0 esquema ANC e ASAC; porém, nos tltimos anos os sensores de velocidade de

? Fluorido de Polivinilideno {PVDF): filme plastico piezelétrico.



particula e as sondas de intensidade tém ganhado notoriedade devido ac uso crescente de fungdes

de custo que envolvem fluxo de energia.

Como pode ser observado, os atuadores e sensores utilizados em sistemas de controle ativo
apresentam um grande variedade de tipos e de aplicagOes, permitindo a implementacdo das mais
variadas formas de controle ativo. Por si 86, a escolha dos atuadores e sensores € um passo
importante para a implementagdo adequada de um sistema de controle ativo que atenda as

necessidades estabelecidas em projeto.

1.6 Importincia da andlise energética

Com a andlise energética de sistemas ativamente controlados tém-se informacSes
indispensaveis ao entendimento da forma de funcionamento do sistema, isto ¢, a introdugdo de
fontes secundarias em um sistema causa alteracdes nos padrdes de distribuicdo energética no

sistema; assim, um entendimento profundo permite ao projetista identificar possiveis posigdes

. onde.os.atuadores. & sensores. afetam o sisterna de uma forma benéfics, isto €, diminuindo o nivel

“de eniergia global do sistema; Elliott (2001 ).~

Diferentemente de varidveis como deslocamento, velocidade e aceleracdo, que sdo
quantidades de primeira ordem, as varidveis energéticas como energia potencial e cinética séo
quantidades de segunda ordem. Sio quantidades conservativas, mais faceis de serem usadas para
o desenvolvimento de modelos analiticos, Fahy (2001). Além disso, para meédias e altas
frequiéncias a abordagem energética constitui uma das principais ferramentas de modelagem e
analise, Arruda (2001), e possui a capacidade de fornecer fungdes de custo quadraticas em termos
dos sinais que devem ser enviados as fontes secunddrias, Qiu ¢ Hansen (1998) ¢ Elliott ¢ Nelson

(1992).

A forma mais interessante de controle energético consiste em evitar que as fontes primarias
introduzam energia ou poténcia ao sistema, reduzindo assim a energia presente. Outra
possibilidade ¢ evitar que a energia de uma determinada parte do sistema propague, restringindo,

assim, a distribuicdo de energia a uma determinada regido do sistema. Finalmente, podem ser



criados sorvedouros de energia, que podem diminuir a energia do sistema; porém, neste caso o
sisterna continua tendo um grande fluxo de energia proveniente das fontes de distirbio em

direcdo ao sorvedouro.

1.7 Objetivos desta tese

O objetivo central deste trabalho € a comparagio das funcdes de custo envolvendo energia
ou a propaga¢do de energia em sistemas de controle ativo de ruido. As funcdes de custo
comparadas sd30 a densidade de energia potencial, densidade de energia cinética ¢ a intensidade
ativa, todas implementadas no dominio da freqiiéncia, tanto na analise tedrica quanto
experimental. Os sistemas de controle ativo de ruido serio implementados em um ambiente
unidimensional (guia de onda) para a wverificacio do comportamento energético de sistema
ativamente controlado envolvendo as diferentes funcdes de custo. O ambiente unidimensional ¢
modelado utilizando o método dos elementos espectrais, Doyle (1997), aplicado ao caso acustico

a fim de obter analiticamente o desempenho dos métodos de controle ativo e o comportamento

_energetico do sistema. Como consegiiéncia, serd. verificado. experimentalmente -0 desempenho

- dos-métodes de- controle-ativo de ruido- fazendo uma ponte - entre " implerientacas teérica ¢

experimental para explicar as possiveis diferencas entre os resultados.

E feita a comparagdo dos trés esquemas de controle ativo - ANC, AVC ¢ ASAC - na
atenuag¢do de ruido e da vibracdo em cilindros, isto é, na atenuagdo da vibrago da casca
cilindrica e na atenuacdo do ruido radiado para o interior da cavidade, sendo o sistema sujeito a
excitagdo estrutural e aclstica. Para entender os fendmenos envolvidos, é feita a analise modal
estrutural e actistica para verificar as interacdes fluido/estrutura existentes. Utilizando o resultado
da andlise modal, uma investigacio analitica é desenvolvida comparando os resultados obtidos
utilizando os diversos esquemas de controle ativo. A implementacio dos esquemas de controle
ativo em tempo rteal € realizada a fim de verificar as possiveis diferencas entre as fungBes de

custo envolvidas no processo de controle ativo.
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1.8 Organizacio da tese

Esta tese estd assim dividida:

Capitulo 1: Uma vis#o geral de sistemas de controle ativo ¢ de sua implementagdo ¢ feita visando
dar entendimento de sua complexidade.

Capitulo 2: Uma revisdo bibliografica dos principais trabalhos e avancos cientificos €
apresentado.

Capitulo 3: Este capitulo fornece uma visdo geral das propriedades aclsticas ¢ das equagdes
basicas para o desenvolvimento dos métodos de controle ativo.

Capitulo 4: Os métodos de controle ativo s@o desenvolvidos, juntamente com suas solugdes
étimas para as velocidades de volume das fontes secundarias em fungdo das
velocidades de volume das fontes primérias e das fungdes de transferéncia envolvidas
no processo. Além disso, os métodos de controle utilizando filtragem adaptativa para
as diversas fungdes de custo sdo deduzidos.

Capitulo 5: Uma aplicagio simples de controle ativo de ruido em veiculos ¢ descrita.

 Capitulo 6: Descreve-se o método dos elementos especirais para o caso actistico unidimensional,

sendo verificado experimentalmente através de dois exemplos simples. E feita uma -
analise tebrica de wm sistemia - decontroleativo em -cavidades e, finalmente;a- oo

implementacdo dos métodos de controle ativo em tempo real ¢ feita para uma
comparacio tedrico/experimental.

Capitulo 7: E realizada a verificacio dos esquemas de controle ativo aplicados em um cilindro,
onde é aplicada uma anélise modal estrutural e acustica para fornecer os fundamentos
necessarios para a implementagdo em tempo real dos esquemas de controle ativo.

Capitulo 8: Sfo apresentadas as conclusdes gerais desta tese.
Capitulo 9: Bibliografia utilizada nesta tese.

Apéndice A: S3o demonstradas as derivagdes das fungdes complexas utilizadas para equacionar
os algoritmos de controle ativo.

Apéndice B: Os programas necessarios para a implementagdo dos algoritmos de controle em
tempo real sdo apresentados.

Apéndice C: Uma revisgo dos métodos de estimagio de parametros utilizados ¢ dada.

Apéndice D: Uma revisdo geral do algoritmo Least Mean Square € apresentada.
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Chapter 1 (English)
Introduction

Active control 1s a2 method of attenuation of unwanted disturbances with the use of
controilable sources that are capable of acting in the system to abate the effect of the disturbances
with the introduction of energy or power. The active control distinguishes itself from passive
techniques, where the control is performed without the addition of energy or power in the system

to be controlled.

Active control sif.st.ex.ﬁs afé Iﬁainly applied when passive controllers do not achieve the
project requirements or are not a good solution to the problem. Generally, the frequency range of
the disturbances to be controlled dictates the kind of contro] - passive or active - should be used.
At high frequencies, the internal energy dissipation mechanisms of the materials are generally
effective and passive control achieves better results. At low frequencies, it is very difficult to

attenuate the disturbances using passive dewvices and, in this case, it is better to use active control.

Adequate implementations of active control systems require a detailed knowledge of both
the control system and the physical systemx to be controlled. This knowledge gives understanding
about the capability and possible limitations of the control systems. The physical and
mathematical principles involved in the active control of sound can be found with more detail in
Elliott (2001), who suggests that a suitable implementation of a control system should follow

these fundamental steps,
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1. Analysis of the physical system using simplified analytical models; thus, it is possible to
* determine the expecied performance of the active control system to be implemented;

2. Caleulation of the optimum performance using different control strategies under ideal
control conditions; thus, its is possible to know the best control strategies to be
implementad successfully;

3. Simulation of different control strategies using data from the physical system that is to
be controlled; this step shows precisely what control strategy should be implemented;

4. And, finally, the implementation of a real-time controller and testing of the system

under all conditions to ensure that its behavior is as predicted.
The above steps demonstrate that the knowledge of the controller and the physical
characteristics of the problem are very important in the successful implementation of an active

control system.

1.1 Basic configurations of an active control system

e Active coTtTOL SYStems consist basically- of a control processor, actuators and sensors. The

actuators can be divided into primary and secondary sources, Hansen and Snyder (1997). The
primary sources are the sources responsible for introducing the perturbation or the disturbance in
the physical system. The secondary sources are the sources introduced artificially in the physical
system to attenuate the disturbance from the primary sources. The error sensors are responsible
for measuring the disturbance level present in the physical system. A basic scheme of an active
control system, in this case the active noise control system, for the case of one primary source,
one secondary source, and one error sensor, known as 1-1-1, Kuo and Morgan (1996}, can be

observed in Figure L.1.
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i
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for controling the
naise from the
primary source

Figure 1.1: Typical scheme of an active noise control system

Besides the actuators and sensors, there is the control processor, which is responsible for
the generation of the control signals, known as the control law, sent to the secondary sources.
- Control methods are characterized by an objective function or cost function, which offers to the

control method information about what should be minimized in the physical system.

The choice of the cost function that should be implemented depends on the kind of desired
actuation and the kind of actuator and sensor used, However, the main information to define what
cost function should be used comes from the physical system where the controller will be
implemented, which means that the previous analysis of the physical system represents one of the

first steps to implement an active control system efficiently.
In short, the choice and the location of the actuators and sensors as well as the choice of the

control method and its cost function are decisive factors in the implementation of an active

control system that aims at achieve a desired performance.
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1.2 Active control schemes / Esquemas de controle ative

Depending on the actuator and sensor positions, the active control systems receive different
terminology. The most used techniques are the AVC (Active Vibration Control), Fuller et al.
(1996), the ANC (Active Noise Control}, Elliott e Nelson (1992), and the ASAC (Active
Structural Acoustic Control), Fuller and Jones (1987) and Snyder and Hansen (1991). The
difference between the schemes can be observed in the Table 1.1. Where it can be observed that
while the difference between ASAC and AWV C is the type of sensor, the difference between ANC
and ASAC is the type of actuator.

Table 1.1: Control schemes and the kind of actuators and sensors used.

Control scheme Actuator type Sensor type
ANC Acoustic Acoustic
ASAC Structural Acoustic
AVC Structural Structural

The control schemes are very similar. However, the final results and their utilization may
be very different. The AVC is recommended to control vibration, the ANC is recommended to
control noise, and the ASAC is recommended in applications where the objective is to control the
radiated sound by a vibrating structure. Thus, the adequate choice of the control scheme to be

implemented has great influence upon the performance of the active control system.

1.3 Active control algorithm

The active control algorithms are the methods responsible for the calculations involved in
the generation of the control law, i.e., of the signals that should be sent to the secondary sources.
The active control algorithms use the information from the error sensors, the previous knowledge
of the physical system (i.e., the transfer function between the secondary source and the error

sensor), the objective to be achieved (the cost function), and from the disturbance introduced by
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the primary source (so-called reference signal, which is used in feedforward control systems), and

others.

The most used active contro} algorithms in ANC, ASAC, and AVC schemes are based
upon the feedforward adaptive filtering theory, Elliott and Nelson (1992), Kuo and Morgan
(1996), Widrow and Stems (1985). The adaptive filtering theory is mainly used due small
variations of the paths, in particular the acoustic paths. Thus, the active control systems can adapt
to small variations without degrading the global system performance. Besides, the use of the
feedforward system makes it possible to cancel the disturbance correlated to the reference signal.
It should be mentioned that a good reference from the disturbance is necessary and that, in some
cases, this reference is not available. Furthermore, the adaptive filtering systems require
sophisticate signal processing control boards, known as DSP (Digital Signal Processing) for the

implementation of the adaptive algorithm, Kuo e Morgan (1996).

The active control algorithms are based upon adjusting a set of weights following an

. Adaptation law to minimize a given cost function, which can be.the potential energy, the kinetic.

-energy.or the total energy of an acoustic or vibrating-system:Recently, function such as the =

active, the reactive, and the total intensity were included as cost functions. Thus, these active

control algorithms control the stored or the propagating energy in the physical system.

As a consequence, a careful analysis of the system allows to adequately find what cost
function should be implemented, which can be chosen according to energetic conditions such as

the stationary or the propagating waves and the energy flux direction.
1.4 Active control using adaptive filtering theory

The objective here is not starting a discussion about what the type of active control is best
to be implemented, but to give some information about the choice of the method that will be

used. Implementations of different controller types can be found in Eliott and Nelson (1992),
Kuo and Morgan (1996), and Snyder and Hansen (1997).
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The majority of acoustic fields suffer small impedance changes in time, which are caused
by door and window openings, the number and the position of people present in the acoustic
field, etc. Moreover, the acoustic disturbances are, in general, known, i.e., it is possible to

identify the sources that are generating the noise in the field.

Thus, in the majority of the cases, the application of active noise control in acoustic fields
means to apply the control in a time-variant system and it is possible to obtain a reference of the
disturbance. An active control method that uses these characteristics is known as the Filtered-X
LMS. It is a control method based on the adaptive filtering theory using a feedforward scheme.

Characteristics of convergence of the control method can be found in appendix D.

However, other feedback control methodologies, such as optimal control, robust control,
and others, can be used depending on the characteristics of the system, e.g., variations of the
plants in the control process, actuator and sensor position, time to act, stationarit of the

disturbance, etc.

The actuators and sensors used in active control are of varied types and applications. Their
choice is frequently related to the type of control scheme and the type of physical system where
the implementation is performed.

However, in a general way, the actuators can be electrodynamics exciters (shakers),
piezoelectric actuators (PZT), Lima Jr (1999), and loudspeakers. The function and the schemes

where the actuators are employed are shown in the Table 1.2.

Table 1.2: Actuators type and the control schemes generally used in active control applications

Controller type Actuation type Actuator type
AVC, ASAC Structural Electrodynamics actuator
AVC, ASAC Structural Piezoelectric actuator

ANC Acoustic loudspeaker
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The electrodynamic exciters are used as structural actuators imposing displacement,
velocity, acceleration or force. They can be inertial or by spring. While the inertial ones have the
facility of not needing an external foundation and being directly attached to any part of the
structure, the spring ones need a foundation to give support to the actuation. Their simplicity of
use and their easy attachment made thern the most typical structural actuators. However, their
relatively large weight if compared with piezoelectric actuators and the need for an external

attachment make them unsuitable for active control.

Piezoelectric actuators are used as structural actuators and consist of a ceramic patch that
transforms voltage in deformation (and vice-versa), they can be attached using glue directly on
the structure, Lima Jr. (1999). They are easily applicable and show good performance. However,
they deliver relatively small forces, and need a power amplifier to achieve a desired performance
in active control systems. Besides, the fabrication process can limit its application to plane
structures or structures with small curvatures. They are much lighter and cheaper than the
electrodynamic exciters. Thus, they are more adequate in active conirol applications.

Loudspeakers are used as acoustic actuators and are classified in relation to the frequency
band of actuation, and are basically divided in “sub-woofer”, “woofer” and “tweeter”, for low,
middle, and high frequencies, respectively, besides the “horn drivers” used for high power

amplifications.

As with the actuators, the choice of the sensors depends on the control scheme and the
physical system in which the sensor is applied. Among the most widely used are accelerometers,
piezoelectric sensors, Lima Jr. (1999), laser Doppler vibrometers, microphones, particle velocity
sensors, Bree et al. (1996, 1999) and Eerden et al. (1998), intensity probes, Fahy (1995), PVDF

film sensors. The sensors used in each control scheme is shown in Table 1 3.
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Table 1 3: Sensors type and the active control schemes

Sensors type Scheme type Measurement type
Accelerometers AVC Acceleration
Piezoelectric Sensors AVC Deformation
Laser Vibrometers AVC Velocity e displacement
PVDE films AVC Deformation
Microphones ANC, ASAC Pressure
Velocity sensors ANC, ASAC | Velocity
Intensity Probes ANC, ASAC Intensity

Accelerometers are the most commonly used sensors in AVC schemes, because they are of
relatively small size, easy to be installed and of low cost. The piezoelectric sensors are of the
same type of the piezoelectric actuators, which means that they can be used either as sensors or as
actuators. The laser Doppler vibrometer can be used in the development phase of active control
systems, since they are easy to be used and shown excellent performance; however, they are too

expensive to be used permanently in a conirol system. The microphones are the most common

sensersin -ANC -and-ASAC schemes; -although recently-the- particle- velocity -sensors-and-the ..

intensity probes have gained notoriety due to the increased number of alternative cost functions

they provide, mainly sound intensity.

As it can be noticed, there are a great variety of actuators and sensors that can be used in
active control systems, allowing the implementation of a wide variety of active control systems.
Therefore, the choice of the actuators and sensors is one important step to an adequate

implementation of an active control system.

1.6 Energetic Analysis importance

It is possible to obtain useful information about the way a system operates with the
energetic analysis of the actively controlled systems. The introduction of secondary sources in the
system cause significant changes in the energy distribution patiern. Thus, a complete

comprehension allows identifying possible locations were the positioning of actuators and
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sensors affect in a beneficial way the system performance, e.g., attenuating the overall energy

level of the system, Elliott (2001).

Differently from the variables as displacement, velocity or acceleration, which are primary
order quantities, the energetic variables as the potential and kinetic energy, are second order
quantities. They are conservative quantities, easier to be used for the development of analytical
models, Fahy (2001). Moreover, in the middle and high frequency range, energetic analysis
constitute the main tool for modeling, Arruda (2001). Besides, this approach is capable of
supplying quadratic cost functions in terms of the signals that must be sent to the secondary
sources, Qiu and Hansen (1998) and Elliott and Nelson (1992).

The most interesting form of energetic control consists of preventing that the primary
sources introduce energy, thus reducing the overall energy present in the system. Another
possibility is to prevent that the energy of one specific part of the system to propagate, thus,
restricting the energetic distribution in one determined region of the system. Finally, energy sinks
can be created, that can decrease the energy of the system; however, in that case the system

-continues to have a great energy flow from the primary sources towards the sinks.

1.7 Objectives of the Ph.D. dissertation

The aim of this Ph.D. dissertation is the comparison of several cost functions involving
energy or the energy flow in active noise control systems. The compared cost functions are the
potential energy density, the kinetic energy density and the active intensity, all of them
implemented in the frequency domain, and the analyses are performed experimentally the
theoretically. The active noise control systems will be implemented in a one-dimensional acoustic
waveguide to verify the energy behavior of an actively controlled system imvolving different cost
functions. The one-dimensional acoustic waveguide is modeled using the spectral element
method, Doyle (1997), applied to the acoustic case in order to obtain analytically the performance
of the active control methods and the energetic behavior of the acoustic system. In the sequence,

the active noise control method performance is verified expertmentally and a link between the
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theoretical and the experimental implementation is also shown in order to explain the differences

between the results.

These active control schemes - ANC, AVC and ASAC - are compared in the attenuation of
the noise and vibration in cylinders, i.e., in the attenuation of the cylindrical shell vibration and in
the attenuation of the noise radiated to the cylindrical shell cavity, under the structural and
acoustic disturbance. In order to understand the phenomena involved, the structural and
acoustical modal analysis is made to verify the fluid-structure interaction. Using the results of the
modal analysis, an analytical investigation is performed to compare the results obtained using the
active control schemes. The active control schemes are implemented in real time to verify the

possible differences between the cost functionzs involved in the process of the active control.

1.8 PhuD dissertation Organization

This PhD dissertation is divided as follows:

" Chapter 1: An overvew of the active control systems and their implementation shows the
complexity involved in the process of implementing the active control.
Chapter 2: A review of the main works and scientific advances i the field is presented.

Chapter 3: This chapter supplies a general vision of the acoustic properties and the basic
equations involved in the development of the active control methods.

Chapter 4: The active control methods as well as the optimal solutions for the volume velocity of
the secondary sources as a function of the volume velocity of the primary sources ar¢
developed. Moreover, the active control methods using adaptive filtering theory for
several cost functions are deduced.

Chapter 5: A simple application of active noise control in vehicles is described.

Chapter 6: The spectral element method applied to one-dimensional acoustic waveguides is
described. The method is verified experimentally using two simple examples. A
theoretical analysis of an active control system in a one-dimensional acoustic
waveguide is made and, finally, the active control method is implemented in real time
where a theoretical and experimental comparison is made.

Chapter 7: The implementation of an active control schemes in a cylinder is performed, where a
structural and acoustical modal analysis is applied to supply the necessary foundation
to the implementation of real time active control schemes.

Chapter 8: The general conclusions of this thesis are presented.
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Chapter 9: Bibliography used in this thesis.

Appendix: The derivations of the complex functions used in the development of the active
control algorithms are demonstrated.

Appendix B: The programs developed for the implementation of the active control algorithms in
real time are presented.

Appendix C: An overvew of parameter identification algorithm is given.

Appendix D: An overvew of the algorithm Least Mean Square method is presented.
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Capitulo 2 (Portugués)

Revisao Bibliografica

Para projetar um sistema de controle ativo de ruido ¢/ou vibragio utilizando conceitos de
filtragem adaptativa, deve-se estar ciente de sua complexidade, isto €, o ndmero de varidveis a
serem controladas em funcio do objetivo final desejado. Os sistemas de controle ativo na

configuracio de avango utilizando filtragem adaptativa, em sua grande maioria, sio

O mais importante dos métodos de controle ativo utilizando a teoria de filtragem adaptativa

é o filtered-X LMS no dominio do tempo, o qual é relativamente simples se comparado a outros
métodos de controle (controle robusto ou 6timo, por exemplo). Além disso, € de facil
implementagio e apresenta desempenho satisfatorio em aplicagbes simples, particularmente
naquelas onde a fonte de ruido apresenta apenas uma freqiiéncia (controle tonal) ou a freqiiéncia

fundamental e suas harmoénicas.

2.1 Algoritmos adaptativos para controle ativo de ruido

Os trabalhos aplicados em controle ativo de ruido, seja para o esquema ANC ou para o
ASAC, possuem como base algoritmos utilizando filtragem adaptativa. Podem ser

implementados no dominio do tempo ou freqiiéncia ¢ utilizam diversas fun¢des de custo.

O primeiro trabalho utilizando filtragem adaptativa aplicado ao controle ativo de ruido foi

realizado por Burges (1981). Nele foi aplicado o algoritmo LMS, utilizado originalmente para
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cancelamento de eco em telecomunicacSes. O sistema de controle ativo foi configurado de tal
forma que o sensor de erro foi posicionado apés as fontes primaria e secundaria e em uma
localizagdo adequada para medir 2 maior amplitude de sinal possivel. Ele mostrou que, se e o
sistema de dutos funciona como guia de ondas onde apenas ondas planas propagam, o probiema
de controle ativo de ruido em dutos pode ser resolvido. Porém, se o ponto de controle for entre as
fontes ou se o sistema de controle for implementado em cavidades, onde ha modos de ordem
superior (acima da freqiiéncia de corte para ondas planas), o sistema de controle proposto por
Burges (1981) precisa ser melhorado a2 fim de ampliar a drea de atenuagfio do ruido. A primeira
resposta a esta necessidade veio com Elliott et al. (1987), onde foi testado e implementado o
mesmo algoritmo utilizado por Burges (1981), s6 que utilizando multiplos sensores de erro.
Elliott ¢ Nelson (1992) propuseram o filtered-X LMS multicanal, onde podem ser utilizados para

multiplos sensores de erro, maltiplas fontes secundérias e para multiplas referéncias.

2.2 Melhorias e tendéncias

O método de controle ativo utilizado por Elliott e Nelson {1992), quando é aplicado ac
controle ativo de ruido em banda larga . (admite-se .como banda larga uma ampla faixa de
freqiiéncias onde ha contribuigio de varios modos do sistema a ser controlado ativamente),
apresenta algumas dificuldades de convergéncia pelo fato do método niio ser normalizado e por
trabalhar no dominio do tempo. Quando o método nio é normalizado, o fator de passo deve
atender a requisitos de convergéncia baseados nos autovalores da matriz de autocorrelacio da

referéncia filtrada, Kuo e Morgan (1996). Mais detalhes podem ser obtido no Apéndice D.

O meétodo de Elliott ¢ Nelson (1992) é baseado no algoritmo de otimizacio de méaximo
descenso (steepest descent), onde o erro quadratico médio ¢ aproximado pelo erro quadritico
instantineo. Pode-se aproximar a matriz de autocorrelcdo da referéncia filtrada pelo seu valor
instantdneo e o método de ajuste baseado no maximo descenso pode ser substituido pelo
algoritmo auto-ortogonalizédvel, como mostrado por Cowan (1987). Esta normalizagdo permite
que o fator de passo do método de controle esteja contido entre 0 e 1. Isto facilita encontrar 0

fator de passo mais adequado para toda a faixa de freqiiéncias em que o sistema de controle serd
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implementado. Outras formas de normalizacio podem ser encontradas em Kuo ¢ Morgan (1996
e Haykin (1996).

Outra alteracdo que pode ser implementada ¢ a transformagio para 0 dominio da
freqiiéncia. Os métodos adaptativos no dominio da freqiiéncia podem ser encontrados em Shynk
(1992) ¢ foram aplicados ao controle ativo de ruido por Shen e Spanias (1996). As vantagens da
implementagdo no dominio da freqiiéncia sdo muitas, entre elas podem-se destacar a preciso, a
velocidade de adaptagiio e, principalmente, a possibilidade de adaptar cada fregiléncia
independentemente, Shen e Spanias (1996). Porcm, transformadas e anti-transformadas rapidas
de Fourier (FFTs e IFFTs) necessitam ser processadas em tempo real e esta operacdo acaba

reduzindo 2 faixa de fregiiéncia em que 0 método de controle pode ser empregado.

Cabell ¢ Fuller (1999) introduziram uma alternativa ao algoritmo filtered-X LMS
multicanal através da decomposicio em valores singulares matriz de transferéncia entre as fontes
secundarias e os sensores de erro, tornando assim, possivel controlar independenternente cada

~insignificantes e reduzir esforgos excessivos dos atuadores decontrole.

2.3 Alterando a fung¢do de custo

O método de controle ativo de ruido baseado no algoritmo filtered-X LMS ¢ projetado para
minimizar o erro quadratico instantdneo fornecido pelo sensor de erro. Se 0 sensor de erro € um
sensor de pressdo o método esta controlando a densidade de energia potencial; se o sensor de erro
& um sensor de velocidade de particula o método estd controlando a densidade de energia
cinética. Desta forma, a simples troca do sensor de erro proporciona ao método de controle ativo

atingir objetivos diferentes.

Neste sentido, Sommerfeldt ¢ Nahif (1994) utilizam como fungéo de custo a densidade de
cnergia total, que ¢ a somatoria da densidade de energia potencial e cinética. Eles também
introduziram a possibilidade de um método de controle de intensidade, sendo que, neste caso, a

funcdo de custo € o produto da pressdo pela velocidade de particula. Os resultados experimentais
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foram obtidos em dutos sujeitos a ondas planas e mostrou-se que o controle da energia acustica
total € mais independente da posicio dos sensores de erro do que simplesmente controlar a

densidade de energia potencial ou cinética separadamente,

O primeiro controlador adaptativo que utiliza a intensidade ativa como funcio de custo foi
mmplementado por Arruda et al. (1997) no controle de fluxo de poténcia em placas. O método é
implementado no dominio da freqiiéncia. O controlador foi formulado para placas mas pode ser

adaptado para controlar vigas, barras ¢ guias de ondas unidimensionais, Pereira (1999),

O controle de intensidade ativa foi implementado no controle ativo de ruido gerado por
transformadores elétricos por Qiu ¢ Hansen ( 1997). Apesar do método estar baseado na estrutura
do filtered-X 1LMS, o algoritmo de controle ajusta a amplitude ¢ fase de cada tom a ser controlado

no dominio da freqiiéncia ¢ implementa o processo de sintese de onda no dominio do tempo.

Kang e Kim (1997) utilizaram a intensidade instantdnea como funcdo de custo (portanto,
controlando tanto a intensidade ativa guanto a reativa) e o método, foi implementado no dominio

..do tempo. e R e e e e

Outro método para controlar a intensidade ativa foi proposto por Swanson et al. (1999). E o
método que mais se aproxima do método ASIC aqui utilizado. O ajuste dos pesos é feito no
dominio da freqliéncia, mas o processo de geragdo do sinal de controle é feito no dominio do
tempo. Pode-se dizer que, enquanto 0 método de Swanson et al. é “implicito”, o método ASIC ¢é
“explicito”. No método de Swanson et al. &€ necesséario identificar uma fungéo de transferéncia em
intensidade entre a fonte de controle (fonte secundéria) e o sinal de erro (intensidade). Swanson
et al. ndo souberam justificar teoricamente a necessidade desta funcéo de transferéncia, o que fica

claro na formulac¢io do método ASIC,

As alteragles na funcio de custo visam estabelecer novas abordagens para o método de
controle ativo, proporcionando um sistema que apresente maior capacidade de atenuagdo e uma
maior regido de atenuagdo. InformacSes sobre qual a melhor escolha da funcdo de custo devem

vir do proprio sistema fisico a ser controlado, como sera visto a seguir.
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2.4~ Aplicacio em guia de ondas unidimensionais

Guias de onda unidimensionais sZo todos os meios nos quais uma das coordenadas pode ser
considerada muito maior que as demais e, principalmente, apenas para freqiiéncias abaixo da

fregiténcia de corte para a propagagéo de ondas planas, Kinsler et al. (1982).

A escolha de muitos autores para a investigagio de sistemas de conirole ativo de ruido em
ambientes unidimensionais sujeitos a ondas planas esta relacionada com a sua simplicidade; além
disso, sdo bem conhecidos ¢ relativamente faceis de serem modelados. Na parte experimental,

sio fhceis de serem montados e podem ser relativamente bem controlados.

Como mencionado anteriormente, o controle ativo de ruido utilizando a teoria de filtragem
adaptativa iniciou-se com o trabalho de Burges (1981) com a aplicagdo em dutos. Tratamentos
analiticos envolvendo a fisica dos ambientes unidimensionais ¢ as aplicagdes de controle ativo de

' ruido. foram desenvolvidos por Curtis et al. (1987), onde foi estudado o caso de um duto com

- duas-fontes sonoras; uma-em-cada- terminacio. - Varios- tipos-de -estratégias. de controle foram. . .

testados teoricamente e os resultados mostraram que um padrio de ondas estacionarias se forma
entre as fontes; além disso, melhorias substanciais na atenuagfo da energia achstica foram
alcancadas com a utilizac@o de mais fontes secundérias ¢ mais sensores de erro. Foi mostrado
também, que ha uma distincia 0tima para a localizacdo da fonte secundaria em relagdo a fonte
priméria, isto ¢, a fonte secundiria deve ser posicionada nos pontos de méxima pressdo. Isto
porque o sistema tratado consistia de um ambiente formado puramente por ondas estaciondrias,
significando que um ponto de né de pressdo € um ponto de pico de velocidade, e um fonte sonora
posicionada em um ponto de 16 de pressdo (que trabalha impondo uma velocidade) ndo consegue
atuar, sendo a resposta do sistema proveniente apenas da fonte primaria. Contudo, se a fonte
secundéria for posicionada em um ponto de pico de pressao, representando um ponto de nd de

velocidade, Gtimos niveis de atenuagio sfo atingidos.

Snyder e Hansen (1989) demonstraram analiticamente que o sistema de controle ativo de

ruido impede que a fonte primaria injete poténcia no sistema actstico. Implementagdes
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experimentais foram feitas apenas para comparar o modelo teérico com o experimental em
termos das medidas de impedancia. Além disso, medi¢cBes de poténcia actstica radiada pelas
fontes primaria e secundéria foram feitas enclausurando as fontes o medindo a alteracio de
pressdo do sisterna enclausurado para estimar a velocidade de volume das fontes priméaria e

secundaria.

Sommerfeldt e Nashif (1994), como mencionado anteriormente, utilizaram um controlador
baseado na metodologia do LMS onde a funcio de custo ¢ a energia actistica total. Os resultados
experimentais sao comparados com o método de controle de pressdo sonora com o algoritmo
filtered-X LMS. Assim, o objetivo foi cornparar experimentalmente as diferencas entre minimizar
a densidade de energia potencial ¢ a densidade de energia total. Os resultados mostraram que a
atenuacdo da pressio sonora utilizando um controlador que minimiza a densidade de energia total
¢ mais independente das posi¢Ses dos sensores de erro do que controladores que minimizam
apenas a densidade de energia potencial. Esta diferenga $é ¢ encontrada experimentalmente, ja
que em teoria os resultados atingidos s&c os mesmos. Na prética, porém, o sensor de erro pode
captar mais ou menos sinal, dependendo de sua posicEo e de sua dindmica. Contudo, é conhecido
~que a derivada espacial da pressio ¢ proporcional & velocidade, Kinsler et al- (1982); assim,
quando o sensor de pressdo apresenta baixo nivel de sinal o sensor de velocidade tende a
apresentar um bom nivel de sinal. Desta forma, utilizando o critério de minimizar ambas as
densidades (potencial e cinética), sempre havera sinal suficiente para atingir um bom nivel de

atenuacio.

Kang e Kim (1997) implementaram um método de controle ativo de ruido baseado na
estrutura do filtered-X LMS utilizando a intensidade instantdnea como funcio de custo,
controlando tanto a intensidade ativa quanto a reativa. A implementaciio experimental do método
de controle ativo inclui a estimativa da velocidade através de uma sonda de intensidade utilizando
o método de dois microfones, Fahy (1995). Foi demonstrado que, assim como a densidade de
energia total, a intensidade instantinea torna a atenuacio independente da posicdo dos sensores

de erro.
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Swanson et al. (1999) testaram e compararam o controlador filtered-X LMS e um
controlador de intensidade ativa. Demostraram teoricamente e experimentalmente gue se¢ 0
controlador atinge © ponto étimo as fontes priméria ¢ secundaria ndo mjetam poténcia no sistema.
Além disso, que se © sensor de erro (neste caso urn sensor de intensidade) € posicionado ap0s as
fontes primaria e secundéria, a intensidade ativa apos as fontes ¢ atenuada e, se O sensor deerro é
posicionado entre as fontes, € melhor que ele esteja em um ponto de nd de pressdo, porque
obtiveram a melthor relago sinal/ruido neste ponto. Caso contrario, a intensidade ativa apds as

fontes é aumentada devido 4 poténcia injetada pela fonte secundéria.

Chen e Liu (2000) demonstraram analiticamente para um duto semi-infinito que se a
solugdo 6tima para a velocidade de volurne da fonte secundaria é implementada, o moédulo da
velocidade de volume da fonte secundéria é maior ou no maximo igual ac médulo da velocidade
de volume da fonte priméaria, demonstrando que ¢ necessario mais velocidade de volume para
controlar o distirbio do sistema do que para introduzi-lo originalmente. Além disso, mosirou-se
teoricamente que a fonte secundaria ndo consegue controlar freqiiéncias onde a distincia de
separagio entre as fonies primdria e secundaria sio os miltiplos fmpares de ¥ de comprimento de

"'G‘ﬁda‘: S

Todas as analises anteriores foram aplicadas em sistemas unidimensionais com uma
terminagio anecdica ou rigida e ndo foram tratadas analiticamente terminagdes abertas para o
ambiente. Além disso, os modelos teoricos desenvolvidos so aplicdveis apenas para ¢ €aso em

questio, sendo necessario desenvolver um novo modelo para qualquer alteragio no sistema.

2.5 Aplicacdes no controle de ruide radiado para o interior de cavidades

O controle ative de ruido em cavidades cilindricas utilizando atuadores estruturais iniciou-
se com Fuller e Jones (1987), que propuseram um esquema denominado ASAC. O experimento
consistiu de uma cavidade cilindrica excitada por fontes pontuais actsticas posicionadas do lado
externo da cavidade, o atuador de controle foi um excitador eletrodindmico fixado na parede do
cilindro e os sensores foram microfones posicionados no interior da cavidade cilindrica. Foi

demonstrado, experimentalmente, que, se a freqiiéncia de excitagdo fosse a mesma freqiiéncia de
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ressondncia da cavidade cilindrica, grande atenuagio do ruido intemo era conseguida apesar da
vibragio da casca cilindrica aumentar. Se a freqgiiéncia de excitagio fosse uma fregiiéneia de anti-

tesondncia da cavidade cilindrica, amplificacio do ruido interno era constatada.

Jones ¢ Fuller (1989) estenderam os resultados de Fuller & Jones (1987} para o caso de
multiplas fontes secundérias e concluiram que menos fontes secunddrias estruturais eram
necessarias do que fontes acusticas para conirolar o ruido radiado para a cavidade cilindrica,

assim, 0 esquema ASAC apresenta vantagens se comparado com o esquema ANC neste caso.

Borgiotti (1990) demonstrou que um ntmero limitado de modos de radiacdo coniribuem
para o som radiado da estrutura vibrando, ¢ este é o ntmero que define a dimensic do sistema de
controle (nimerc de atuadores estruturais). Assim, torna-se indispensavel a identificacdo dos
modos estruturais mais acoplados com os modos actisticos por serem os modos que apresentam a

maior eficiéncia de radiago.

Snyder ¢ Hansen (1991) reportam que dois mecanismos sio possiveis para resultar na
atenuagio do mido interno da cavidade. O primeiro é o controle modal e o segundo ¢ ¢ rearranjo
modal. Cada um deles € eficienic em um tipo de aplicago, isto &, para altas densidades modais
estruturais acopladas com o modo acistico o rearranjo modal pode propiciar atenuagio global,
isto significa que a maior parte da energia estd contida no modo actistico. Porém, se 0o modo
acustico estd acoplado com poucos modos estruturais, o controle modal & mais indicado, e isto

significa que a maior parte da energia esta contida na estrutura.

Sun et al. (1994) utilizou atuadores piezelétricos modais em uma casca cilindrica a fim de
controlar apenas os modos estruturais realmente acoplados com os modos actsticos. Esta
utilizagdo dos sensores piezelétricos atenuou o ruido interno sem aumentar a vibragdo da casca

cilindrica.

InvestigagOes analiticas para melhorar o esquema ASAC foram feitas no sentido de
correlacionar os modos estruturais que mais radiam som com a velocidade de volume imposta

pela estrutura vibrando, Elliott e Johnson (1993) e Johnson e Elliott (1995). Assim, minimizando



a velocidade de volume imposta pela estrutura ocorre uma atenuaco da radiagdo do som da

estrutura para o ambiente.

Cazzolato e Hansen (1998,1999) apresentaram uma formulac@o para descrever 0s modos
estruturais ortogonais de radiagio com a energia poiencial de uma cavidade actstica, sendo
possivel, através de medicio de vibracdo na estrutura, estabelecer quais os modos estruturais que
sfio mais correlacionados com a distribuicio de pressdo na cavidade acustica e, assim, aplicar um

controle que minimiza somente estes modos.

Kim e Brennan (1999) demonstraram, analiticamente ¢ experimentalmente, que um Unico
atuador estrutural € efetivo para controlar os modos estruturais bem separados, enquanto que um
{nico atuador actistico & efetivo para controlar os modos acusticos bem separados, propondo,
assim, a combinagéo de fontes secundérias acusticas e estruturais, ja que o fendmeno de radiacfo

é composto tanto por modos estruturais quanto acusticos.

Qs trzbalhos desenvolvidos pelos autores citados sdo aplicados para o entendimento do

- fendmeno-de controle. A utilizacio de outros sensores de erro, 1ais cOmMo 0. $eNSOT de velocidade
de particula, ndo fo1 reportada na literatura. Além disso, nenhum trabalho envolvendo uma
comparagio efetiva entre os esquemas AVC, ANC ¢ ASAC para a atenuagio do ruido em uma

cavidade ou na atenuacio da vibragiio de umna estrutura foi encontrado.
2.6 Erros nas medidas de intensidade

Existem varias maneiras de realizar medidas de intensidade sonora. Podem ser utilizadas
sondas de intensidade, das quais varios modelos podem ser encontrados em Fahy (1995). A
direcdo do vetor de intensidade ¢ fornecida pela dire¢io do vetor de velocidade de particula
quando ¢ utilizada uma sonda do tipo P-U (sonda formada por um microfone e um sensor de
velocidade de particula); se for utilizada uma sonda do tipo P-P (sonda constituida por apenas
microfones) a diregéo da intensidade medida ¢ dada pela direcdo de alinhamento dos microfones,

Fahy (1995).
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As medidas de intensidade utilizadas neste trabalho sio baseadas na técnica P-P, onde a
intensidade € proporcional ao espectro cruzado entre os sinais dos microfones. Porém, alguns
cuidados devem ser tomados para garantir que as medidas de intensidade sejam corretas. A
técnica de 2 microfones estd sujeita principalmente a dois tipo de erros: o erro de fase e o erro de

aproximacgio do gradiente de pressiio por diferencas finitas,

O erro de aproximagdo por diferencas finitas € o mais facil de ser contornado. Este tipo de
erro ocorre devido a aproximagdo do gradiente espacial da pressio por diferencas finitas. Atua
alterando em amplitude a medida de intensidade, e apresenta a caracteristica de ser independente
do tipo de campec actistico em que a medida & realizada, sendo dependente apenas da distincia de
separagdo entre os microfones, isto é, quanto mais préximos os microfones forem posicionados
menor sera o erro. A corregdo do erro de aproximacio por diferencas finitas pode ser feita, por
exemplo, pela técnica proposta por Thompson ¢ Tree (1981), que consiste em multiplicar a
intensidade por um fator de ajuste. Qutra correcdo possivel vem da configuragdio do tipo de
campo acustico onde a medida de intensidade ¢ realizada; por exemplo, se o campo acistico é
basicamente de ondas planas pode-se aplicar com sucesso 2 téenica de componentes de onda,

eliminando, assim, o erro de aproximagio por diferencas finitas. -

Os erros provenientes da diferenca de fase entre os microfones corresponde ao erro mais
significativo, ja que em casos extremos uma intensidade nula ou negativa (sentido oposto ao
esperado) pode ser medida. Além disso, € um tipo de erro que estd diretamente relacionado ao
tipo de campo sonoro onde ¢ feita a medigdo, isto ¢, para campos mais reverberantes do que
propagativos, o erro de diferenga de fase entre os microfones deve ser menor para que a medida
seja feita satisfatoriamente. Este é um tipo de erro que pode ser minimizado aumentando a
separacdo entre os microfones. A correc@io do erro de fase pode ser feita através da compensagio
de fase entre os microfones, ou utilizando o método proposto por Chung (1978), consistindo em
realizar duas medidas de intensidade onde a segunda medida é realizada com os microfones

trocados.
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2.7 Erros nos métodos de controle ative

Os erros mais significativos encontrados nos métodos de controle sio provenientes de erros
ocasionados durante a estimativa das funcgdes de transferéncia necessrias para a sua
implementacgio, Kuo e Morgan (1996), ¢ erros devido aos sensores de erro, Cazzolato ¢ Hansen
(2000). Em sua grande maioria, os erros diminuem a capacidade de atenuagdio do método de
controle ou afetam radicalmente o tempo de convergéneia (tempo necessirio para que o método
iterativo atinja a solugdo otima). Desta forma, o estudo da influéneia dos erros nos sistemas de

controle é de vital importancia para o desempenho do método de controle.

Nos métodos de controle ativo onde sio necessarias medidas de velocidade de particula,
como é o caso do controle da intensidade ou da densidade de energia total, os autores preferem
utilizar microfones ou sensores de velocidade com fase casada, isto €, microfones que apresentem
diferenca de fase préxima de zero, normalmente caros para aplicagdes industriais ou em larga
escala. Outro tipo de erro de grande influéncia estd relacionado com a sensibilidade (em

~amplitude ou 2 relagdo sinal/rido) dos sensores, que afetam o nivel de atenuacao.

Assim, uma profunda investigagdo dos erros de medida deve ser feitas a fim de evitar

desempenho insatisfatorio nos métodos de controle ativo.
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Chapter 2 (English)
Bibliography Review

In order to design an active noise and/or vibration control system using adaptive filtering
theory concepts, the complexity should be kept in mind, i.e., the number of variables being
controlled as a in function of the desired final objective. The majority of the feedforward active
control systems using adaptive filtering theory are developed from the LMS {Least Mean

Square.) methodology, Widrow and Stems (1983).

" The most important active control method using adaptive filtering theory it is filtered-X
LMS in the time domain, which is relatively simple, if compared with other control methods
(e.g., robust or optimal control). Moreover, it is casily implemented and it presents a satisfactory

performance in simple applications, mainly where the noise source presents only one frequency

(tonal control) or the fundamental frequency and its harmonics.
2.1 Active noise control adaptive algorithms

The active noise control applications for the ANC and for the ASAC schemes are based on
the adaptive filtering theory, and can be implemented in the time or in the frequency domain

using several types of the cost functions.

The first work using adaptive filtering theory applied to the active noise control was
developed by Burges (1981). He used the LMS algorithm, which was first used for echo

cancellation in telecommunications. The control system was configured with the error sensor
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located past the primary and secondary sources and placed at a maximum amplitude point. He
showed that if the duct system is assumed as a waveguide where only plane waves propagate, the
problem of active noise control can be solved. However, if the error sensor is placed between the
sources or if the control system is implemented in acoustic cavities with frequencies above the
cut-off frequency for plane waves, the active control system proposed by Burges (1981) needs to
be improved to achieve good levels of noise attenuation. The first response to this necessity came
with Elliott et al. (1987), where it was tested and implemented the same algorithm used by
Burges (1981) but using multiple error sensors. Elliott and Nelson (1992) used the multichannel
filtered-X LMS where the active control method based upon the LMS algorithm can be used with

multiple error sensors, multiple secondary sources and multiple references.
2.2 Improvements and trends

The active control method used by Elliott and Nelson (1992), when applied to a broadband
disturbance, where large frequency band with the contribution of several natural modes of the
system to be actively controlled, presents some convergence difficulties due to the fact that the
_method is not normalized, and works in the time domain. When the method is not normalized, the
step size value must take into account convergence requirements based upon the eigenvalues of
the filtered reference autocorrelation matrix, Kuo and Morgan (1996). More details can be seen in

Apendix D.

The method of Elliott and Nelson (1992) is based upon the steepest descent algorithm,
where the least mean square error is approximated by the instantaneous quadratic error. The
instantaneous value of the autocorrelation matrix of the filtered reference and the minimization
method based upon the steepest descent algorithm can be replaced by the self-orthogonalizing
algorithm, as shown by Cowan (1987). This normalization allows the step-size to be normalized
between 0 and 1. That normalization helps to find a more adequate step-size for all the frequency
band where the control system is implemented. Other forms of normalization can be found in

Kuo and Morgan (1996) and Haykin (1996).
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The active control method can also be implemented in the frequency domain. The adaptive
methods in the frequency domain can be found in Shynk (1992) and have been applied to active
noise control by Shen and Spanias (1996). The advantages of working in the frequency domain
are several, between them can be highlighted the accuracy, the adaptation ratio and, mainly, the
possibility of adapting each frequency independently, Shen and Spanias (1996). However, fast
Fourier transforms and inverse fast Fourier transforms (FFTs and IFFTs) need to be processed in

real time and this operation reduces the frequency range where the control method can be used.

Cabell and Fuller (1999) introduced an alternative to the multichannel filtered-X LMS
algorithm through singular value decomposition of the matrix of transfer functions between the
secondary sources and the error sensors. That approach allows independently controlling each
error sensor, thus improving convergence by eliminating insignificant error sensors and reducing

extreme efforts of the control actuators.

2.3 Changing the cost function

. The active noise control method based upon the filtered-X LMS algorithm.is designed to- -

minimize the instantaneous quadratic error supplied by the error sensor. If the error sensor is a
pressure sensor, the method is controlling the potential energy density; if the error sensor is a
particle velocity sensor, the method is controlling the kinetic energy density. Therefore, a simple

change of the error sensor implies that active control method will achieve different objective.

In this way, Sommerfeldt and Nahif (1994) used as cost function the total energy density,
which is the sum of the potential and kinetic energy densities. They have also introduced the
possibility of controlling the intensity, in which case, the cost function is the product of the
pressure and particle velocity. The experimental results have been obtained for ducts subjected to
plane waves and revealed that the total acoustic energy control is more independent of the error

sensor position than simply to control the potential or kinetic energy densities separately.

The first adaptive controller that uses the active intensity as cost function was implemented

by Arruda et al. (1997) in the control of the structural power flow. The method was implemented



in the frequency domain and the controller was originally formulated for plates. However, by
changing the weight adjustment equations the method can be easily adapted to control the active

intensity in beams, bars or in one-dimensional acoustic waveguides, Pereira (1999).

Qiu and Hansen (1997) used the active sound intensity to control the noise generated by
electric transformers. Despite the method being based upon the filtered-X LMS structure, the
control algerithm adjusts the amplitade and phase of each frequency tone in the frequency

domain and implements the process of wave synthesis in the time domain.

Kang and Kim (1997) used the instantaneous intensity as cost function, therefore
controlling both the active and the reactive parts of the intensity, and the method was

implemented in the time domain.

Swanson et al. (1999) proposed a control method based upon the active intensity. It is the
method that most resembles the ASIC method used here. The weight adjustment is implemented
in the frequency dormain, but the process of generation of the contro! signal is made in the time
__domain. One can say that the method proposed by Swanson et al. is “implicit” while the ASIC
method is “explicit”. In Swanson et al.’s method, it is necessary 10 identify a transfer function for
the active intensity between the control source (secondary source) and the error signal (intensity).
Swanson et al. could not explain why it is necessary to filter the reference signal with this transfer

function, which is made clear in the explicit ASIC formulation.

The changes in the cost function are used to establish a new methodology for the active
control methods, supplying to the system more attenuation capacity and a larger region of
attenuation. Information about which cost function should be used can come from the physical

system itself, as it will be seen later.
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2.4 Application to one-dimensional acoustic waveguides

One-dimensional waveguides arc acoustic fields where one dimension can be considered
much larger that the others and, mainly, where only frequencies below of the cut-off frequency

for plane waves propagates, Kinsler et al. (1982).

Many authors choose to investigate active noise conirol systems in one-dimensional
waveguides because of its simplicity if compared with other fields, and they are well known and
relatively easy to be modeled. In the experimental aspects, they are easy to be set up and they can

be relatively well controlled.

As mentioned previously, the active control of noise using adaptive filtering theory began
with Burges (1981), with the application in ducts. Analytical treatments involving the physics of
one-dimensional waveguides and the active noise control applications have been developed by
Curtis et al. (1987), where the case of a duct with two acoustic sources was studied, one source to
.le.%:i?lh. ?é_rminat_io#__- Some types of control strategies have been tested. theoretically-and the results -
have shown that a standing wave pattern is formed between the sources: moreover, substantial
improvements in the attenuation of the acoustic energy have been achieved with the use of more
secondary sources and error sensors. They have shown, also, that there is an optimal distance for
the secondary source localization in relation to the primary source location, i.e., the secondary
source must be located in the maxima of the pressure field. This happened because the system
mnvestigated consisted purely of standing waves, meaning that a “knot” of pressure is a particle
velocity peak, and an acoustic source located a point of pressure knot (that works by introducing
a volume velocity) can not act, and the system response is purely due to the primary source.
However, if the secondary source is located at a point of pressure peak, representing a point of

particle velocity knot, the attenuation level achieved is much stronger.
Snyder and Hansen (1989) demonstrated analytically that, when the active noise control

system is acting, the primary source does not inject power into the acoustic system. Experimental

implementations were made only to compare the theoretical model with the experimental one in
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terms of the impedance measurements. Moreover, the radiated acoustic power for the primary
and secondary sources was measured enclosing the back side of the sources and measuring the
changes of the pressure in the enclosed volume to predicted the volume velocity of the primary

and secondary sources.

Sommerfeldt and Nashif (1994), as mentioned previously, used a controller based upon the
LMS methodology where the cost function was changed to the total acoustics energy. The
experimental results were compared with the filtered-X LMS control of the acoustic pressure.
Thus, the objective was to compare the differences between minimizing the potential energy
density and the total energy density experimentally. The results showed that the attenuation of the
pressure using a controller that minimizes the total acoustic energy density is more independent
of the error sensor position than a controller that minimizes only the potential energy density.
This difference is only found experimentally, since in the theory the results are the same.
However, in practical applications, the error sensor can measure more or less signal, depending
on its location and dynamic range. However, the spatial derivative of the pressure is proportional
to the particle velocity, Kinsler et al. (1982); thus, when the pressure sensor measures a low
minimizes both the potential and the kinetic energy densities will always have signal level

enough high to achieve good attenuation levels.

Kang and Kim (1997) implemented an active noise control method based upon the filtered-
X LMS structure using the instantaneous intensity as cost function, therefore controlling both the
active and the reactive intensity. The experimental implementation of the active noise control
method included an estimate of the particle velocity using an intensity probe, where the particle
velocity was estimated using the two-microphone technique, Fahy (1995). It was demonstrated
that, as well as the total acoustic energy density, the control of the instantaneous intensity yeld

good the attenuation independently of the error sensor position.

Swanson et al. (1999) tested and compared the filtered-X LMS controller and an active
intensity controller. They demonstrated theoretically and experimentally that, if the controller

achieves the optimal performance point, the primary and secondary source do not inject power



mnto the acoustic system. Moreover, if the error sensor (in this in case an intensity sensor) is
located past the primary and secondary sources, the active intensity past the sources is attenuated.
If the error sensor is located between the sources, it is better that the error sensor is placed at a
point of pressure knot, as this configuration achieved the best signal/noise relation. However, if
the error sensor is placed at other locations, the active Intensity past the sources is increased due

to power injected by the secondary source.

Chen and Liu (2000) demonstrated analytically, using a semi-infinite duct that if the
optimal solution for the secondary source volume velocity is implemented, the magnitude of the
secondary source volume velocity is larger or equal to the primary source volume velocity,
demonstrating that more volume velocity is necessary to control the acoustic system than to
introduce the noise originally. Moreover, they showed theoretically that the secondary source

does not control odd multiples of ¥ of wavelength.

The previous analyses have been applied in one-dimensional systems with an anechoic
termnation or rigidly terminated and the methodology was not applied to study analytically an
. opened-ended termination. In addition, the theoretical models. developed by the authors. are
applicable only for a specific case, and a new formulation is necessary for any changes in the

one-dimensional waveguide.
2.5 Active noise control of the sound radiated to cavities

Fuller and Jones (1987) proposed the active noise control in a cylindrical cavity using
structural actuators, where the ASAC scheme was implemented. The experiment consisted of a
cylindrical shell excited by acoustic point sources located in the external side of the cylindrical
cavity, the control actuator was an electrodynamic shaker attached to the cylindrical shell, and the
sensors were microphones placed in the cylindrical shell interior. It was demonstrated
experimentally that if the frequency of the disturbance is the same resonance frequency of the
cylindrical shell, great attenuation of the internal noise is obtained despite the fact that the
vibration of the cylindrical shell increases. If the disturbance frequency is a frequency of anti-

resonance of the cylindrical shell, amplification of the internal noise is measured.
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Jones and Fuller (1989) extended the results of Fuller and Jones (1987) to the case of
multiple secondary sources and concluded that less structural secondary sources than acoustic
secondary sources are necessary to control the noise radiated by the cylindrical shell. Thus, the

ASAC presents advantages if comparative with ANC in this case.

Borgiotti (1990) demonstrated that a limited numbers of radiation modes contribute to the
sound radiated of a structure vibrating, and this is the number that defines the dimension of the
control system (number of structural actuators). Thus, the identification of the structural modes
connected to the acoustic modes is essential because those modes have the biggest radiation

efficiency.

Snyder and Hansen (1991) report that two mechanisms are possible to result in the
attenuation of the interior noise of a cavity. The first one is the modal control and the second is
the modal rearrangement. Each one is efficient in a type of application, i.e., for high structural
modal densities connected with the acoustic mode the modal rearrangement can propitiate global
attenuation, which means that the biggest energy is contained in the acoustic mode. However, if
the acoustic mode is connected to a few structural modes, the modal control is more indicated,

which means that most of the energy is contained in the structure.

Sun et al. (1994) used modal piezoelectric actuators in a cylindrical shell to control only the
structural modes really connected to the acoustic modes. The use of the piezoelectric sensors

attenuated the internal noise without increasing the vibration of the cylindrical shell.

Analytical investigations have been made to improve the ASAC scheme to correlate the
structural modes that radiate more sound with the volume velocity imposed by the structure
vibrating, Elliott and Johnson (1993) and Johnson and Elliott (1995). Thus, minimizing the

volume velocity imposed by the structure an attenuation of the sound radiation was verified.

Cazzolato and Hansen (1998,1999) presented a formulation to describe the realtion between

the orthogonal structural radiation modes and the potential energy of the acoustic cavity. This
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methodology establishes, using measurements of the vibration in the structure, what structural
modes are more correlated with the pressure distribution in the acoustic cavity. In order to apply a

control that minimizes only these modes.

Kim and Brennan (1999) demonstrated, both analytically and experimentally, that only one
structural actuator is effective to control well-separated structural modes, while only one acoustic
actuator is effective to control well separate acoustic modes. Thus, they proposed a combination
of secondary structural and acoustical sources, since the radiation phenomenon is composed by

both structural and acoustic modes.

The works developed by the cited authors are applied for the understanding of the control
phenomenon. The use of other error sensors, such as the particle velocity sensor was not reported
in literature. Moreover, works involving an effective comparison between AVC, ANC and ASAC
schemes in the noise attenuation in cavities or in the vibration attenuation in structures was not

found in the literature.
2.6 Errors in the intensity measurement

There are several ways to measure the sound intensity. The measurements can be
performed using intensity probes, of which some models can be found in Fahy (1995). The
direction of the particle velocity gives the direction of the intensity vector when the intensity is
measured with a P-U probe (probe made using a microphone and a particle velocity sensor). If
the probe is a P-P type (probe using only microphones), the axis passing through the microphones

supplies the direction of the intensity vector, Fahy (1995).

The sound intensity measurements used in this work are based on the P-P technique, where
the intensity is proportional to the crosspower between the signals of the microphones. However,
some care must be taken to guarantee that the measures of sound intensity are correct. The two-
microphone technique is mainly subjected to two types of error: the phase mismatch and the

finite difference approximation to estimate the pressure gradient.
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The finite-difference error is easier to overcome. This error type appears due the estimate of
the space gradient of the pressure for finite differences. The finite difference approximation error
modifies the amplitude of the sound intensity, and is independent of the acoustic field where the
measure is performed, although it is dependent of the separation distance between the
microphones, which means that the as closer the microphones are located the smaller is the error.
The correction of the error due to the finite difference approximation can be made, for example,
by applying the technique proposed by Thompson and Tree (1981) which consists of multiplying

the intensity by a correction factor. Another possible correction comes from the type of acoustic

field where the measure is performed; for example, if the acoustic field consists basically of plane
waves, the wave component technique can be applied successfully, eliminating, thus, the error

due to the finite difference approximation.

The error due to the phase mismatch between the microphones correspond to the most
significant error, since in extreme cases a null or negative sound intensity (opposed direction to
the true one) can be measured. Moreover, it is an error type related directly to the acoustic field
where the measurement is made, i.e., for more reverberant than propagating sound fields, the

phase mismatch between the microphones must be much smaller to guarantee the accuracy of

sound intensity measurement. This is a type of error that can be minimized by increasing the
separation distance between the microphones. The phase mismatch correction can be made using
phase compensation between the microphones, or using the method proposed by Chung (1973),
which consists of performing two intensity measurements where the second measurement is

performed with the microphones switched.

2.7 Errors in the active control methods

The most significant errors in the performance of the control methods proceed from errors
caused during the transfer function estimation necessary for the implementation, Kuo and
Morgan (1996), and errors due to the error sensors, Cazzolato and Hansen (2000). The majority
of the errors either decreases the capacity of attenuation of the control method or affects the

convergence time radically (time necessary for the method to achieve the optimal solution).
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Therefore, it is important for the performance of the control method to study the error influence

in the control system.

In the active control methods where it is necessary to measure the particle velocity, as it is
the case of the sound intensity or the total acoustic energy density, the authors prefer to use
microphones or particle velocity sensors with matched phases, i.e., microphones with phase
mismatch close to zero, normally expensive for industrial applications or in commercial scale.
Another error type with great influence is related to sensitivity (in amplitude or the signal/noise

relation) of the sensors that affect the attenuation level.

Thus, a deep investigation of the measurement errors must be made in order to prevent

unsatisfactory performance in the active control methods.
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Chapter 3

Basic concepts in acoustics

This chapter is a review of basic concepts in acoustics, and it is the starting point to the
following chapters. Because of this, the concepts are introduced briefly. Most of the content of
this chapter can be found in fundamentals acoustic literature, Kinsler et al. (1982) and Fahy
(1995, 2001).

The term particle means a small quantity of fluid, but large enough to ensure that it is a

continuous medium and that the basic acoustic variables, pressure and particle velocity, may be
considered nearly constant. Besides, the concepts are applicable to linear acoustics limited to
small disturbances, below 135 dB of Sound Pressure Level (SPL), so that changes in density of
the medium will be small compared with its equilibrium value. In addition, it is not considered
any net flux, which means that after the passage of the acoustic wave the fluid returns to its

original, position and the gravitational forces are neglected.
3.1 Pressure and velocity equations

The wave equation relates the spatial gradient with the second temporal derivative of the

pressure P as, Kinsler et al. (1982),

*P(1)
e

VzP(t)—zlz— 0 G.1)
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where ¢=./8/p, is the sound speed in the medium, B is the Bulk modulus and po is the

nominal air density.

The Euler’s equation or particle velocity equation relates the first temporal derivative of the

particle velocity u with the spatial gradient of the pressure P as, Kinsler et al. (1982),

VP()+p, ?.ua.?l = (3.2)

It is interesting to note that the pressure is a scalar, which does not have direction while the

particle velocity is related to the Gradient operator (V) and a vector quantity.

The wave equation and Euler’s equation can be easily transformed to the frequency domain
using Fourier series, as defined in Table 3.1. The wave equation in the frequency domain is

denominated as Helmholtz equation and it is defined as,

V?P(w)+K*P(0) = 0 (3.3)

O . . . .
where K =— is the wavenumber and P(w) is the pressure in the frequency domain.
c

The Euler’s equation in the frequency domain is defined as,

i

u(®) = — VP(w) (3.4)

0@

where u(w) is the particle velocity in the frequency domain.

Working in the frequency domain allows the study of both stationary and transient

phenomena, and most of the equations developed ahead are in the frequency domain.
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Table 3.1: Fourier series and Fourier transform properties

Time Frequency
FO — F(o)
VIF(t) — V(o)

FOH = eFo)
&t
87F(1)

0 > -e’Fo)
at..

3.2 Energy in acoustic fields

The energies in acoustic fields are the potential and the kinetic energy. However, these
energies are difficult to be assessed in practical applications because they represent an overall
measurement of the acoustic field. The measurements of the acoustic energies are performed
using sensors spread over the acoustic field and each sensor is capable of measuring the energy
density in its neighborhood. Thus, the energy can be evaluated by summing all energy densities

over the sensors multiplied by the corresponding volume.

The acoustic kinetic energy density, Ex, is related to the particle velocity in the acoustic
field, Kinsler et al. (1982), and is given by,

Ey = é—po!u(w)l2 (3.5)

The acoustic potential energy density, Ep, is related to changes in volume when the acoustic

wave propagates, Kinsler et al (1982), and is given by,

_1[p@f

E
P2 p,et

(3.6)

The acoustic total energy density, Er, is defined as the sum of the acoustic potential and

kinetic energy densities, so,
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E, =E, +E, = .;_(po;u(m)fz + ]P(m)r} 3.7)

The expression of the total acoustic energy density can be applied to any sound field in

which the small disturbance criterion and the zero mean flow condition are satisfied.
3.2 Acoustic intensity

The acoustic intensity, I, is related to the energy flow in the acoustic field. In the time
domain, it is defined as the product of the instantaneous pressure and particle velocity as, Fahy
(1995),

I(t) = P(t)u(t) (3.8)

If complex amplitude representation is employed’, then, F ahy (1995),
1 .
I(w) = EP((D)u (@) f 3.9

where * denotes the complex conjugate.

The acoustic intensity points in the direction of the particle velocity, and defines the
direction of the energy flow. Thus, using the acoustic intensity it is possible to identify sources

and sinks of energy in the acoustic field.

As pressure and particle velocity are complex quantities, the acoustic intensity is a complex
quantity, the real part is related to the energy flow while the Imaginary part is related to the stored

energy. The real part of the acoustic intensity is defined as active intensity, Ia, and is given by,
1 .
Ta(w) = 5sxaz{P(oa)u (@)} (3.10)

where R represents the real part of a complex quantity.

* If Fourier transform technique is employed, the % is replaced by 2.
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The imaginary part of the acoustic intensity is defined as reactive intensity, Ir, and is given

by,

Ir(0) = — 3{P(0)u’ ()} (3.11)

L
2

where J represents the imaginary part of a complex quantity.

In fields formed by purely standing waves the active part of the acoustic intensity is zero
while in fields formed by purely progressive waves the reactive acoustic intensity is zero. These
kinds of fields are difficult to be found in practice and in the majority of the fields the intensity is

composed by active and reactive intensity.

The comparison between the instantaneous intensity, the active intensity, the reactive

intensity, and the total intensity is shown in Figure 3.1.
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Figure 3.1: Comparison between the “-” instantaneous intensity, I(t), ... active intensity, Ia, “-.-

” reactive intensity, Ir, and the “--- total intensity, It = Ia ++Ia® +Ir* .
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3.3 Particle velocity using P-P approach

The particle velocity can be measured using a particle velocity sensor, Bree et al.
(1994,1996) and Eerden et al. (1998), or using two or more microphones aligned, Fahy (1995)
and Kestell et al. (2000). Here, it is discussed the formulation for assessing the particle velocity

using two microphones, named as the P-P approach.

The P-P approach consist of evaluating the particle velocity using two microphones spaced
by & in the acoustic field, and the velocity direction will be the same as that of the microphones,
Fahy (1995). This technique will be used throughout the text. Using P; and P to represent the
measured pressures at the positions 1 and 2, respectively, the pressure at any location between the

microphones is evaluated assuming a 1 order approximation as,
P(x)=ax+b (3.12)

The conditions at position 1 are x = O and P(0) = Py, and the conditions at position 2 are x =

8 and P(8) = P, so,

P, (3.13)
§

™3

a=

P(0)=P, =a(0)+b _ b=P,
P(5)=P, = ad+b P

Thus, the first order approximation of the pressure at any location between the two

microphones is given by,

Pl

P@):f%§~x+n (3.14)

The pressure evaluated between the microphones, at position 8/2 and represented by P,

can be evaluated substituting x by §/2 in Equation (3.14), resulting in,

o) P +P
P.=P = |=21_"2 3.15
12 (2} 3 (3.15)

The particle velocity is given approximating the spatial pressure gradient by finite

differences of 1% order, which is given by differentiating Equation (3.14) with respect to x,
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P,

VP(x) = f;..g___ (3.16)

So, the particle velocity evaluated in the position between the microphones, u,,, is given
by substituting the gradient approximation using two-microphone technique in Euler’s equation

in the frequency domain, Equation (3.4), as,

—_ i b-P
p,o O

Uy,

(3.17)

Equation (3.17) is the simplest approximation to the particle velocity. This method will be
used because it is simple and can be implemented in the frequency domain; besides, the errors in

this estimate are well known, Fahy (1995), Jacobsen (1994), and Chung (1978).
3.4 Acoustic intensity using P-P approach

The expression for evaluating the acoustic intensity using the P-P approach, Iz, is obtained

by substituting Equations (3.17) and (3.15) in (3.9),

* P,, P - 1 :‘— ) 1 *
I=-1-P12ulz=”1"( = l} LE R L@ +r)p -P,) (3.18)
2 2 2 po O 4p,®d -

The active intensity using the P-P approach, a3, is given by,

1 *
la, =mm{l(ﬂ +P, )P, -P,)} (3.19)

0

As ‘.R{i(P1 + P, )(Pl -P, )"}: ZS{PIPZ* }, so, the active intensity using the P-P approach is

given by,

Ia), = "12'93{}?’1211;2 }: Eé}p—SS{PlP;} (3.20)

The reactive intensity using the P-P approach, Iri2, is given by,

1 )
Iy = o 5§, +2,Xp, - P,) ) (3.21)
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As S{i(P1 +P, P, - P, )}: P|* - |P,|”, so, the reactive intensity using the P-P approach is

given by,

I, == 3{P,,u7, = — QPI{Z—[Pz}Z) (3.22)

40pd

NS

The acoustic intensity using the P-P approach is subject of many errors, Fahy (1993),
Thompson and Tree (1981), and Chung (1978). The influence of the errors in the acoustic
intensity measurement and in the particle velocity measurement will be discussed later when the

acoustic field will be modeled.

3.5 Acoustic impedance

The impedance is a complex quantity that relates pressure and particle/volume velocity. It
is termed in several ways, depending on the medium where the definition is applied, Kinsler et al.
(1982). The ratio of pressure and particle velocity is the specific acoustic impedance, z. It is
useful to describe the transmission of the acoustic waves from one medium to another. It is

defined as,

2=2 (3.23)
u

The acoustic impedance, Z, is defined as the ratio of the pressure and volume velocity, it is
useful to describe acoustic radiation from vibrating bodies, and the transmission through lumped

acoustic elements or through ducts and horns. It is given by,
3.29)

where S is the area where the impedance is evaluated, and U is the volume velocity.

The radiation impedance, Zg, is defined as the ratio of the force and velocity; it is useful to
calculate the coupling between acoustic waves and driving sources or driven loads. It is part of
the mechanical impedance, Z,,, of a vibrating system associated with the radiation of the sound,

and it is given by,
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T e T ZS poued ZS2 (3.25)

3.6 Sources in acoustic fields

When one acoustic source is introduced in an acoustic field, the pressure at any location of
the field can be expressed using the acoustic impedance relations. Assuming that the acoustic
source is vibrating and imposing in the acoustic field a volume velocity Q, the pressure P at a

given location in the acoustic field is given by,
P=7ZQ (3.26)

where Z is the “transfer” impedance because Q is the particle velocity immediately in front of the

acoustic source multiplied by the area of the source, S.

In the same way, it is possible to define a “transfer” particle velocity response function, Y,
that relates the volume velocity of a source in the acoustic field with the particle velocity

measured at any location in the field as,
u=YQ (3.27)

The volume velocity of an acoustic source can be measured enclosing the back of the
acoustic source with a microphone inside, and a simple relation of lumped acoustic systems gives
the volume velocity from the source as used by Chen and Lin (2000). Another way to measure
the volume velocity of an acoustic source is to measure the velocity of the vibrating surface
generating the sound, such as loudspeaker. The velocity may be measured using an accelerometer

attached to the surface or a non-contact transducer as a laser Doopler vibrometer.
3.7 Acoustic power introduced by vibrating sources

The acoustic power introduced by an acoustic source is related to the energy in the acoustic

system. The acoustic power of a single source is defined as Hansen and Snyder (1997),

W= jz. nds (3.28)
S
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where n is the outward normal vector from the surface S enclosing the source. It can be expressed

as,
1 X
W = —Z—PQ (3.29)

where P is the acoustic pressure acting in front of the acoustic source and Q is its volume

velocity.

The acoustic power radiated by an acoustic source is defined as,
1 .
Wr = ESR{PQ } (3.30)
and the acoustic power stored by an acoustic source is defined as,

Ws ==3{pQ’} (3.31)

It is interesting to note that the acoustic power from vibrating acoustic sources is directly

related to the intensity measured in fromt of the source, which can be observed comparing
Equations (3.29) and (3.9).

The active and reactive acoustic power from acoustic sources can be interpreted using the
analogy to electrical circuits, where, if the current and voltage phasors are orthogonal (90° out-of-
phase), the source power is purely reactive. However, if the current and voltage phasors are not
orthogonal, the source has both the active and reactive power components, which means that
there is a resistor dissipating energy in the electrical circuit. Turning back to the acoustic system,
the electric resistor is equivalent to an energy dissipation mechanism such as an opening to the
free field in a duct.

3.8 Experimental measurements of the acoustical properties

The acoustic power radiated from acoustic sources, Equation (3.29), can be evaluated

experimentally taking the crosspower between the total pressure immediately in front of the
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source and the volume velocity of the source. The pressure in front of the source can be measured
with a microphone array located as close as possible to the source. The volume velocity of the
source can be measured using a laser Doppler vibrometer measuring the surface velocity of the

source. Thus, the acoustic power radiated from the source is given by,

Wr= -;‘R{PTQ*}: R{G g | (3.32)

where G,_is the crosspower between the volume velocity Q and total pressure Pr.

The active acoustic intensity can be evaluated using the P-P approach, Fahy (1995),

1

la,, =——
2 2008

s{pp; )= -(;:;-6—3{6?2?1 } (3.33)

where G, is the crosspower between the two microphones placed close to each other, and 6 is

the separation distance between them.

However, the method of measuring the active intensity using the P-P approach, Equation

(3.33), is subject to many errors, Fahy (1995). Among them, it can be highlighted the systematic
error due to phase mismatch between the two microphones, which can become critical when
performing the intensity measurement in a reverberant field or when the two microphones are
placed very close to each other in order to minimize the error due to the finite difference

approximation.

The phase mismatch can be minimized by using a “geometric mean” in the crosspower

between the sensors as proposed by Chung (1978),

szp! = /SszplGPzpl (3.34)

where Gy, is the crosspower with the sensors in the original order and (G, is the crosspower

with the sensors in the switched order.

The finite difference approximation error correction can be overcome as proposed by

Jacobsen (1994), by multiplying the crosspower by a correction factor given by,
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13 1
= 3.35
sinK8  sinc(K$5) (335)

Thus, the acoustic active intensity using the P-P principle with the error correction of
Equations (3.34) and (3.35) can be expressed as,
1 K&

la, = —

wpd sinkKd

3G, | (3.36)

The acoustic potential energy density can be evaluated as,

1 2 1
E, = P = G 3.37
P 2p02 ’ ] p02 PP ( )

where Gpp is the auto-spectrum of the pressure signal.
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Chapter 4

Active control methods

This chapter describes the active control methods, which are developed using the equations
in terms of primary and secondary sources and error sensors, basically pressure and velocity

equations.

The control methods are based upon minimizing cost functions such as the acoustic
potential energy density, the acoustic kinetic energy density, the total acoustic energy density,
and the acoustic active and reactive intensity. These cost functions give information about the

energetic behavior of the acoustic system.

In the first part of the chapter, the optimal solution for the secondary volume velocity for
each control method is developed. In the second part, the adaptive control methods, which are the

practical implementations of the optimal solutions, are developed.
The optimal solution analyses are important because they represent the best performance

the cost function can achieve. The adaptive control method is the method that can be

implemented in real time to minimize the cost function.
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4.1 Optimal solutions

The optimal solutions are obtained by taking the gradient of cost the function in relation to
the secondary volume velocity. Thus, it is necessary to write the pressure and particle velocity

equations of the acoustic system in terms of the primary and secondary volume velocities.

Assuming that there are Np primary sources, Ns secondary sources, the pressure measured

at Ne locations in the acoustic field are given by,
Pl Zpl,l o Zpl,Np Qp1
N : I . :
Pye Ipyey - Zch,Np Qpr sy, - Zsyens | Q8ys

Zs,, - Zs Qs,
: K : : 4.1)

where Qp and Qs are the volume velocity of the primary and secondary sources, respectively, Zp
and Zs are the “transfer” impedances measured between the pressure and the primary and

secondary sources, respectively.

The above equation can be rewritten in shorthand notation as,
P(Ne,]) = Zp(Nc,Np)Qp(Np,l) + ZS(Ne,Np)QS(Np,1) (4.2)

As for the pressure field, the particle velocity measured at Ne locations in the acoustic field

are given by,

u, Ypl,l e Ypl,Np Qp,
o= : : Do+ : . :
Une Ypye, - Yp Ne,Np Qpr Ysye, oo Ysyens |1 Q8ys

Ys,, - Ys, Qs,
: t. : . (4-3)

where Yp and Ys are the “transfer” particle velocity response functions measured between the

particle velocity and the primary and secondary sources, respectively.

The above equation can be rewritten in shorthand notation as,

Uine, ) = Yp(Ne,Np)Qp(Np,l) + YS(Ne,Np)QS(Np,I) (4.4)
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It is important to remember that the pressure is a scalar quantity while the particle velocity
is a vectorial quantity. Therefore, in 2-D or 3-D acoustic fields the direction of the particle

velocity must be observed to perform correctly the sum in Equation (4.4).

4.1.1 Optimal solution for the secondary source base upon controlling the acoustic

potential energy density

The acoustic potential energy is a real scalar quadratic function in terms of Qs; therefore,
there is only one global minimal point. Besides, it can be measured using microphones spread
over the acoustic field. So, it is easy to be applied in ANC and ASAC schemes. Using the sum of

the acoustic potential energy densities over the sensors as cost function,

1 5
J=E_, = P 4.
» 2poc2H 4.5)

The optimal solution that minimizes the potential energy density is found substituting the

pressure, Equation (4.2), in the cost function defined in Equation (4.5), resulting in,

B[ =— L pup= 1 (7pQp+ ZsQs)" (ZpQp + Z5Qs) 4.6)
2p,c 2p,c”

Expanding the terms,

J= 2p1 o [(ZPQP)H ZpQp + (ZPQP)H ZsQs + (ZSQs)H ZpQp+ (ZSQS)H ZSQS] @7

0

Each term of Equation (4.7) is a real scalar function. The gradient of each term in relation

to the secondary sources Qs is performed using the relations presented in Appendix A, so,

v(ZpQp)” ZpQp =0 (4.8)
v(ZpQp)” ZsQs = Zs" ZpQp (4.9)
v(2sQs)" ZpQp = Zs" ZpQp (4.10)
V(ZsQs)" ZsQs = 275" ZsQs (4.11)
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Therefore, the gradient of the cost function in relation to Qs is given by,

VE, =

(225" 2pQp + 2257 Z5Qs) (4.12)

2p,c

The optimal solution to the secondary source volume velocities that minimizes the acoustic

potential energy density is obtained by equaling Equation (4.12) to zero and solving for Qs

>

resulting in,

Qs = —(zs"zs)" Zs"ZpQp (4.13)

which is the same final result obtained by Qiu and Hansen (1998).

It is interesting to note that (ZSHZS) cannot vanish, which means that the secondary sources

must be able to act upon the pressure at the error sensors (controllability condition).

4.1.2 Optimal solution for the secondary source based upon controlling the acoustic

kinetic energy density

As the acoustic potential energy density, the acoustic kinetic energy density is a real scalar
quadratic function in terms of Qs. Using the sum of the acoustic kinetic energy density over the

sensors as cost function,
J=E, = 92&}11]" (4.14)
Substituting the particle velocity, Equation (4.4), in Equation (4.14), |
J= Pzi]u}"‘ = %O—uHu = %"—(Ypr +YsQs)* (YpQp + YsQs) (4.15)
Expanding the terms,

J= 921 [(Ypr)H YpQp+(YpQp)® YsQs +(YsQs)* YpQp + (YsQs)" Yst] (4.16)
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The terms present in the cost function that minimize the acoustic kinetic energy are the
same that minimizes the acoustic potential energy density, with Z replacing Y, compare Equation

(4.16) with (4.7). Therefore, the gradient of Equation (4.16) in relation to the Qs is given by,
_ Py H H
VE, = E—(ZYS YpQp +2Ys" YsQs) (4.17)

The optimal solution to the secondary source volume velocities that minimize the acoustic
kinetic energy density is given by equaling Equation (4.17) to zero and solving for Qs, resulting

n,
Qs =—{(vs"Ys) Ys*YpQp (4.18)

which is the same final result obtained by Qiu and Hansen (1998).

As it happened with the optimal solution for the secondary source based upon controlling
the acoustic potential energy density, it is necessary that the term (Ys"Ys) in Equation (4.18)
does not vanish, which means that the secondary source should have the ability of acting upon

the particle velocity at the error sensors (controllability condition).

4.1.3 Optimal solution for the secondary source based upon controlling the acoustic total

energy density

The acoustic energy density is defined as the sum of the acoustic potential and kinetic

energy densities. Using the sum of the acoustic energy density over the sensors as cost function,

. 1 p
J=E, =B, + By =§;;§1P{2 +—i‘-)-}u‘2 (4.19)

Substituting the pressure and particle velocity, Equations (4.2) and (4.4), in Equation
(4.19),

J

= 2p1 e (ZPQP + ZSQS)H (Zpr + Zst)+ Ez_‘).(Ypr + YSQS)H (YPQP +YsQs) (4.20)
0
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The gradient of Equation (4.20) was already computed in Equations (4. 12) and (4.17).
Therefore, the gradient of the acoustic total energy density in relation to Qs is the sum of
Equations (4.12) and (4.17),

VE, =VE_, +VE, =

5 (225" ZpQp + 225 75Qs )+ £ : £ (25" YpQp + 25" YsQs) (4.21)
pOC

Equaling the result in Equation (4.21) to zero and solving for Qs, the optimal solution for

the secondary source volume velocities that minimize the acoustic total energy density is given

by,
Qs = —-(ZsHZs + pgcz’YsHYsTI (ZsHZp+ pgczYsHYp)Qp (4.22)

which is the same final result obtained by Qiu and Hansen (1998).

It is obvious that it is necessary that the denominator of the above equation should not
vanish, which means that the secondary sources should be able to influence the pressure and

particle velocity at the error sensors (controllability condition).

4.1.4 Optimal solution for the secondary source based upon controlling the acoustic active

intensity

The acoustic active intensity is a real function in terms of Qs, but it should be used as cost
function very carefully because the acoustic active intensity is a vector quantity. Usmg the sum of

the acoustic active intensity over the sensors as cost function,
1 H 1 H
I=la=Zf P}:ESR{P uf (4.23)

Substituting the pressure and the particle velocity, Equations (4.2) and (4.4), in Equation
(4.23),

J=Ia= liﬁ’{(Ypr +YsQs)* (ZpQp + Zst)}
2 (4.24)

- —;—m{(Ypr)"‘ ZpQp +(YpQp)" ZsQs + (YsQs)* ZpQp + (YsQs) Z5Qs)
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Expanding Equation (4.24), taking the gradient of each term in relation to the Qs, and using

the relations present in Appendix A,

vR{(YpQp)* ZpQp|=0 425)
vR{(YpQp )" ZsQs}= Zs*YpQp 426)
vR{(YsQs)” ZpQp|= Ys"ZpQp (4.27)

VHR{(YsQs)' ZsQs)= (Zs" Vs + Ys¥Zs)Qs (4.28)

Therefore, the gradient of Equation (4.24) in relation to Qs is given by,
Via = —;((YSHZp + ZsHYp)Qp + (28" Vs + Y57 Zs)Qs) (4.29)

The optimal solution to the volume velocity of the secondary sources that minimizes the
acoustic active intensity is given by equaling Equation (4.29) to zero and solving to Qs, resulting

n,

Qs = —(zs"Ys+ Ys"Zs) (vs" Zp+ Zs* Yp)Qp (4.30)

which is the same final result obtained by Qiu and Hansen (1998), but they consider only the

active acoustic intensity in the radial direction.

It is observed that is necessary that (Zs"Ys + ¥s"Zs) should not vanish, which means that

the error sensors, acoustic active intensity error semsors, should “see” some acoustic intensity

from the secondary sources (controllability condition).

4.1.5 Optimal solution for the secondary source based upon controlling the acoustic

reactive intensity

As the acoustic active intensity, the acoustic reactive intensity is a real function in terms of

Qs, but it should be used as cost function very carefully because the acoustic reactive intensity is
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also a vector quantity. Using the sum of the acoustic reactive intensity over the sensors as cost
function,

3{u”p} (4.31)

Substituting the pressure and particle velocity, Equations (4.2) and (4.4), in Equation
(4.31),

J=Tr=—5{YpQp + YsQs) (ZpQp + ZsQs)} (4.32)

b | e

Expanding the terms of Equation (4.32), and taking the gradient of each term in relation to

Qs, and using the relations in Appendix A,

v3{(YpQp)' ZpQp)= 0 4.33)
v3{¥pQp)* 25Qsf= 1 jzs*vpap (4.34)
v3{¥sQs) ZpQpf= -2 ¥s"zpQp (4.35)

V3{(¥sQs) ZsQs) = -;: i(zs"Ys - Ys"zs)os (4.36)

Therefore, the gradient of the acoustic reactive intensity is given by,

Vir = % izs™Yp-vs*zp)op + (zs#¥s - Ys*zs)s) 4.37)

The optimal solution to the volume velocity of the secondary sources that minimizes the
acoustic reactive intensity is given by equaling Equation (4.37) to zero and solving to Qs,

resulting in,
Qs =~(Zs"Ys - Ys*Zs) " (zs*Yp- Ys" Zp)ap (4.38)

Analyzing the above equation it is noted that is necessary for the error sensors, acoustic

reactive intensity sensors, to “ see” some reactive intensity from the seconda sources.
19%
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4.1.6 Optimal solution for the secondary source based upon controlling the acoustic power

radiated by two sources

The acoustic power radiated by two acoustic sources is defined as Hansen and Snyder

(1997) by,
Wy = %SR{(Pp(xm +Ps(xp))Qp” + (Pp(xs) + Ps(x5))Qs” | (4.39)

where xp and xs are the position of the primary and secondary source, respectively.

The first term at the right side of Equation (4.39) is the contribution of the primary source
and the second term is the contribution of the secondary source to the total radiated acoustic
power. It is interesting to note that in the radiated acoustic power the sensors are located in front

of the sources.

It is observed that the acoustic power radiated by the sources is a real function. Therefore,

expanding the radiated acoustic power using the pressure, Equations (4.2),
1 * *
1= W =5 R{Zp(xp)Qp + ZsGPIQs)Qp” + (Zp(x5)Qp + Zs(9)Qss}  (4:40)

where Zp(xp) is the “transfer” impedance from the primary source at the primary source, Zs(Xp)
is the “transfer” impedance from the secondary source at the primary source, Zp(xs) is the
“transfer” impedance from the primary source at the secondary source, and Zs(xs) is the

“transfer” impedance from the secondary source at the secondary source.

Expanding the terms of Equation (4.40) and taking the gradient of each term in relation to
Qs, and using the relation in the Appendix A,

vRr{(Zp(xp)Qp)Qp”}= 0 (4.41)

VR{(Zs(xp)Qs)Qp’ = Zs" (xp)Qp (4.42)
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VR{Zp(xs)Qp)Qs’} = Zp(xs)Qp (4.43)

VER{(ZS(XS)QS)QS* } = (Zs(xs) +7Zs (xs)bs (4.44)

Thus, the gradient of the radiated acoustic power from the sources in relation to Qs is given

by,
VW, =(Zs" (xp) + Zp(xs)Qp + (Zs(xs) + Zs" (xs) Qs (4.45)

The optimal solution to the volume velocity of the secondary sources that minimizes the
radiated acoustic power is given by equaling Equation (4.45) to zero and solving to Qs, resulting

in, as suggested by Snyder and Hansen (1997),

__Zp(xs)+ Zs(xs) o _ | R{Zs(xp)}
Q= ZSR{ZS(XS)} w=-Q SR{ZS(XS)} (4.46)

where, by the reciprocity theorem, Kinsler et al. (1982), Zs(xp) = Zp(xs).

4.1.7 Summary and observations about the optimal solutions

It is important to note that the acoustic potential, kinetic, and total energy are real quadratic
functions. Therefore, cost functions formed by these functions are suitable for control

applications because they have a global minimum.

However, the acoustic active and reactive intensities are real functions but are not quadratic
functions, since the highest term of Qs can be either positive or negative. Thus, one way to
guarantee the convergence is to assure that the term of highest Qs in the acoustic active/reactive

intensity should obey the following relations,

RIQs " Ys" ZsQs) > 0 (4.47)
for the acoustic active intensity, and

F{Qs"Ys¥ZsQs)> 0 (4.48)

for the acoustic reactive intensity.

66



It is interesting to note that ZsQs and YsQs are the pressure and particle velocity imposed
by the secondary source at the error sensors, which means that the secondary source should act

with a positive intensity at the error sensors.

On the other hand, it is possible to use the squared active intensity and the squared reactive
intensity as cost functions, which, in this case, form quadratic cost functions in terms of Qs, but

the final optimal result is the same result, as shown below.

Taking for example the cost function based upon the squared active intensity as,
J=Ia’ (4.49)
The gradient of above equation is given by,
VI = ViIa® =2laVia (4.50)

Equation (4.50) is equal to zero either Ia is equal to zero or Vla is equal to zero. The Vla is

equal to zero if the optimal solution to the secondary volume velocity is given by Equation
(4.30).

A summary of the optimal solutions is shown in Table 4.1.

Table 4.1: Optimal solutions for the volume velocity of the secondary sources

Cost Function | Optimal solution for the secondary source volume velocity Qs

Es —(zs"zs)" Zs"ZpQp

Ex ~(vs"vs) " Ys*YpQp

Er (25775 + p2c*Ys™Ys) (25" Zp+ plcYsTYp Qp
Ia —(zs"Ys + vsizs) " (Ys"zp + Zs"Yp)Qp

Ir ~(zs®Ys-vszs) ' (Ys"Zp - Zs" Yp)Qp
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In some applications the optimal solution is implemented for one error sensor, one primary
source and one secondary source; in this case, the optimal solutions are shown in Table 4.2,

where can be seen that the hermitian (%) was substituted by the conjugate ().

Table 4.2: Optimal solutions for the volume velocity of the secondary source for one error sensor,
one primary source and one secondary.

Cost Function | OPtimal solution for the secondary
source volume velocity Qs
Zp
E» e 4
75 Qp
Ex _Yp
Ys
Er _Zs'Zp+p’c’Ys'Yp
[Zs[2 +p’c?[Ys)’
Ia _Ys'Zp+Zs'Yp
2RZs"Ys e
It _Ys'Zp-Zs'Yp
2 jS{Ys*Zs} w
Wr _ MQP
R{Zs(xs)}

4.1.8 Optimal solution using two microphones to estimate the particle velocity

Some optimal solutions need the “transfer” particle velocity, Ys or Yp, to be successfully
implemented. However, the particle velocity can be estimated using the P-P approach, Fahy
(1995), and, then, the optimal solution can be calculated. On the other hand, the estimated
particle velocity using the P-P approach can be inserted into the optimal solution to reduce the
computational complexity. In order to exemplify the introduction of the particle velocity
estimated using the P-P approach, the optimal solutions are developed for one primary source,

one secondary source, and one error sensor.
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The particle velocity estimated using the P-P approach is given by, from chapter 3,

i p,-P
u, =—Bh (4.51)
p,® O

Using the definitions of impedance and particle velocity and knowing that P, , = Z,,Q and

u,, = Y,,Q, the particle velocity, Equation (3.17), can be written in 2 more suitable form as,

i Z,-Z
u, =Y,Q= 2 —Q (4.52)

Po®w ©

Thus, it is obvious that the transfer particle velocity can be estimated using the transfer
impedances in the following form,

i z,-7Z,

Y,, =
12 b0 &

(4.53)

The same way as particle velocity, the transfer impedance between the microphones 1s

given by,

Z,=""—= (4.54)

Now, considering the case where two sources are acting in the acoustic field, one primary
source and one secondary source, the pressure and particle velocity between the two microphones

can be written using the Equations (4.53) and (4.54) as,

Zp, +Z Zs, +Zs
P, = PP Qp+ 20 (4.55)
g . B
u, = i P, — Zp, Qp + i Zs,—1Zs, Qs (4.56)
Po® 3 p,® )

Applying Equations (4.53) and (4.54) to the optimal solution of the volume velocity

controlling the acoustic kinetic energy density, Equation (4. 18), is found,
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i Zp, - Zp,

Yp Po® 8 Zp, —Zp,
s=—-—LQp=212 =2 4.57
Q Ys e 1 Zs, - Zs, w Zs, ~Zs, @ (37
Po® )

In the optimal solution for the secondary volume velocity that minimizes the acoustic
energy density, Equation (4.22), it is necessary that pressure and particle velocity should be
evaluated at the same point; therefore, it is necessary to substitute the impedance transfer function
to form the correct optimal solution. Applying Equations (4.55) and (4.56) to the optimal solution

of the volume velocity controlling the acoustic energy, Equation (4.22), vields,

_ pwzsz(zsz +Zs, )* (sz +Zp, )"‘L 4pc’ (Zsz ~Zs,) (sz ~Zp, )

Qs =
pe’8?|Zs, +Zs,[* + 4pc’|Zs, - Zs,[*

Qp (4.58)

The optimal solution for the secondary source that minimizes the acoustic active intensity,
Equation (4.30), must have the pressure and particle velocity measured at the same point. So, the
optimal solution to the secondary source that minimizes the acoustic active intensity using the P-

P approach is found substituting Equations (4.55) and (4.56) in (4.30) given,

i Zsy—Zs; *(Zpl+Zp2J+ Zs, +Zs, Y[ i Zp, - Zp,
P 0 2 2 Po® )

Qs =~ — Q (459
R [Zs1 + ZSZ] 1 Zs, -Zs,
2 Po® &
Simplifying the above equation is found,
i . i .
20,00 (st + Zsz) (sz - pr)" > 10)5 (Zsz _Zsl) (Zpl + sz)
Qs = —=E¢ 1 2 Q®  (460)
;)-056—92{1(25] + ZSE) (ZS2 - ZS1 )}

Thus, the optimal solution to control the acoustic active intensity using the P-P approach to

estimate the particle velocity is given by,

_Zs,Zp, - Zs,Zp,

Q= 2i3Zs,Zs, ]

(4.61)
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The optimal solution for the secondary source that minimizes the acoustic reactive
intensity, Equation (4.38), must have the pressure and particle velocity measured at the same
point. So, the optimal solution for the secondary source that minimizes the acoustic reactive

intensity using the P-P approach is found substituting Equations (4.55) and (4.56) in (4.38)

[Zsle-Zsz)* i Zp,—Zp, ) [ i Zs,-Zs *(Zpl-ksz
2 Po® S P O 2

giving,

Qs = — : Q (462
2i3(/Zsi+Zs2\ (i Zs,-7s, |
iL J Lpoﬁ) 5 j
Simplifying the above equation,
i x .
7o G5+ 252) (2P ~Zp)+ (25, = 75, ) (2, + 2p,)
Qs =-— Qp (4.63)

i

- sfi(zs, +2s,) (s, - 2s,))

Po®

Thus, the optimal solution to control the acoustic reactive intensity using the P-P approach

to estimate the particle velocity is given by,

1 ZSZZP;_ ZZ8 2Py (4.64)
2 Izszi —lZsl

Qs=

A summary of the control methods using the P-P approach to estimate the particle velocity
can be seen in Table 4.3. Analyzing the optimal solutions it can be observed that if the separation
distance & of the microphone pair is much less than the wavelength A, Zs; and Zs, are similar, as
well as Zp; and Zp;. It means that the denominator of the optimal solution that minimizes the
acoustic kinetic energy density and the acoustic reactive intensity and the numerator of the
optimal solution that minimizes the acoustic active intensity are close to zero. Therefore, a

previous analysis is indicated before applying the optimal solutions.
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Table 4.3: Optimal solution for the volume velocity of the secondary sources using the P-P
approach to estimate the particle velocity.

Cost Function Optimal solution for the secondary source volume velocity Qs
Zp, -7
Fk _ 4P, —4p,
Zs, — Zs, R
_ 9@262(252 +Zs, )*(sz +Zp, )+4PC2(252 ~Zs,) (sz -Zp, ) Qp
Et pw8?|Zs, + Zs,|’ +4pc?|Zs, ~Zslfz
Ia _ Zs,Zp, - Zs,Zp, o
2i34Zs, Zs; |
Ir _12Zs,7p, -7s]7p, %
2 |zs,] ~|zs,]?

4.2 Adaptive Control Methods

The control methods presented here are based upon the feedforward adaptive filter theory,

Haykin (1996), which consists of filtering the reference by a Finite Impulse Response (FIR) filter
and using the resulting signal as the control signal. The reference signal is correlated with the
error sensor signal and contains information about frequency and phase from the noise generated
by the primary source. Without loss of generality, the reference is represented by the volume
velocity for the primary source “Qp”. The control law is represented by the volume velocity for

the secondary source “Qs”. So, the volume velocity of the secondary source is evaluated as,
QS(NS,I) = W(Ns,Np)Qp(Np,l) (4.65)

where W is a weight function which will be found recursively by an adaptive law.

The control law, Equation (4.65), shows that the number of the weight functions is
proportional to the number of primary and secondary sources only, and not to the number of the
error sensors. In order to reduce the complexity of the equations, the adaptive control methods are
developed for the case of one primary source, one secondary source and one error sensor, i.e., Np

=1, Ns =1, and Ne =1. Nevertheless, the adaptive control methods can be expanded to more than
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one primary and one secondary source. The pressure and particle velocity equations are reduced

to,

P=ZpQp+ZsWQp (4.66)

u=YpQp+YsWQp (4.67)

where the variables are scalar quantities.

The adaptive law will be developed using a self-orthogonalizing adaptive filtering

algorithm as proposed by Haykin (1996) and Cowan (1987),
W(n+1)= W(n)-pRVI(n) (4.68)

where n is the iteration time,  is the step-size defined between 0 and 1, R! is the inverse of a
correlation matrix R, and VI(n) is the gradient of the cost function at iteration n. R and VJ will be

outlined for each control method depending on each cost function.

Equation (4.68) is a modified formulation of the steepest-descent method, which is more

suitable in control applications because the step-size p is normalized between 0 and 1, Kuo-and
Morgan (1996). In addition, it guarantees a constant rate of convergence for all frequency lines,
Haykin (1996) and Cowan (1987). Furthermore, as the equations are in the frequency domain, it
is possible to control each frequency line independently from each other, because there is one

weight W to each frequency.

4.2.1 Adaptive control method based upon controlling the potential energy density

Using the acoustic potential energy density as cost function, Equation (4.5), and

substituting Equation (4.66),

J=E, = zplcz (ZpQp + ZsWQp) (ZpQp + ZsWQp) (4.69)
0

Expanding the above equation and taking the gradient in relation to W to each term using

the relation in Appendix A, is easy to find,
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v(ZpQp) ZpQp =0 (4.70)

V(ZpQp)" ZsWQp = (ZsQp)' ZpQp (4.71)
V(ZsWQp)" ZpQp = (ZsQp)' ZpQp (4.72)
V(ZsWQp)' ZsWQp = 2(ZsQp) ZsWQp (4.73)

Therefore, the gradient of Equation (4.69) in relation to W is given by,

Vi]=

—(25Qp) (ZpQp + QsWOp) =

0

! ~(ZsQp)'P (4.74)
o€

The correlation matrix R is formed by the terms that multiply the weight function W in the
cost function gradient, Equation (4.74), so,

2(ZsQp)' ZsQp = —- - |ZsQp|* (4.75)

R = 5
2p,c PoC

Finally, taking the results in Equations (4.75) and (4.74) and substituting in the adaptive

law, Equation (4.68), the adaptive control method that minimizes the potential energy density is

found as,

W(n+1)=W(n)-p g:g;’z (4.76)

The above equation is known as the frequency-domain filtered-X LMS, Haykin (1996), in
its normalized version. It must be assured that the denominator will not vanish, which won’t
happen if the error sensor, in this case a microphone, “sees” some response from the secondary
source. The method will adapt until the numerator is equal to zero, which happens if the pressure

P is equal to zero. This method will be named in a shorthand notation as LMS-P.

4.2.2 Adaptive control method based upon controlling the kinetic energy density

Using the acoustic kinetic energy density as cost function, Equation (4.14), and substituting
Equation (4.67),
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J=E, = %"—(Ypr +YsWQs) (YpQp + YsWQs) @.77)

Thus, it is noted that the equation to control Ex is analogous to the equation to contro!l Ep,

but with Z replaced by Y. Therefore, the gradient of Equation (4.77) is given by,
vI= %O—(Yst)*u (4.78)
The correlation matrix R is given by,
R = 9211Yst[2 (4.79)

Thus, the adaptive control method which minimizes the kinetic energy density is evaluated

using Equation (4.76) by replacing Zby Y and Pbyu,

W(n+1)= W(n)- u%g—:%:u (4.80)

Thus, the method presented in Equation (4.80) is the same frequency-domain filtered-X
LMS presented in (4.76), but now based upon controlling the kinetic energy density. The same

observations about the convergence did for Equation (4.76) valid for Equation (4.80), where it is
necessary for the velocity sensor to “see” some response from the secondary source. This method

will be named in shorthand notation as LMS-U.

The LMS-U can be successfully implemented where the pressure sensor (a microphone)
can’t give good signal levels to be used as error signal, which happens if the microphone is
placed near a pressure node.

423 Adaptive control method based upon controlling the acoustic energy density

Using the acoustic total energy density as cost function, Equation (4.19), and substituting
Equation (4.66) and (4.67),
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1 +(ZpQp + ZsWQp)' (ZpQp + ZsWQp) +

J::E =
T 2p,c

(4.81)
+ %O-.(Ypr +YsWQs)'(YpQp + YsWQs)

The gradient of the acoustic total energy density is the sum of the gradients of the acoustic

potential and kinetic energy densities, Equations (4.74) and (4.78), so,

1 . .
VI= 3 (ZsQe ) P+ (¥:Q, )0 (482)

The correlation matrix R is formed by the terms that multiplies the weight function, W, in

the gradient of the cost function, so,

1 * * 1
R = ——(ZsQp) ZsQp+p, (YsQp) ¥sQp = ——
Poc PeC

1ZsQp|” + po[YsQp|’ (4.83)

Finally, taking the results in Equations (4.82) and (4.83) and substituting in the adaptive
law, Equation (4.68), the adaptive control method that minimizes the total acoustic energy

density is given by,

W +1)= W(a)—u (LSQP)*S +Poc’(YsQp) u (4.84)
[Zst] + pgcszst}"

The above Equation corresponds to the same control algorithm suggested by Sommerfeldt

and Nahif (1994), but here it is expressed in the frequency domain.

4.2.4 Adaptive control method based upon controlling the acoustic active intensity using

the P-U approach

Using the acoustic intensity as cost function, Equation (4.23), and substituting Equations
(4.66) and (4.67),

J=Ta= %m{(szp + ZsWQp)YYpQp + YsWQp) | (4.85)

Expanding Equation (4.85) and taking the gradient in relation to W of each term using the

relations in Appendix A is easy to find,
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vR{YpQp) ZpQp|=0 (4.86)

vaR{YpQp) ZsWQp| = (ZsQp) YpQp (487)
vaR{(YsWQp) ZpQp}=(¥sQp) ZpQp (4.88)
VR{YsWQp) ZsWQp| = (YsQp) ZsWQp~+(ZsQp) YsWQp (4.89)

Therefore, the gradient of the acoustic active intensity is given by,

vJ = (YsQp) (ZpQp + ZsWQp)+ (ZsQp) (YpQp + YsWQp)

4.90
= (YSQP)*P+(ZSQP)*u ( )

The correlation matrix R is formed by the terms that multiplies the weight function, W, in

Equation (4.90), so,
R= %(Yst)* ZsQp+ é— (ZsQp) YsQp = R{ZsQp(YsQp)' | (4.91)

Finally, the adaptive method that effectively minimizes the active intensity using the P-U

approach is found substituting Equations (4.90) and (4.91) into Equation (4.68), resulting in,

() b (YsQp)'P+(ZsQp) u
W(n+1)=W(n) > RzsQrsp) | (4.92)

It’s noted that the control method proposed in Equation (4.92) will have convergence
problems if the denominator is near zero, or, in other words, it’s necessary for the error sensor to
“gee” some active intensity from the secondary source, which means ER{ZSQp(Yst)*} should

not vanish. This method will be named in a shorthand notation as ASIC-PU.

4.2.5 Adaptive control method based upon controlling the active intensity using the P-P

approach

Two ways are possible to develop the adaptive control method; the first is substituting

Equations (4.53) and (4.54) in Equation (4.92), the other way is to start with the active intensity
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using P-P approach to estimate the particle velocity. As in the optimal solution the first way was

adopted, now, the second way will be used.

The active intensity using the P-P approach is given by Fahy (1995),

1 . 1 .
la=—-RP,u, (= 3PP, 4.93
P )= e (4.93)
Now, using the acoustic active intensity with the P-P approach as cost function and

substituting Equation (4.66),

1

J=1 =
A 20pd

{20, Qp + 25, WQpXZp,Qp + 25, WQp) | 4.94)

where the pressure at positions 1 and 2 are given by,

P =Zp Qp+ Zs,WQp

(4.95)
P, = Zp,Qp+ Zs,WQp

Expanding Equation (4.94) and taking the gradient in relation to W of each terms using the

relations in Appendix A, is easy to find,

v3{Zp,Qp) Zp,Qp}=0 (4.96)

v5{(Zp,Qp) Zs, WQp )= i(Z5,Qp) Zp,Qp 4.97)

V{25, WQp)' Zp,Qp} = -i(zs,Qp) Zp,Qp (4.98)

V{25, WQp) Zs,WQp| = i(Zs,Qp) Zs,WQp - i(Zs,Qp) 25, WQp (4.99)

Therefore, the gradient of the acoustic active intensity, Equation (4.94), is given by,

1

VI = ——((25,Qp) (20, Qb + Zs, WQp) - (25,0p) (Zp,Qp + Zs,WQp))

20pd

- Za}p_s[(ZSpr)* P, - (Zs,Qp) P,

(4.100)

The correlation matrix R is formed by the terms that multiply the weight function, W, in the
gradient, Equation (4.100), so,

78



R = 5 [(75.00) 75,0p - (Z.Q0) 250

5{zs,Qp(zs,Qp)'}  (4.101)

20p0

Finally, the method that minimizes the active intensity using the P-P approach is obtained
by substituting Equations (4.100) and (4.101) in Equation (4.68),

Wa+l)=W _ﬂ{(zlep)*Pz "(ZszQp)*R 4.
(n ) (n) 2 S{ZSIQP(ZSZQP)*} 10

Equation (4.102) will be named in a shorthand notation as ASIC-PP. It is noted that the
control method expressed in Equation (4.102) may have convergence problems if the
denominator is close to zero. Or, in other words, it’s necessary for the error sensor to “see” some
active intensity from the secondary source.

4.2.6 Summary of the adaptive control methods

The summary of the adaptive control methods can be seen in Table 4.4.

Table 4.4: Summary of the adaptive control methods

Cost Function Adaptive control law
EP W(n—}-l): W(n)...u_g_zig__p_)z._P
Zstl »
Ex W(n+1)= W(n)‘P(YSQP)Z u
Y5 Qs |
* 2.2 *
Er Wia s 1) = Wn)- s L) P pic” (YsQo) w
ZsQp|" + pyc’[YsQp|
Ia — P-U approach W(n+1)= W(n)- |d (YsQp) P +(ZsQp) u

2 RizsQp(YsQp) |

i_l}_ (Zlep)* P, - (ZszQp)* P,

Ia — P-P approach Win+1)=W(n)- 2 S{Zs Qp(Zs QP)*}
1 2
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4.2.7 Optimal solution

The optimal solutions to the adaptive control laws can be found assuming that at the
convergence W(n + 1) is equal to W(n), which means that the second term in the right side of
equations present in Table 4.4 are equal to zero. In that way, the equations of pressure and

particle velocity are substituting in the adaptive control law replacing W by Wy

For the adaptive control method based upon controlling the acoustic potential energy
density, Equation (4.76),

u(_zi@i (zpQp + ZsW,.Qp)=0 (4.103)

2
|1ZsQp|
As the denominator can not be close to zero and the quantities involved are scalar, the
optimal solution for the weights W to the adaptive control method based upon controlling the
acoustic potential energy density is given by,

Zp
W =-_= 4.104
= (4.104)

Doing the same thing with the adaptive control method based upon controlling the acoustic
kinetic energy density, Equation (4.80), it is found the optimal solution for the weights W to the

adaptive control method based upon controlling the acoustic kinetic energy density,

P
= - (4105
W, =L (4.105)

Now, for the adaptive control method based upon controlling the acoustic energy density,

Equation (4.84),
(ZsQp) (zpQp + ZsW,,Qp)+ p2c* (YsQp)' (YpQp+YsW,,Qp)=0 (4.106)

Rearranging the terms, the optimal solution for the weights W to the adaptive control

method based upon controlling the acoustic energy density is given by,

w - _(2s)Zp+pic*(vs) Yp
apt 2 2 2 2
}Zs[ +p,c |YSI

(4.107)
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Now, for the adaptive control method based upon controlling the acoustic active intensity

using the P-U approach, Equation (4.92),
(¥sQp) (ZpQp + ZsW,,,Qp )+ (2sQp) (YpQp + YsW,,Qp)= 0 (4.108)

Rearranging the terms, the optimal solution for the weights W to the adaptive control

method based upon controlling the acoustic intensity using the P-U approach is given by,

_ Ys'Zp+Zs'Yp _ Ys'Zp+ Zs'Yp

P Ys'Zs+ ZsYs 2R|Ys Zs{

(4.109)

Now, for the adaptive control method based upon controlling the acoustic active intensity

using the P-P approach, Equation (4.102),
(2s,Qp) (2p,Qp + 25, W,,,Qp)~ (Z5,Qp) (2p.Qp + Z5,W,,,Qp) = 0 (4.110)

Rearranging the terms, the optimal solution for the weights W to the adaptive control

method based upon controlling the acoustic intensity using the P-P approach is given by,

_ Zs;Zp, —Zs;Zp, _ Zs,Zp, — Zs,Zp,

P ZsiZs, — Zs,Zs, 2i3{Zs, Zs, |

(4.111)
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Chapter 5

Active noise control in enclosed space

This chapter describes an application of the active noise control system in vehicles. The
control method implemented is the filtered-X LMS in the time domain controlling the pressure at
a point using a model of one primary source, one secondary source and one error sensor

implemented in a dSPACE 1102 control board.

The development of the algorithm and the implementation in real time were first performed

in quiet room, with cut-off frequency around 450 Hz, where two point sources (loudspeakers) and

a microphone array were located in order to test the performance of the controller.

Once the controller has been tested, the active noise control system was implemented in the
cabin of a pickup model S10, year 2000, from General Motors. The objective was to attenuate the
sound from the engine in the cabin interior. This experiment was part of an investigation on the

viability of implementing active noise control in vehicles.
5.1 Active noise control in acoustic rooms

The objective of this implementation was to test the performance of the filtered-X LMS in
acoustic rooms subject to harmonic sound fields. The investigations allow analyzing the

performance of the controller at multiple frequencies, the region of attenuation and the

performance of the error sensor.
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5.1.1 Experimental set up

The experimental set up shown in Figure 5.1 consists of two acoustic sources
(loudspeakers) located 57 cm far from each other located in the acoustic room and one
microphone (the error sensor) located between the sources but 175 cm far from the sources. A
microphone array composed of 8 microphones separated by 15 cm located parallel to the source
axis. Details of the acoustic sources and the microphone array can be seen in Figure 5.2. The

devices used in the experiment are shown in Figure 5.3.

57 cm
i
= A g
Primary Secondary
source source
£
(&
Y
= Error sensor
v 4
*§ ¢ o1 1 o1 1111
: . )
Bl DD D> >

P
15e¢m ~15¢cm 15cm 15cm 15cm 15cm 15cm 15cmy

T

|
v

Microphone array

Figure 5.1: Microphone array in the acoustic chamber

The electrical signal send to the primary source (the reference x in the filtered-X LMS) was
a sawtooth with fundamental frequency of 270 Hz. Thus, in the room there are the fundamental

frequency and the harmonics. The sawtooth was chosen as primary noise because of the

amplitude of the harmonics are different.



(a) (2)

Figure 5.2: Detail of (a) the Imicrophone array and (b) the primary and secondary sources

Figure 5.3: Devices used in the experimental set up — 3 power amplifiers, 2 analog filters, 1
function generator, 1 oscilloscope, 1 signal conditioning unit, 1 DSP control board and 1 spectral

analyzer.

5.1.2 Identification of the secondary source

In Figure 5.4 the experimental set up used to identify the secondary path is shown. This set
up was chosen in order to filter the high frequencies, above 540 Hz. Thus, inside the acoustic
room there are all the harmonic components of 270 Hz with different amplitudes, but only the

frequencies under 600 Hz, i.e., 270 and 540 Hz, will be controlled.
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Figure 5.4: Block diagram of the identification of the secondary path

The identification of the secondary path was performed using the filtered-X LMS as an
estimator, Appendix C, using 0,4ms as sampling time. The approximation to the secondary

source was a FIR with 24 weights. The identified secondary path FIR weights are shown in

Figure 5.5.
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Figure 5.5: Secondary path FIR weights identified in the low reverberant room

It is important to remember that the configuration used in the system identification must be
used in the control implementation, which means that the cut-off frequency of the analog filter

and the power amplifier gain should not be changed. Most attention should be paid to the cut-off
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frequency from the analog filter because it can easily shift the phase of the estimated secondary

path if it is changed.
5.1.3 Implementation of the controller in real time

The schematic block diagram used in the control implementation is shown in Figure 5.6.
The filtered-X LMS in the time domain was implemented using 0,4ms as sampling time and with
24 weights to model the filter W(z), the step-size was adjusted “on-line” to improve the
convergence rate. When the control method converged, the adaptation was stopped and the

acquisition of the sound pressure level in the microphone array was performed.

Fc =600 Hz

Error signal @

.~—~—J ]Analog filter (DSP 1102) |
Reference L.rj |
H

|

(DSP 1102) 4
Function generator Power amplifier Amplificador { A
p\ » D i
N 7 |
Sawtooth Primary x
fc = 270 Hz source ]

Secondary

Control Signai ~ Analog filter 0. amplifier source

(DSP 1102) t
o— >

b ]

Fc =600 Hz

Figure 5.6: Block diagram of the control implementation

In Figure 5.7 the sound pressure level (SPL) measured with the microphone array is shown.
It can be observed regions of attenuation and regions of amplification of the pressure. In addition,
the attenuation was the highest close to the error sensor. This means that more error sensors
should be used to increase the attenuation region. Moreover, the attenuation region is dependent

of the frequency, since different attenuation regions were achieved at different frequencies.
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In Figure 5.8 the sound pressure level measured in octaves by the microphone array is
shown. It is observed that the control method attenuated only the frequency bands that are in the

reference signal, frequencies below 600 Hz, without changing the sound pressure level of the

frequencies above 600 Hz.

In Figure 5.9 and Figure 5.10 the signals acquired by the error sensor and their spectra are
shown. It is observed a strong attenuation in the sound pressure level for the 250 Hz band while
less attenuation was achieved for the 500 Hz band. This fact occurred because the controller,
which works in the time domain, has the characteristic of attenuating more the frequency with
higher amplitude. Moreover, the controller attenuated the 250 Hz component until it was buried
in the background noise; thus, the more sensitive a sensor is, the better is the attenuation of the

sound pressure level achieved by the controller.
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Figure 5.9: Results acquired with the error sensor. (a) SPL in octaves, measured by a spectral

analyzer; (b) signal acquired with the dSPACE 1102 control board.
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Figure 5.10: Comparison of the auto-spectrum of the error sensor. (a) No control, (b) controlled

5.1.4 Conclusion

The filtered-X LMS in the time domain showed good performance, but the environment
where the test was performed is more easily controllable, because the transfer functions involved

in the control process are easier predictable and stable, besides, there is no influence from other

noise sources. Therefore, a more realistic implementation (inside the cabin of the pickup) should

be verified.

It was observed that better attenuation is achieved close to the error sensor. The region of
attenuation is dependent of the frequency, and more than one error sensor is necessary to increase

the attenuation region.

5.2 Active noise control of the engine in the cabin of a vehicle

The vehicle chosen to implement the active noise control system was a pickup model S10
from General Motors. The objective was to attenuate the noise generated by the engine in the
cabin interior. A microphone, the error sensor, was located close to the head of the driver; a
secondary source was located in the right low side of the front panel, Figure 5.11. The reference

was an accelerometer fixed in the engine block.
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(a) (b)

Figure 5.11: Localization of (a) the microphone, (b) the secondary source in the vehicle cabin.

The vehicle was positioned inside an anechoic chamber, and it was accelerated to 3600 pm
in 5 gear, the speed was around 127 Km/h. The fundamental frequency was 60 Hz and, because

of the engine characteristics the most important harmonic is the 2°, which is around 120 Hz.

It was necessary to filter the reference signal, i.c., the signal of the accelerometer fixed in
the engine block, because the signal was too noisy. This filtering process was implemented
directly in the signal conditioner of the accelerometer. The reconstruction low-pass analog filter
used for the secondary source was set to 250 Hz. The secondary source was identified using a
FIR approximation with 24 weights, the sampling time was 0,4ms, and the system identification

was performed using the filtered-X LMS estimator.

The application of the active noise control using the filtered-X LMS in the time domain as
a controller is shown in Figure 5.12, where the signal were acquired using an artificial head and
torso from B&K located at the driver s position. This means that the spectra observed in Figure

5.12 represent exactly what a person siting at the driver s position would hear.

In Figure 5.12(a) spectral maps of the sound pressure level generated by the engine are
shown. It can be observed that the frequency of 120 Hz produced the highest level at the driver s
position. In Figure 5.12(b) the sound pressure level with the system controlled is shown. It can be
observed that the frequency of 120 Hz was highly attenuated, and 6 dB of global attenuation was
achieved. In Figure 5.12(c) the signal of the controlled system was edited digitally and the
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frequency of 180 Hz was artificially removed. With this simple improvement, 12 dB of global

attenuation was achieved.

Apparently, the sound at 180 Hz didn t change between the uncontrolled and controlled
cases, which means that the 180 Hz was not present in the reference signal. Therefore, it should
be investigated where it is better to attach the accelerometer in order to the reference signal
contains this frequency or what other signal should be used, e.g. a tacho signal. Another
possibility is that the amplitude from 120 Hz is much greater than the 180 Hz in the reference

signal, which affects directly the controller

(a) (b)

(©)

Figure 5.12: Time-frequency spectra of the signals acquired from the driver position obtained

with the sliding short time Fourier Transform technique (a) no control, (b) controlled, and (¢}

controlled and edited.
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5.2.1 Conclusion

As a conclusion, the vehicle example showed that ANC can be a useful tool to attenuate the
noise from the engine in the cabin. Besides, the active noise control system can be improved to
achieve more global attenuation than the original 6 dB. This could be achieved by using more

error sensors and introducing the 180 Hz frequency in the reference signal.

The controller showed to be stable in attenuating the sound in the cabin even when the

doors were opened or when the driver was changed.

On the other hand, when someone was sitting at the driver’s position, he/she noticed that
the noise apparently changed but not actually attenuated. This means that investigations using
psychoacoustic tools should be made to verify why the attenuation wasn’t clearly perceived by

the driver.

5.3 General conclusion

The active noise control applications presented in this chapter, the ANC in the acoustic
room and in the vehicle cabin, showed that the feedforward controller can be easily implemented,
but care should be taken in order to improve the region and the level of attenuation. This can be

achieved using more than one error sensor and more sensible error sensors.
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Chapter 6

Active Noise Control applied to one-dimensional waveguide

This chapter describes the comprehension of the active noise control phenomena in
waveguides where only plane waves propagate. In the first part, the Spectral Element Method
(SEM) is developed to model a simple waveguide subject to only plane waves, which is validated
by two experimental examples. In the second part, the SEM is applied to model a duct with two
sources. In the third part, the duct model with two sources is used to investigate the energy
phenomena when the secondary source is driven to its optimal solution. In the last part, the
energy behavior described in the second part is verified experimentally using a simple duct where

the adaptive control method was employed to drive the secondary source to the optimal solution.
6.1 Spectral Element Method for one-dimensional acoustic waveguides

The spectral element method (SEM) was used by Doyle (1997) to study wave propagation
in bars and beams. However, it is widely known that the acoustic equation for plane waves is the
same as that of the bar. Therefore, the spectral element method can be applied in acoustic

waveguides when the assumption of plane waves is made.

The Spectral Element Method cannot be considered as a new way of modeling one-
dimensional waveguides, as it yields the same equations as the conventional wave propagation
approach, but it is a new systematic modeling technique that can be easily implemented in digital

computers.
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In order to develop an element matrix for the spectral element method, two equations are

necessary. The first is the Helmholtz equation, Kinsler et al. (1982),

o°P

2

+K*P=0 (6.1)

where P is the complex pressure in the frequency domain, K is the wavenumber, and x is the one-

dimensional coordinate of the waveguide where the waves propagate.

The second is the linear Euler equation in the frequency domain, Kinsler et al. (1982),

L ep
iwp, Ox

(6.2)

where u is the particle velocity in the frequency domain, @ is the angular frequency, py is the air

density, and i is the complex number +/—1 .

6.1.1 FElement Matrix

The solution of the Helmholtz equation, Equation (3.3), by wave propagation may be

written in the form,
P(x)= Ae™™ 4+ Bel (6.3)

where the terms Ae™ and Be™ represent the wave propagating in the positive and negative

axes direction, respectively.

The pressure at positions x = 0 and x = L of an element with length L is given by,

P, =P(0)=A +B

. ‘ 6.4
P, =P(L)=Ae™™ 1BeKt ©4)

Using Equation (6.4), Equation (6.3) can be rewritten in the following form,
P(x) =g, (x)P, +g,(x)P, (6.5)

where
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g, (X) - [ein _ eiK(ZL-x)]/A
gz(x) - [eiK(L—x) _ eiK(L-o-x)l/A (6.6)
A= [1 _ €i2KL]

In Equation (6.6), the functions gi(x) and g(x) are the interpolation functions of the

spectral element. Thus, the pressure in any arbitrary point along the element is given by,

P(X)‘—: liZKL [(eil(x _ euq‘zL—x))P1 + (eiK(L+x) _eiK(L—x))Pz] 6.7)

Now, using Equation (6.5) in Euler’s equation, Equation (6.2),

)L PG [a&(x)}uagz(x)ﬂ 68
imp, 0Ox iwp, L Ox ! ox .

Performing the derivative of Equation (6.6) and using the result in Equation (6.8), the

particle velocity at any arbitrary point along the element can be written as,
u(x)= _ 1K _ [(_ ik _ ei}((zL-x))P1 4 (eiK(L+x) +eiK(L—x))P2] (6.9)
copoz —e" )

Now, making the following relations of the particle velocity,

= u(O) - ®p, 1156921(1_ [(1 +e )PI + (" 2e"* )Pz]

u, = -u(L) = _m[(— 2e )Pl + (1 +e" )Pz]

Putting Equation (6.10) in matrix form,

(6.10)

u | 1 1+ —2e™ |IP 6.11)
u, Poch _ gi2KL ) _ 7oKL 142K P, :
The element matrix in Equation (6.11) is obtained using the particle velocity and can easily

be converted to volume velocity as,
U 1+ 2iKL _ 2 iKL P
G N ® (6.12)
U, pocll— ) —2e™  14+¢¥ ||P,
where S is the cross section area.
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6.1.2 Throw-off element

When ducts with infinite or anechoic termination are modeled, the best choice is the throw-
off element. This can be performed taking the solution of the Helmholtz equation, Equation (6.3),

but now applied for waves propagating only in one direction, without reverberation,
P(x)= Ae (6.13)
As was done before,
P, =P(0)=A (6.14)

Using the definition in Equation (6.13) in order to rewrite Equation (6.14) in the following

form,
P(x)=g,(x)P, (6.15)

where
g (x)=e"™ (6.16)

Now, doing the same thing with Euler’s equation,

uf)= LGl 1 (6.17)
iwp, ox pPoC

Defining the throw-off element in terms of particle velocity,

u, =u(0)=;~ 1 (6.18)

or, rewriting Equation (6.18) in terms of volume velocity,

U, =" p (6.19)
PoC

It is interesting to note that in Equations (6.18) and (6.19) the constant (1/pec) is the
specific acoustic impedance of the duct for plane waves without reverberation, Kinsler et al.

(1982).
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6.1.3 Imposing boundary conditions

The greatest advantage of using the spectral element method is that it is straightforward to
treat pipe networks by assembling spectral elements and to add specific impedances only by

identifying its position in the global matrix, obtained by a direct stiffness approach, Craig (1981).

In the case of a rigid termination boundary condition, the element matrix in Equation (6.11)
is applied directly. For an opened-ended termination, the impedance at the end of the duct can be
approximated by the radiation acoustic impedance of a circular piston, which must be added to
the corresponding diagonal term in the global matrix. For an unflanged open-ended case the
mechanical impedance at the end of the circular duct Zny may be expressed as Kinsler et al.
(1982),

Zu —1—(Ka)2 +i0.6Ka (6.20)
p,cS 4

where a is radius of the duct.

6.1.4 Wave component

The Spectral Element Method is a useful tool to estimate the particle velocity in one-
dimensional waveguides, since that there is no need for a finite difference approximation to
estimate the gradient of the pressure in the two-microphone technique, Fahy (1995). With
Equation (6.9) is possible to evaluate the velocity particle between two points of pressure

measurements, where L, now, is the distance between the measurement points.

Thus, the particle velocity between the two microphones separated by a distance d is given
substituting in Equation (6.9) the length of the element, L, by the distance 8. The particle velocity

is evaluated in the mid-span of the element, at position x = &/2, resulting in,

5 1 &% i (p,-P)
ey, =l — |=—(P, =P, )——= = 2, 1 621
SEM [2) POC( 1 'jl-e’m ZPOC sen(K%) ( )



Equation (6.21) represents the exact solution to the particle velocity when the assumption
of plane waves is made in contrast to the particle velocity estimated using the finite differences
approach, which is given by,

i P,-P
Kpsee &

(6.22)

Upp =

Thus, the error arising in the particle velocity, when the finite difference approach is used
to estimate the particle velocity, is given by,
i P, - PI

Upp _ ijo @ -P) ZSID(K/)—wmc( 3 ] (6.23)

2p,¢ sen(K/zj

As the particle velocity, the pressure in the middle point between the two microphones can

Usem

be evaluated using the Equation (3.14) and substituting L by 8 and x by §/2,

K8
) % (P, +P,)
Pey =P = |= (P, +P,) SN il 6.24

S (2} ( 1™ 2 cos(K 52) (6.24)

Now, the active intensity in the middle point between the microphones is evaluate as,

(P.+P) | i (p,-P) ‘
A Zcos(K/)[ZPoC sen(K/)] (6.23)

1 . 1
Tasem = ESR{PSEMuSEM }: ‘2”

Resulting in,

Ri(R+EXR-P)]_ 23lpE]
Spoccos(K§)sen(K5) 8poccos(K5)sen(K5)

]ASEM -

(6.26)

Equation (6.26) is the exact solution to the intensity when the assumption of plane waves is
done in contrast to the active intensity using finite difference approach to estimate the particle
velocity, which is given by,

I . *
Lor = 7025 "HB + 2 )P - (627)
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Thus, the error in the active intensity, when the finite difference approximation is used to
estimate the particle velocity, and assuming plane wave propagation in one-dimensional

waveguide, is given by,

sen{K & i
Lp _ ZCOS(K 52> ( A) _ sin(K3) = sinc(K8) (6.28)
K8

IASEM K6

which is the same result shown by Thompson and Tree (1981).

The correction factors in Equations (6.23) and (6.28) are shown in Figure 6.1, where 1t is
observed that the closer the microphones are placed the smaller is the error due to the finite

difference approximation.

1
08 08 \
\
05 F 08
& o4t 64
g :
% 02 %oz
or 0
02 02
04 - 44 "
[+ 1 3 4 § 8 7 g $ 10 1 2 3 4 5 [ ? 8 3 10
K35 Ks
@ )
Figure 6.1: Errors due to the finite difference approximation in: (a) particle velocity, (b) active
intensity.

6.1.5 T-Duct Example one

The experimental setup to verify the spectral element method applied to acoustic one-
dimensional waveguide consists of a T-shaped 6” PVC duct with 3 mm of wall thickness, shown
in Figure 6.2, with a loudspeaker in one end and with the other two ends open. The cut-off
frequency for this case is around 1.3 kHz, Kinsler at al. (1982). Seven omnidirectional '”
microphones were placed along the T-duct, at position 2, 3, 4, 5, 6, 8, and 9. The volume velocity
of the primary source was measured using a laser Doppler vibrometer, which measured the

velocity of the loudspeaker cone.
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Figure 6.2: Experimental setup for the T-duct. Units in centimeters.

The theoretical model via SEM for the T-Duct is shown in Figure 6.3, and the global matrix

in Equation (6.30}. It was used in the SEM model the wavenumber K as,
K = oK -if (6.29)

where K is the complex wavenumber used in the SEM model, and o = 0.96 and § = 0.04. The
coefficient o is used to adjust the sound speed ¢ to improve the correlation between prediction
and measurement, and the coefficient B 1s the damp factor. It should be noted that only three
spectral elements are necessary in this case and the pressure and particle velocity at the other
locations can be predicted using the interpolation function of the spectral element. However,
more than three elements were used for simplicity. When using SEM, increasing the number of
elements does not improve the accuracy of the results because the solution using SEM is exact

{(within the framework of the basic theory used).
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Figure 6.3: SEM model of the T-duct. Units in centimeters.
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Applying the SEM methodology described in Figure 6.3, the global matrix is found as,

u, ] [ 1P,

u, P,

u, X P,

u, X X P,

us | _ X X P, X (6.30)
U X X X P,

u, x ® P,

U, X Py

U, x X x||P

U L x ®|P,

where x are the non-zero elements and ® indicate the positions of the radiation impedances.

Equation (6.30) can be written in a shorthand notation as,

{u} = MJp} (6.31)

where [M] is the mobility matrix.

The system in Equation (6.30) is solved for u; equal to 1 and the other particle velocity
terms equal to zero. The comparison between the measured impedances and the theoretical

impedances predicted by the acoustic spectral element method is shown in Figure 6.4.

It can be observed in Figure 6.4 that the loss factor B varies with frequency because at low
frequencies more damping must be added in the SEM model to match the experimental
impedances. At higher frequencies, the theoretical model does not exactly match the
experimental results. This fact can be associated with several factors, such as: the radiation
impedance, Equation (6.20), which is not exact, the flexibility and damping of the duct walls, and

the non-ideal sound source (loudspeaker shape, flexibility and misadjustment).
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Figure 6.4: Comparison between the theoretical and experimental impedances in the T duct at: (a)
position 2, (b) position 3, (c) position 4, (d) position 5, () position 6, (f) position 8, (g) position
9. “-” Experimental, “....” theoretical. Units in Pa/V.
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6.1.6 Testing a particle velocity sensor

Particle velocity sensors probe can be used to measure the particle velocity field of the
sound field instantly in one single measurement. The sensitivity for particle velocity is in the
orthogonal direction of the probe main axe. It can also be used for a direct measurement of the

sound intensity field, when combined with a pressure microphone.

The measurement principle of the particle velocity sensor is based on the temperature
difference between two resistive sensors. A travelling acoustic wave causes movements of the air.
The heat is transferred from the first sensor to the second sensor through convection. This causes
a difference in temperature of the two sensors that will cause a differential electrical resistance

variation that can be measured, Bree et al. (1996) and Eerden et al. (1998).

The particle velocity sensor was tested in a impedance tube, Figure 6.5, which consists of a
straight 6” PVC duct with 7 mm of wall thickness and a loudspeaker in one end and the other end
open. The particle velocity sensor was placed at 90° from the microphone’s line and at the same
position along the duct as the microphone #2. The volume velocity of the loudspeaker was
measured with a laser Doppler vibrometer This experimental set up enables to compare the
experimental transfer impedances (pressure relative to the source volume velocity) with the
transfer impedances given by the SEM, to compare the particle velocity at different locations
relative to the source volume velocity estimated using the P-P approach with the particle velocity

given by the particle velocity sensor and with the theoretical particle velocity given by the SEM.

‘ Particle
Primary source QP velocity sensor

...... @@
Mic. 1 Mic. 2 Mic. 3

Open ended

120 75 75 65

Figure 6.5: Experimental setup to the straight duct. Units in centimeters.
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In order to match the SEM model with the experimental model was necessary to introduce

a loss factor in the wavenumber as defined in Equation (6.29) with o = 1 and B = 0.05.

In Figure 6.6 the comparison between the impedances measured experimentally and the
impedances evaluated using the spectral element method are shown. It can be observed a good
agreement between theoretical and experimental impedances. However, at low frequencies
(below 100 Hz) the amplitudes at peaks do not match exactly because the loss factor is different
for each frequency range and, at high frequencies (above 800 Hz), the divergences are related to

the approximate model for the radiation impedance and to the flexibility of the duct wall.

T | T T 1T
B MM ML R MMM M L
y ¥ My d »J.‘:, B i 4 L Y \; ; gm:
AT AR TAR T T N 8 TR R
| S I A
15 4 1% ‘I ®
1“0 200 400 e ;ﬂ:’ﬂ 1000 120 1400 mo 20 a0 {r&wﬁz] 1965, 1200, 40 o =0 A f-oo) ;‘m"‘ﬂ A0 120 140
(a) (b) @

Figure 6.6: Transfer impedances for the microphones located at (a) position 1, (b) position 2, and
(c) position 3. “-” Experimental, “....” theoretical. Units in dB ref. 1 Pa/(m/s).

In Figure 6.7 the particle velocity and the active intensity for a unity source volume

velocity are shown. The sensitivity of the particle velocity sensor was given by comparing the

measured particle velocity with the particle velocity estimated by the P-P approach and by the

SEM model. Therefore, the sensitivity of the particle velocity sensor was estimated as,

100 v
m/s
1 A%

3x107%im m/s

f < 800 Hz
(6.32)

800<f Hz

In Figure 6.7(a) the particle velocity shows that the results obtained with the particle
velocity sensor and the P-P approach agree, while the SEM shows some divergence at higher
frequencies, which happens due to the theoretical radiation impedance used in the SEM and the
duct flexibility. In Figure 6.7(b) the transfer active intensity is shown. It can be noticed a large

divergence between the methods used to estimate the active intensity. This happened because of
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the phase mismatch between the sensors used in the experiment showing that it is important to

correct the phase mismatch.
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Figure 6.7: Comparison between the SEM, the particle velocity sensor, and the two microphones
technique to measure the (a) transfer particle velocity, (b) active intensity. -o- SEM approach, -+-
particle velocity sensor, -O - P-P approach.

The errors arising in the finite difference approach for this experiment can be seen in Figure

6.8, where it can be observed that the particle velocity estimation is less affected than the active

intensity estimation. The particle velocity corrected by the factor in Figure 6.8(a) is shown in
Figure 6.9, where it can be noticed that the particle velocity sensor does not agree well with the

P-P approach.

085t 4
0sr b
ossk E 1
E 08F 1
g 875 E
W
&£
[Z 3 k4 o d
085 - - J
ol \ |
055 - -
s " : ; ; . : 02 . . . . R
] 200 400 w00 80 1000 1200 1400 "] 200 400 800 800 1000 1200 1400
frequency [HZ] frequency [Hz}
(a) (b)

Figure 6.8: Errors arising from the finite difference approximation in the straight duct in (a)
particle velocity, (b) active intensity.
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Figure 6.9: Comparison between the particle velocity predicted by the SEM model, and by
particle velocity sensor and by the two-microphone technique corrected with the SEM
interpolation function. -o- SEM approach, -+- particle velocity sensor, -/ - P-P approach

corrected.

6.2 Theoretical model of a duct with two acoustic sources

In this sub-section the case where two sources are acting in the acoustic field will be
investigated. The primary source, the source that originally emits the noise, is represented by the
subscript p, and the secondary source, the source added to the acoustic field to attenuate the noise
generated by the primary source, is represented by the subscript 5. The total pressure, P, can be

written as, Hansen and Snyder (1997),
Pr(x,%5,%5) = Z,(x,%,)Q, + Zg(%,%4)Qq (6.33)

where xp is the primary source position, and xg is the secondary source position. The pressure

field generated by the primary source is Pp(X,X5) =Zp(%,%,)Q,, and the pressure field

generated by the secondary source is Py(x, Xg) = Zs(X,X4)Qs.

In the same way as the pressure field, the total particle velocity field ur generated by the

two sources in the field can be written as,

106



U (X,%Xp,Xs) = Yo (X,X5)Qp + Y (X,X5)Qs (6.34)

where the velocity field generated by the primary source is u,(X,X;) = Yp(X,X;)Q;, and the

velocity field generated by the secondary source is ug(X,xg) = Y5(X,X5)Qs-

In order to simplify the notation, the positions x, Xs and xXp will be omitted unless where
necessary for the understanding of the equations. Besides, it is important to remember that the
total particle velocity, Equation (6.34), has a direction. So, it is a vectorial quantity and the
direction must be observed mainly when the intensity is being evaluated, which will be done

later.

The ideal duct is shown in Figure 6.10, The primary source was located at position xp = 0,
the secondary source at position Xs, and the error sensor at position xg. The duct has a diameter d

and its length is L; it is assumed that 0 <xs < xg <L.

) Secondary Source Qs grror sensor
Primary source Qp

N Q _
.......... i g
L
; Xg ] Xg = Xg ; L-x i
=0 X = X X = Xg x=L
U4,Ps Uz,P2 Us,P3 Us,P4
Figure 6.10. Diagram of the ideal duct
Applying the spectral element method, the global matrix can be found as,
1425 —9eiKxs
eZ'Kx eZ'Kx 0 0
1™ 1—e™s
_ zeins 1+ eZins 1+ eZiK(xE-xs) = 2eziK(xE—x5) 0
S| T Jo iR | - giRtes) | PKbies) (6.35)
[G] = ‘5(':“ 0 _ 262iK(XE“Xs) 1+ eziK(Xs"Xs) 1+ GZiK(L'Xs) —- 2eziK(L-x5)
1— eziK(xE~x5$ 1— eZiK(xE-xs) '+ 1— eZiK(L—xE) 1- eZiK(L—.xE)
o 0 _ 2erK(L—xE) -pc 1+621K(L—x5)
I”CZiKiL—xES S ZR + 1- e2iK(L-—xE)

and rewriting in a shorthand notation the above matrix,
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UI Pl
‘ o (=6} = (0)=[ole) (636)
u. P,

It is important to note that the ideal duct is modeled using volume velocity and not particle

velocity as was done in the previous sections.

6.2.1 Primary source transfer functions

Now, the primary source pressure transfer functions can be found by making U; equal to 1

and the other volume velocity terms equal to 0,

Zy(Xp) 1
Z 0
e (6.37)
Zp(xg) 0
Z, (L) 0
Solving Equation (6.37), it is easy to find,
Z.(x )2%(1+e2“§)2m+pocS(—1+ef2KL) 638)
s L+ ez +pocS(1+e‘2KL)
PoC ix (1 + eziK(L’xs))Z L+ pocS(—-1+ eZ‘K(L"‘*))
Z,(x) = P s L _ (6.39)
S F1+e™ 2 +pocsi+e™ )
) 1 2iK(L-xg ) _ 2iK(L-xg)
Z,(x,) = L8 g (e .EK)LZmL #pooS L+ C ) (6.40)
(— I+¢' )ZmL + pocS(l +e )
iKL
Z,(L) =< 2¢" Zny (6.41)

S (~1+e% Z.. + pocS(l+ e )

The primary source velocity transfer functions can be found using the element matrix

defined in Equation (6.11), the following results can be easily found,

Yp(xp) =1 (6.42)
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(c1+ X))z 4 poosf+ )
(-— 1+ )ZmL + pocS(l +el Kk )

Yo(xg) =™

(_1 4 e—-ZiK(L—xE))ZmL + pocs(1+eZiK(L—xE))

e = aikxs
p(xe) =e (—1+eiz’KL)ZmL +p0cS(1+ei"‘K")
_ 2p,cSe™
Y, (L) = (ﬂ_ [+ oKD )ZmL + pOCS(1 pREra )

The pressure field from the primary source can be evaluated using,

P,(x)=g, (X)Z5 (%)Qp + g, (x)Z, L)Q,
(eziKL 4 2K )ZmL + pOCS(eZiKL _ eZin)
(1+e™p  + pocS{i+e™)

The particle velocity field from the primary source can be evaluated as,

PoC -
22q

uP(X)z— : iPP(X)z Q»

~iKx 2iKL 2iKx 2iKL 2iKx
e (e -e )ZmL+pocS(e +e )

iop, Ox S [F1+e™ )z, +poesli+e™™)

The acoustic impedance for the primary source can be evaluated as,

. (x)- P,(X) _ PoC (eziKL P S )me_ +pOCS(62iKL “ezixx)
P - u, (x)S - S (eZiKL _ g 2Kx )ZmL +pocs(eziKL + eZin)

6.2.2 Secondary source transfer functions

(6.43)

(6.44)

(6.45)

(6.46)

(6.47)

(6.48)

Applying the same procedure for the secondary source, making U, equal to 1 and the other

terms equal to O,

Zs(Xp) 0
Zs(xs) - [G]'l 1
Zs(xg) 0
Zs(L) 0

Solving Equation (6.49), it is easy to find,
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iKxg (1 + eziK(L—xs))sz + poCS(—- 1+ eZiK(L—xs))

PoC
Z =07 ‘ | |
s (Xp) S c (~1+612KL)Z,“L +pocs(1+eizm) (6.50)
= PoC 2iKxs \(1 + eziK(L-xS))ZmL + pOCS(— 1+ eZiK(L"‘S))
Zs(xg) g (1+e J (_‘1+ei2KL)ZmL +p0CS(1+ei2KL) (6.51)

88 i o psleri i)
Zg(xg) 23 (1-*- J ( 1+612KL)ZmL+pOCS(1+e‘2KL) (6.52)

Z (1)< eiK(L—xs)(l 1 o2iKxs )ZmL

S ( Heim“)ZmL +pocS(l+eim‘) (6.53)

The primary source velocity transfer functions can be found using the elementary matrix

defined in Equation (6.11) but dividing both sides by Qs, and the following results can be found

casily,
Yq(x,)=0 (6.54)
e Sr e e BT
He=jetfuen f el eso
Y,(L)= pose™ -1+ s 7, (6.57)

(" 1+e™ )ZmL + POCS(I + eiZKL)

The pressure field from the secondary source must be divided in two parts, the first one
upstream from secondary source, and the other downstream from secondary source. The pressure

field upstream (O <x< xs) is given by,

P, (X)= g ( )Z (x5)Qs +g,(X)Z (x5)Qg

po K(xmx) pik \( +621K(L xs))ZmL +pocS( 1+ eZlK(L Xs)) (658)
2 Q € (1+€ ( 1+312KL)Z . +pocS(1+e‘2KL)

and the pressure field downstream (x < x < L) is given by,
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P,(x) =g, (x)Zs (x5)Qs + 2, (x)Zs (L)Qs
(eZiKL + ezix(mxs))sz +pocs(62iKL __e?_iK(x+xs)) (6.59)
Clee™ )z, + pocS+e)

Pt K (x+2x¢) 2iKxs )
= ——0Qs€ 1+es
25 & ( ’
The particle velocity from the secondary source, as well as the pressure, must be divided in
two parts, one upstream and the other downstream from secondary source. Therefore, the particle

velocity upstream (O <x < xs> is given by,

u, () = 2 s - g7 Ve )z o esl-14 )

28 Tob1ee™ Z. + pocS(i+e ™)

(6.60)

and the particle velocity field downstream (x¢ £x <L) is given by,

— 9_;_ —iK {x+2xs) 2iKxg \(ezim_ - GZiK(XHS))ZmL + pOCS(eZiKL + eZiK(’”"S))
Ud(X) 7S e s (1+e ) (_1+ei2§(1_ )ZmL +pOcS(1+ei2KL) (6.61)

6.3 Analytical results using the optimal solution to the secondary source

In this section it is analyzed what happens with the energy when the secondary source is

driven to its optimal value controlling the potential energy density, the active intensity, and the
radiated acoustic power. The results include the changes in the impedances, the resulting total
energy density (potentiai + kinetic), the active and reactive intensity, and the radiated and stored

acoustic power.

It is assumed that the secondary source is placed at position xs = 1.5 m, the error sensor at

position Xg = 2.25 m, and length of the duct is L =3 m.

The primary source was chosen to be Qp = 1x107(1+i) [m*/(m/s)] in the frequencies of 50

Hz to 550 Hz with frequency resolution of 5 Hz.
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6.3.1 Optimal Control Volume Velocity Qs

The optimal volume velocity controlling the potential energy density can be obtained by
substituting Equations (6.40) and (6.52) in the optimal solution for the control of the acoustic
potential energy density,

Zp(xg) 2e's 1
__ o 2 51 6.62
B =-Q, Zg(xg) % 1+ % cos(Kx, ) (6.62)

Doing the same procedure for the optimal volume velocity controlling the active intensity,

yields,
Z. Y Y, Z
Qs =-Q, i(XE) p(Xg) + i(XE) P(XE)______ . 1 (6.63)
Zs(xg)Ys(xg) + Y (xg)Zg(xg) COS(KXS)
Now, controlling the radiated acoustic power by the sources,
RiZ(x 1
Qs =-Q, { s¢ p)}"—Q e (6.64)

‘R{ZS (x5)} o COS(KXS)

The optimal secondary volume velocity is the same for the three control methods. The
identical result of Equations (6.62) to (6.64) is shown in Figure 6.11 where two features can be
observed. Firstly, the optimal volume velocity is independent of the duct termination and the

position of the error sensor. Secondly, the secondary source cannot control the frequencies where,
Kx, =(2n-1)§ . n=12 - (6.65)
or simply,
A
Xg =(2n—1)z ; n=12, - (6.66)

which are the positions where the primary and secondary sources are spaced of odd multiples of a

quarter wavelength, which correspond to the peaks in Figure 6.11.
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Figure 6.11. The optimal volume velocity “same result produced by the three control strategies”.

The physical meaning of the frequencies where Kxg =(2n-1)n/2 is that at these

frequencies the pressure is equal to zero and the particle velocity is maximum at the secondary
source. Thus, the secondary source cannot increase the particle velocity where the velocity is

already at a maximum.

Another interesting observation about Figure 6.11 and Equations (6.62) to (6.64) is that,
Qs|2]Q,| (6.67)
as pointed out by Chen and Liu (2000).

Therefore, it will always be necessary to use the same or more volume velocity of the

secondary source in order to control the primary source.
6.3.2 Pressure and velocity fields with optimal secondary source

When the volume velocity from the secondary source is driven to its optimal value,
Equation (6.62), the pressure field generated by the secondary source can be evaluated

substituting Equation (6.62) in Equations (6.58) and (6.59). Thus, the pressure field upstream

from secondary source is given by,
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(1+ ezin) (1 + eziK(L—2x5))ZmL + pOCS(-1+ eZiK(L-2xS))

N -iK(x~2xg)
P =—— s ‘ ‘ . 6.68
u(x) S Qpe (1+ ez:sz) (_1+ exzm)ZmL N pocS(l . exZKL) ( )
and the pressure field downstream from secondary source is given by,
_ pec CR(xrss) (eziKL + e2iK(x+xs))ZmL + pOCS(eZiKL _eziK(x+xs))
P = s - A 6.69
+(x) S Qre (—1 + e 2Kl )ZmL +pocS(1+e‘2KL) (6.69)

The particle velocity field generated by the secondary source can be evaluated by
substituting Equation (6.62) in Equations (6.60) and (6.61). Thus, the particle velocity field

upstream from secondary source is given by,

) 2iKx 2iK(L~xg) _ 2iK(L-xg)
u, (x)= —gie‘K("‘z"s) (e Z.le) (1 +e ")K)Lsz +p0cS( l+e.2KL ) (6.70)
S (1+e‘ 5) (——1+e" )ZmL+p0cS(1+e‘ )
and the particle velocity field downstream from secondary source is given by,
KL 2iK(x+xg) 2iKL 2K (x+xg )
()= = Qe et (2 e .ZKL)ZmL * pocS{ett + e (6.71)
S (-—1+e’ )ZmL +pOcS(1+e‘2KL)

It is necessary to remember that L in Equations (6.68), (6.69), (6.70), and (6.71) is the
length of the duct; however, the coordinate position x in Equations (6.69) and (6.71) needs to be

changed to x'=x-xgin order to mach the coordinate position used in Equations (6.46) and

(6.47).

Therefore, the total pressure field in the duct can be evaluated using the following

expressions,

e—-iK(x—sz) _ ein

0<x<xg (6.72)

2iKxg >

C
PT(x)=p§ Q=

P,(x)=0 ; Xg<£x<L (6.73)
The particle velocity at the same positions as above can be evaluated using,

QP e—xK(x—sz) " ein '
S 1+ e2%xs ’

u,(x) = 0<x <Xq (6.74)
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u(x)=0 ; Xg<x<L (6.75)

Thus, the mechanism of the acoustic suppression consists of the superposition of the sound
fields generated by the primary and secondary sources. Downstream from secondary source there
is neither pressure nor particle velocity. This is because the pressure and the particle velocity
generated by the primary source is in opposite phase with respect to the pressure and particle
velocity generated by the secondary source, while upstream from secondary source there will be
the presence of standing waves. The phenomena can be observed in details in Figure 6.12 and

Figure 6.13, where the resultant pressure and particle velocity fields are shown.
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Figure 6.12. Pressure field in the duct: (a) at position X = L/4; (b) at the error sensor position. -0-

Pp; -+~ Pg, ~*- Pr. P.s=20 uPa.
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Figure 6.13. Particle velocity field in the duct: (a) at position x = L/4; (b) at the error sensor

position. -0- up; -+- s, and -*- ur. U, = P /p,cC.

115



6.3.3 Acoustical impedance with optimal secondary source

The acoustical impedance upstream from secondary source can be obtained taking the

quotient between Equations (6.72) and (6.74),

PT(X) B p()c e2in5 __eZin

U, (x) S g?Kxs | g2iKx

Zcontrol (X) = ; O <x < XS (676)

Now, going back to Equation (6.48), and making Z_, — 0 and x, =L, ie, considering a
duct with length xs,

5 .
poc e-xsz __6211(2(

Py -
S e~1sz + erKx

lim Z,(x) = (6.77)

Therefore, when the control is acting, the duct behaves as if it were cut at the location of the

control source. Furthermore, the radiation acoustic impedance is zero, instead of Zg,

P _ 0 and 1im £®) g
x=xs u(x)S x=xg u(x)S

(6.78)

It is interesting to note that the zero impedance corresponds to a duct with an ideal open-
ended termination. Another interesting result is that the resultant impedance is independent of the
termination; so, no matter if the duct is rigidly terminated, open-ended or infinite (anechoic), the
resultant acoustic impedance will be the same since the control law was that of Equations (6.62)

to (6.64). The changes in the impedance can be observed in F igure 6.14.
The acoustic impedance downstream from secondary source can’t be evaluated, because

there is neither pressure nor volume velocity downstream from secondary source when the

control is acting in the duct.
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Figure 6.14. Theoretical impedance at the primary source position. -0- Zp; -*- Zr, -+- impedance

of a duct with L/2 and Zg — 0. Zger = 1 Pa/(m/s).
6.3.4 Total energy in the duct with optimal secondary source

The total energy density at 0.05m upstream and 0.05m downstream from secondary source
can be observed in Figure 6.15. As shown before, there is neither pressure nor velocity

downstream from secondary source; therefore, there is no energy density either. However,

upstream from secondary source there is a resultant pressure and velocity; so, there is a resultant

energy density, as suggested by Snyder and Hansen (1989).
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Figure 6.15. Total energy density before and after the control action: (a) upstream (b)
downstream. -o- primary source acting alone; -+- secondary source acting alone with optimal

volume velocity Qs, -*- souces acting (control on). Erer=11J.
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6.3.5 The Intensity with optimal secondary source

The active intensity upstream and downstream from secondary source can be observed in
Figure 6.16. It can be noticed that the primary source alone produces active intensity, but after the
secondary source is driven to its optimal value, the primary source does not produce any active
intensity. Thus, it is expected that neither the primary nor the secondary source will radiate
acoustic power when the control is on. Moreover, the secondary source alone does not produce
active intensity upstream, but only downstream, because in the upstream branch the secondary

source sees the duct as closed-ended, and, in the downstream branch it sees the duct as opened-
ended.
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Figure 6.16. Active intensity before and after the control action. The measurement point was at
0,05 m before and 0,05 m past the secondary source: (a) upstream (b) downstream. -o- primary
source acting alone; -+- secondary source acting alone with optimal volume velocity Qs, and -*-

is the souces acting (control on). Les= 1072 W/m?.

The reactive intensity measured at 0.05 m upstream and downstream from secondary
source is shown in Figure 6.17. The results show that downstream there is no reactive intensity,
but upstream there is. This happens because upstream there is acoustic energy after the control is

turned on, whereas downstream there is none, because the resultant pressure and the particle

velocity are both equal to zero.
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In short, when the control is off, part of the intensity is active and part is reactive, whereas

when the control is on, the intensity changes to purely reactive.

Reactive intansity [dB]
Reactive Intensity [d8]
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Figure 6.17. Reactive intensity before and after the control action: (a) upstream (b) downstream. -

.xo.;,‘,*i f&’*?&wffg v %%&fw *ﬂ*ﬁ

10

o- primary source acting alone; -+- secondary source acting alone with optimal volume velocity

Qs, and -*- souces acting (control on). Ier = 107 W/m?.

6.3.6 The radiated acoustic power from the sources with optimal secondary source

Figure 6.18 shows the acoustic power radiated by the sources. It can be observed that when
the control is acting, neither the primary source nor the secondary source radiate acoustic power,
as suggested by Snyder and Hansen (1989). This fact can be easily explained. It was shown that a
controlled duct behaves as if it were a passive duct with only one source terminated in zero
impedance at the secondary source position. So, there is no power flow in this case, that is,

neither the primary nor the secondary source can inject acoustic power in the system.

It can be observed that the sources acting one at a time in the field produce the same
radiated acoustic power (Figure 6.18) and this fact also can be easily explained. As the duct is an

idealized case, by the principle o energy conservation, the sources can only inject the power that

can be absorbed by the radiation impedance.
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Figure 6.18. Acoustic power radiated by the primary and secondary sources: (a) sources acting
one at a time, (b) sources acting simultaneously. -o- primary source; —+- secondary source with

optimal volume velocity Qg. Wyer = 1072 w.

The acoustic power stored by the sources is shown in Figure 6.19. It can be noticed that
there is stored acoustic power with the sources acting alone in the field, but when they are

working together there is stored acoustic power only at the primary source. Furthermore, all

energy changes from radiated and stored to stored only when the control is acting.
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Figure 6.19. Acoustic power stored (reactive) by the primary and secondary sources: (a) sources
acting one at a time, (b) sources acting simultaneously. -o- primary source; -+- secondary source

with optimal volume velocity Qs. Weer= 1072 W.
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In short, the introduction of a secondary source impedes the primary source from radiating

acoustic power to the field.

A better understanding about what happens with the acoustic field can be observed in Table
6.1 where three cases are reported. If the volume velocity of the primary source “Qp” i1s an
imaginary quantity, the total pressure “Pr” between the sources will be a real quantity, the total
particle velocity ““Ur” will be an imaginary quantity, and the volume velocity from the secondary

source “Qs” will be an imaginary quantity. The other two cases can be interpreted analogously.

It can be noticed that the phase between the pressure and volume velocity at the sources is

always 90°, so that there is no radiated acoustic power.

Table 6.1: Phase relations (R real, 3 imaginary)

Qe Qs Pr(x) Ur(x)

R R 3 b2t

3 3 R 3
R=3 R=T R=-3 R=3

6.3.7 Conclusions

The energetic analysis of actively controlled acoustic systems is an important tool for

global optimization of the controller in a more global control design.

Three kinds of control methods were applied to a simple ideal duct system with a primary
source at one end and a secondary source placed upstream. It was observed that the three methods
investigated produced the same optimal control volume velocity. Therefore, in ideal one-
dimensional waveguides, there is no difference between controlling the potential energy density,

the active intensity or the total radiated acoustic power.
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It was shown that the optimal control volume velocity is independent of the error sensor
position, as well as the type of termination of the duct. However, it is dependent of the distance

between the primary and secondary sources.

When the secondary source is driven to the optimal control volume velocity, both sources
do not radiate acoustic power, and the resulting duct is equivalent to a shorter duct, ended at the

section where the secondary source is located with the radiation impedance equal zero.

It was also shown that numerical and symbolic modeling an ideal duct with the Spectral

Element Method is suitable for numerical and analytical (symbolic processing) investigations.
6.4 Applying the adaptive control methods in a T-duct experimentally

The experimental set up to validate the above results is shown in F igure 6.20. It consists of
a 6” diameter circular section PVC duct with 3 mm of wall thickness and with 2 loudspeakers. At
all locations represented by subscripts 1-9, omnidirectional ¥4” microphones were placed, except

for position 6, where a velocity sensor and a microphone were placed.

Secondary source Qs

Q Microphone and
o velocity sensor % 1

Primary source Qe | l 1135

| }

v |
--------- . oo e00 e 145

1 2 3 5 g 7 8 9 |

1 27 5 32 30 2525 31 7.5 60,5

Figure 6.20: Position of sensors and actuators in the duct. Lengths are in centimeters

The duct configuration presented in Figure 6.20 enables the measurement of the radiated
acoustic power from the sources using microphones located at positions 1 and 4, the
measurement of the active intensity upstream and downstream from secondary source with the P-
P approach using the microphones at positions 2 and 3 and at positions 8 and 9.The control of the

potential energy density at position 5, the control of the kinetic energy density at position 6, the
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control of the active intensity using the P-U approach at position 6 and the use of the P-P
approach using the microphones at positions 5 and 7. A detail of the experimental setup is shown
in Figure 6.21, where the velocity sensor (sensor at position 6) can be seen, placed between the

microphones #5 and #7.

Particle velocity sensor
I

Microphone Microphone \
>\ at position 5 . ® at position 7 \
‘\/i

Microphone at position 6

Figure 6.21: Experimental setup detail with the error sensors 5, 6 and 7.

The active noise control methods implemented in the duct is based upon controlling the
acoustic potential energy density, the acoustic kinetic energy density, and the active sound

intensity.

The adaptive control of the acoustic potential energy density has implemented using the
LMS-P controller, the control of the acoustic kinetic energy density is implemented using the
LMS-U controller, and the control of the acoustic active intensity is implemented using the

ASIC-PP and ASIC-PU controllers. All adaptive methods were presented in the chapter 4.

The controllers were developed in Matlab/Simulink and implemented in real time using a
dSPACE 1102 control board with 16 weights in frequency and with a sample rate of 1.5 ms. The
step-size p was changed on-line to promote a better adaptation rate. The bock diagrams can be

seen in Appendix B.

The electrical signal used to drive the primary source was a sawtooth with a fundamental
frequency of 41.66 Hz. After being generated, the electrical signal was filtered by an analog filter
with a roll-off of 48 dB per octave of attenuation and cut-off frequency of 110 Hz. Therefore,
only the frequencies 41.66, 83.33 and 125 Hz were excited. A general block diagram can be
found in Figure 6.22.
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The low-pass filter in the reference signal was set up to 110 Hz because it was observed
experimentally that the control methods could not control frequencies above 125 Hz due the low
sampling frequency capacity of the control board. Therefore, if the filter cut-off frequency were
set to more than 125 Hz (the last controllable frequency), some signal from 166.66 Hz would still

be in the reference signal, although attenuated .

Power Primary
amplifier source
i D |
signal generator

///\\ — Analog filter
\Qy g Fc=110Hz

Sawtooth function Reference signal
f=41.66 Hz — @

(dSPACE 1102)

Figure 6.22: Block diagram of the excitation system

An analog low-pass filter with 180 Hz of cut-off frequency was used to reconstruct the
digital control signal generated by the D/A converter of the dSPACE 1102 control board, and a
block diagram can be seen in Figure 6.23.

. Power Secondary
( (?;g:gl;;gngl ) amplifier source
102 ‘
!
“_\ i H
 SS—
Analog filter
Fc =180 Hz

Figure 6.23: Block diagram of the control signal
6.4.1 Experimental measurements of the acoustical properties
The acoustic power radiated from the sources can be evaluated by measuring the total

pressure immediately in front of the source and the volume velocity of the source as, Hansen and

Snyder (1997),
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W, = %m{m* b= R{Ge | (6.79)

where P is the pressure measured immediately in front of the source, Q is the volume velocity
imposed by the source and Ggp is the one-side crosspower between the volume velocity and

pressure.

In order to measure the radiated acoustic power properly, the microphones at positions 1
and 4 were placed as close as possible to the sources, and the volume velocities of the sources
were measured using a laser Doppler vibrometer, which measured the velocity of the loudspeaker
cone. The Doppler signal was improved by using a retro-reflective tape on the loudspeaker cone.

Thus, the acoustic power radiated by the primary source is calculated as,
1 { * } 1 *
Wy =S RPulx,)'S =—2-9%{P1QP}=SR{GQPP]} (6.80)

where u(xp) is the particle velocity of the primary source measured by the laser vibrometer and S

is the duct area. The acoustic power radiated by the secondary source is calculated as,
. 1 « 1 .
W= E?%{P4u(xs) s}-z-m{mqs b=®{Gos ) (6.81)
where u(xg) is the particle velocity of the secondary source measured by the laser vibrometer.

The active intensity can be evaluated using the P-P approach as, Fahy (1995),

Ia=

1 .
20p8 S{Pzpz}zgégs{GPza} (6.82)

where G, is the crosspower between the two microphones placed close to each other, and 8 is

the separation distance between them.

However, the method of measuring the active intensity using the P-P approach,
Equation(3.33), is subject to many errors, Fahy (1995). Among them, the systematic error due to
phase mismatch between the two microphones can be highlighted, which can become critical

when performing the intensity measurement in a reverberant field or when the two microphones
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are placed very close to each other in order to minimize the error due to the finite difference

approximation.

The phase mismatch can be minimized by using a “geometric mean” in the crosspower

between the sensors as proposed by Chung (1978),

(~}sz1 =4fs Grp G, (6.83)

where G, is the crosspower with the sensors in the original order and sGpp, 1s the crosspower

with the sensors in switched order (the sensors must be physically switched). The necessity of
phase correction can be observed in Figure 6.24, where the phase mismatch between the

microphones used in the experiment measured in an impedance tube is shown.

The finite difference approximation error can be overcome as proposed in Jacobsen (1994),
using the correction factor shown in Equation (6.28), ie., multiplying the crosspower by a

correction factor given by,

K3 1

(6.84)

SinKs sinc(K&)

Thus, the active intensity using the P-P principle with the correction of Equations (3.34)

and (3.35) can be expressed as,

1 Kb ~
Ia = 3G 6.85
®pd sinK3 { Bh } (6-85)

Therefore, the active intensity between microphones placed at positions 2 and 3, Iaps, is

given by,

*} 1 Kb

Pt 3G, | (6.86)

where P; and P are the pressures measured at positions 2 and 3, respectively, & is the separation
distance between the microphones, and (N}PSP2 is the crosspower corrected for phase mismatch.

The active intensity flowing through the sensors 8 and 9, Iags, is given by,
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Tay, = E—ngﬁ{PsP; - Z&%&E siﬁ:a 3Gy, | (6.87)

where Pg and P are the pressures measured at position 8 and 9 respectively, and (N}PQPS is the

corrected crosspower without phase mismatch.

The potential energy density can be evaluated as,

E, = P|" =— Gy (6.88)
where Gpp is the auto-spectrum of the pressure signal.

The particle velocity used in the ASIC-PU and LMS-U methods can be measured using a
particle velocity sensor, which has been developed by Microflown, Bree et al. (1996), Bree et al.
(1999), and Eerden (1998).

The LMS-P controller used the microphone located at position 5 as an error sensor, the
LMS-U used the particle velocity sensor located at position 6 as an error sensor, the ASIC-PP
used the microphones located at positions 5 and 7 as error sensors, and the ASIC-PU used the

microphone and the velocity sensor located at position 6 as error sensors.
6.4.2 Testing the error sensors

One of the first questions when implementing an ANC application deals with the error
sensors that can be applied. The answer to this question frequently depends on the kind of
controller that will be implemented. Normally, the filtered-X LMS has no particular problem
with error sensors, however the ASIC can have a bad performance if the error sensors are not

chosen very carefully.
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Figure 6.24: Phase mismatch between the two microphone pairs. -o- 1% sensor pair; -+- 2™ sensor

pair.

In order to investigate the performance of the ASIC-PP in the presence of the phase
mismatch in the error sensors, two microphone pairs were chosen and analyzed - the phase
mismatch between the microphones used in the experiment is shown in Figure 6.24. The control
results were obtained theoretically and are shown in Figure 6.26, where the FRFs (Figure 6.25)

were measured without the reconstruction filter, present in Figure 6.23.
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Figure 6.25: Frequency response functions (FRFs) of the sensor pairs. (a) 1% microphone pair (b)

©

2nd microphone pair. -0- Zps; -+- Zp7; -*- Zss; -0- Zs7.
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Comparing Figure 6.25 (a) and (b), the measured FRFs are nearly the same. Nevertheless,
when applying the optimal control law to attenuate the active intensity using the P-P approach the
results are very different, as shown in Figure 6.26(a). The “peaks” in Figure 6.26(a) occurred
when the denominator of the ASIC-PP, which is proportional to the sound intensity from the
secondary source, is close to zero, as it can be observed comparing Figure 6.26(a) and Figure
6.26(b). Therefore, the best microphone pair to be used as error sensors in the ASIC-PP controller
is the 2°® microphone pair because its performance was more uniform than the 1% microphone

pair in the whole frequency band of interest.

QsKp [dB}

41 88 83.33 125 16868 208,33 250 ] 4166 B333 128 18688 208.33 250
frequency [Hz] frequency {Hz}

(2) (b)

Figure 6.26: Comparison of the 1% and 2™ sensor pairs. (a) Theoretical optimal control law of the

ASIC-PP; (b) denominator of the ASIC-PP. -o- 1% sensor pair; -+- 2™ sensor pair.

Figure 6.27 shows the phase of the complex intensity, which is given by the phase angle of
the complex term iQZSSIZ ~ZZg +ZgZgs — !257]2 ), for the 1% and 2™ microphone pairs located

at position 5 and 7. It can be noticed that the 2™ microphone pair does not cross the +90° line,
which means zero active intensity, while the 1% sensor pair does. This explains why the 1%
microphone pair in Figure 6.26(b) changes from positive to negative, that means, positive active
intensity to negative active intensity due to the phase mismatch. The dotted vertical lines in
Figure 6.26 and Figure 6.27 are the points where the denominator of the ASIC-PP, vanishes,
which happens at frequencies of approximately 63 Hz, 141 Hz and 183 Hz.

129



150

120

904

80

30

Phase[°]

-30

<60 1

~80

122

-150

3} 4188 83.33 125 168.68 208.33 250
frequency fHz]

Figure 6.27: Sound intensity phase of the error sensors. -o- 1% sensor pair; -+- 2™ sensor pair.

The above analysis was applied to the ASIC-PP, but can also be performed for the ASIC-
PU, the same final results being expected. It is better to choose a sensor pair that measures a
totally positive or totally negative active intensity from the secondary source. The analysis for the

ASIC-PU is shown in the next section.

6.4.3 Off-line control analyses

After choosing a suitable pair of sensors (2™ microphone pair in this case), it is necessary
to identify the FRFs once more, but now in the presence of the reconstruction filter. In the
experiments performed, the presence of the reconstruction filters did not degrade the estimate of
the active intensity because the phase mismatch which they introduced was negligible when
compared with the phase mismatch error of the microphones. These FRFs are important both to
verify the convergence of the control methods and to implement the methods in real time. In
Figure 6.28, the FRFs between the sources and the error sensors are shown. It can be noticed that
the FRFs for the secondary source are noisy above 160 Hz because of the presence of the

reconstruction filter, set to 110 Hz cut-off frequency.
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Figure 6.28: Frequency response functions (FRFs) between the sources and the error sensors in
the presence of the reconstruction filter. (a) Error sensors at positions 5 and 7, -o- Zps; -+- Zp7; -

*_ Zss; -00- Zs7; (b) error sensors at position 6. -0- Zps; ~+- Ype; -*. 786, -0~ Y S,

The analysis of the convergence of the ASIC-PU controller can be observed in Figure 6.29,
where the denominator of the ASIC-PU and the sound intensity phase for the P-U approach, i.e.,

the phase of the complex product Z Y, are shown. It can be noticed in Figure 6.29(b) that the

phase of the sound intensity did not cross the +90° line, which means zero intensity; thus, the

denominator of the ASIC-PU did not vanish in the frequency range of interest, Figure 6.29(a).
Therefore, the sensors of the ASIC-PU can be successfully used in this plane wave field.
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Figure 6.29: Analysis of the error sensor to the ASIC-PU controller. (a) Denominator of the
ASIC-PU; (b) phase of the sound intensity.
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The analysis of the convergence of the ASIC-PP controller can be observed in F igure 6.30,
where the denominator of the ASIC-PU and the sound intensity phase for the P-P approach, i.e.,

the phase of the complex term i(jZSSIz —ZgZg + Zg, Zs, —{257[2) are shown. I can be noticed in

Figure 6.30(b) that the phase of the sound intensity, which is proportional to the denominator of
the ASIC-PP (Figure 6.30(a)), didn’t cross the +90° line, which means zero intensity; thus, the
denominator of the ASIC-PP did not vanish in the frequency range of interest. Therefore, the

sensors of the ASIC-PP can be successfully used in this plane wave field.
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Figure 6.30: Analysis of the error sensor to the ASIC-PP controller. (a) Denominator of ASIC-
PP; (b) phase of the sound intensity.

In Figure 6.31 the optimal volume velocity of the secondary source for different control
methods is shown. These optimal volume velocities were evaluated substituting the measured
FRFs shown in Figure 6.28 in the LMS-P, in the LMS-U, in the ASIC-PU, and the ASIC-PP. It
can be observed that the different control methods yielded nearly the same final result, except for
ASIC-PU, which presented more noisy results. That noise is related to the low signal levels of the
FRFs for particle velocity at frequencies around 83.33 Hz, which can be observed in Figure

6.28(b).
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Figure 6.31: Optimal volume velocity of the secondary source. -o- LMS-P; -+- LMS-U; -*-
ASIC-PP; -o- ASIC-PU,

The four control methods achieved nearly the same final result for the optimal volume
velocity Qs. However, it is known that the active intensity is subject to many errors, Fahy (1995);

so, it is important to investigate the performance of the ASIC controller under the presence of

phase mismatch in order to validate the results presented in Figure 6.31.
6.4.4 Performance of the ASIC under phase mismatch in the error sensors

In order to demonstrate the performance of the ASIC control method using the P-U and P-P
approaches in the presence of phase mismatch, a + 10° of phase mismatch bias error was added to

the experimental FRFs, Figure 6.28 as,

5 i
Ly, =Zge

~ , (6.89)
Y = Yyt °

where 6 is the phase mismatch and Z, and Y,, are the transfer functions with phase mismatch.

The optimal volume velocity of the secondary source was evaluated with phase mismatch.
The results are presented in Figure 6.32, where it can be noticed that the control methods are not

too sensitive to the phase mismatch, except when the denominator of the ASIC-PP and ASIC-PU
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cross the zero line or are close to zero (see Figure 6.33). The dotted vertical lines in Figure 6.32
and Figure 6.33 correspond to the frequencies where the denominator of the ASIC-PP and ASIC-
PU vanish with +10°,

J

[s] a1 iss 83i33 1 2‘5 1 G!:':.BG 0 49 fes 83.33 12‘5 166'EE
frequency [Hz} frequency Hz]
(@ (b)

Figure 6.32: Optimal volume velocity of the secondary source with +10° phase mismatch
between the error sensors during the identification process. (a) ASIC-PU; (b) ASIC-PP. -o-

without error phase; -+- +10° phase; -*- -10° phase.

83.33 125 168 66 4 a1 :85 83:33 1 2;5 166 .66
fraquency fHz} frequency [Hz}

(a) )

Figure 6.33: Denominator of the ASIC with +10° phase mismatch between the error sensor pair.
(a) denominator of the ASIC-PU; (b) denominator of the ASIC-PP. -o- without error phase; -+-
+10° phase; -*- -10° phase.
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However, if there is phase mismatch between the measured FRFs and the actual FRFs
(which can happen, for instance, if one of the error sensors is replaced between the identification
phase and the control operation), the control methods will have poor performance, as shown in
Figure 6.34. In addition, in the case nvestigated, it is better to use a sensor pair with a negative

rather than a positive phase mismatch.

8 A 66 8333 125 186 65 ) 0 41 66 8333 125 18688
fraquency [Hz] froquency [HZ}

(2) (b)

Figure 6.34: Optimal volume velocity of the secondary source with +10° phase mismatch

between the identification and control process. (a) ASIC-PU; (b) ASIC-PP. -o- without error
phase; -+- +10° phase; -*- -10° phase.

The analysis performed above becomes important for reverberant sound fields, where the
angle between the real and imaginary parts of the complex intensity is close to 90°, which is the
case in an open-ended duct, Kinsler et al. (1982). Because of this, the phase mismatch between

the error sensors is relevant in this work.

The phase mismatch of + 10° was chosen because the phase between the imaginary and real

parts of the complex intensity in the duct was identified between 85° and 95°.
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6.4.5 Energetic analysis

Once the off-line investigations were finished, and the error sensors and the control method
performances were defined, the real-time implementations, where the control methods were
developed in Matlab/Simulink and implemented in a dSPACE 1102 control board could be
started. The acoustic power radiated from the sources, the active intensity, and the potential

energy density were measured with the control on and off.

It is important to note that results zero in Figure 6.35 to Figure 6.38 mean amplification.
Besides, the controller was implemented only at 41.66, 83.33, and 125 Hz, and the 166.66,
208.33, and 250Hz are not controlled frequencies. Thus, in some cases, large gain variations in
the not controlled frequencies are observed. This happened because very small magnitudes -
before and after the controller is acting - are being divided. These small magnitudes are present in
the system because of non-linear phenomena in the loudspeakers and non-ideal characteristics of

the reconstruction filter (48 dB/octave).

In Figure 6.35, the changes in the volume velocity of the primary source caused by the
presence of the secondary source can be observed. It can be noticed that the control methods
change the volume velocity of the primary source slightly, the changes being basically the same
for the four methods, except in the frequencies not controlled (166.66, 208.33 and 250 Hz),
where the LMS-U decreased the volume velocity of the primary source. These changes are

expected for real sources and not for ideal sources.
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Figure 6.35: Change in the experimental volume velocity of the primary source caused by the

controller. -o- LMS-P; -+- LMS-U; -*- ASIC-PP; -o- ASIC-PU.

The ratios between the acoustic power radiated from the sources with the controller on and
off are shown in Figure 6.36. Figure 6.36(a) shows the attenuation in the power radiated by the
primary source. It can be observed that, although the ASIC-PP achieved the best radiated power

attenuation at 41.66 Hz, it achieved one of the worst results at 83.33 Hz. However, the active

control methods effectively decreased the radiated acoustic power from the primary source in the
controlled frequency range (41.66, 83.33 and 125 Hz). Furthermore, all the controllers, except for
the LMS-P, decreased the radiated acoustic power also at the frequencies which were not
controlled (166.66, 208.33 and 250 Hz). Figure 6.36(b) shows the ratio between the acoustic
power radiated by the secondary source and the acoustic power radiated by the primary source
working alone. The results show that the secondary source radiated less acoustic power than the
primary source working alone in the controlled frequency range (41.66, 83.33 and 125 Hz), but
radiated more acoustic power in the frequencies not controlled (166.66, 208.33 and 250 Hz).

It is import to notice that the control methods were implemented at different times. So,
some variation in the radiated acoustic power is expected (this variation is caused by small
changes in the gain of the power amplifier and environmental changes). Furthermore, the

secondary source acts like a passive absorber when the controller is off.
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The acoustic power radiated by the primary source was attenuated. Therefore, it is expected
that the active intensity was attenuated too, but the secondary source is still radiating some
acoustic power. So, the best way to observe what is happening with the energy in the duct is

observing the active intensity.
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Figure 6.36: Attenuation in the radiated acoustic power Wx. (a) Primary source power
attenuation; (b) power radiated by the secondary source relative to the power radiated by the

primary source alone. -0- LMS-P; «+- LMS-U; -*%- ASIC-PP; -o- ASIC-PU

Figure 6.37 shows the attenuation in the active intensity. A great attenuation is obtained
when the control methods are applied, mainly in the controlled frequencies (41.66, 83.33 and 125
Hz), and great amplification is observed in the not-controlled frequencies (166.66, 208.33 and
250 Hz).

This difference is related to the power radiated by the secondary source, that contains the
frequencies that are not controlled (166.66, 208.33 and 250 Hz), which were introduced in the
system by the control board. Although a reconstruction filter was used, some signal above the
filter cut-off frequency could be found in the volume velocity of the secondary source, but none
in the signal from the primary source working alone. Thus, there is no signal in the not-controlled
case and some low amplitude signal in the controlled case, which explains the noticeable

amplification.
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Now, comparing Figure 6.37(a) and Figure 6.37(b) it can be observed that the active
intensity was attenuated for both upstream and downstream from secondary source. Therefore,

the power flow was effectively attenuated in the duct in the controlled frequency range (41.66,
83.33 and 125 Hz).
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Figure 6.37: Attenuation in the active intensity I, measured (a) between the error sensors at

positions 2 and 3, (b) between the error sensors at positions 8 and 9. -o- LMS-P; -+- LMS-U; -*-

ASIC-PP; -o- ASIC-PU.

This investigation allowed the observation of what happens with the energy flow in the
duct before and after the control methods are applied. Nevertheless, for a more complete
understanding of the control phenomena, it is also important to observe the distribution of the

potential energy density in the duct before and after the control is acting.

In Figure 6.38 the attenuation in the distribution of the potential energy density relative to
the position of the secondary source is shown. It can be noticed that the potential energy is

changed but not attenuated upstream from secondary source while it is heavily attenuated
downstream.

It is interesting to observe in Figure 6.38(b) that the attenuation changes with the control

method. Moreover, the best result was obtained at 83.33 Hz by the LMS-U and ASIC-PU, which
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used the particle velocity sensor as error sensor although there was an anti-resonance at this

frequency in the particle velocity, see Figure 6.28(b).
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Figure 6.38: Attenuation in the potential energy density Ep measured at (a) position 2, (b)

position 8. -0- LMS-P; -+- LMS-U; -*- ASIC-PP; -o- ASIC-PU.

6.4.6 Conclusions

Four active noise control methods were implemented in a one-dimensional acoustic
waveguide. The four methods are the frequency-domain Filtered X LMS based upon controlling
potential energy density and kinetic energy density and the Active Sound Intensity Control
(ASIC) based upon controlling active intensity with the P-U and P-P approaches. The results
showed that the methods achieved basically the same final result in all criteria observed, i.e., the
minimization of the radiated acoustic power, the minimization of the active intensity and the
minimization of the potential energy density. Furthermore, in the controlled case there is less
energy flow than in the uncontrolled case, the sources radiated less acoustic power when working

simultaneously than the primary source radiated when working alone (uncontrolled case).

It was observed that the ASIC is relatively insensitive to the phase mismatch between the
error sensors, provided that the phase between the sensors do not cross the zero line, or, in other

words, provided that the intensity “seen” by the error sensors from the secondary source is either

totally positive or totally negative.
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Moreover, it was shown that the particle velocity sensor can be successfully used as an
error sensor in ANC application. It is an alternative to microphones and, when used, the cost

function can either be the active intensity or the kinetic energy density.

6.5 General Conclusions

It was verified experimentally that the SEM could correctly predict the particle velocity
field and the pressure field in one-dimensional waveguide with plane waves assumption.

Therefore, it confirms that the SEM is suitable tool to model acoustic waveguides where plane

wave assumption is made. Complex networks of pipes systems can be easily modeled with SEM.

It is worth mentioning that it is possible to couple SEM with FEM.

The theoretical investigation under active noise control in one-dimensional waveguide
showed that it is not necessary to use more than one error sensor and the controller achieved the
same theoretical level of attenuation. Therefore, the least computationally complexity control
method can be implemented successfully. Besides, it was demonstrated that it is necessary more
volume velocity from the secondary source to control the primary source than was introduced by

the primary source-originally.

However, it is important to note that at frequencies where the primary and secondary
sources are spatially apart odd multiples of a quarter wavelength, much effort from the secondary
is necessary to attenuate the noise generated by the primary source. In practice, this means that
other secondary sources must be introduced; if not, it is not possible to attenuate the sound

perfectly.

The experimental investigations agreed heavily with the theoretical analysis, and the
attenuation level achieved by the controllers was more heavily influenced by the sensor
sensitivity than to the method used. Therefore, more attenuation can be achieved using more

sensitivity error sensors.

The controllers implemented in the frequency domain showed good performance, but faster

control boards must be used to improve the frequency range of control.
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Chapter 7

Active control of the sound radiated into cylindrical acoustic

cavities using structural actuators

This chapter addresses the problem of the active control of the sound radiated to an acoustic
cavity formed by a cylindrical shell. The noise inside the cylindrical cavity is generated by both
the structure radiating sound and by an acoustic source located outside the cylindrical cavity. This
simple example allows understanding some of the basic issues of the active control inside an

aircraft fuselage Palumbo et al. (2001), in coupled rooms, or in the control of the sound radiated

from vibration structures such as plates Wang and Fuller (1992), or cylinders Maillard and Fuller
(1999).

The control schemes tested in the cylindrical cavity are the ASAC and the AVC. While the
ASAC technique consists of using structural actuators and acoustic sensors to control the sound
radiated from the structure, the AVC technique consists of using structural actuators and sensors
to control the vibration in the structure. Therefore, when the AVC and the ASAC are compared,
what is actually being compared is the error sensor strategy. In this case, three kinds of error-
sensing strategies can be applied successfully: accelerometers, as a structural error sensor,

microphones and particle velocity sensors, as acoustic error sensors.
The control method, which is implemented in real time using a dSPACE 1102 control

board, is the normalized filtered-X LMS in the time domain (see Appendix D). The use of three

different error-sensing strategies with the normalized filtered-X LMS in the time domain
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correspond to the use of three different cost functions, namely the attenuation of the structural
kinetic energy density, the acoustic potential energy density, and the acoustical kinetic energy
density, respectively.

When performing the active control it is important to choose correctly the positions of the
actuators and sensors because they influence the performance of the controller. The shapes of the
radiation modes sqggest the position of the acoustic error sensors, Elliott and Jhonson (1993), and
it is not necessary( to control all the vibration modes, but only those related to the interior noise,
Cazzolato and Hansen (1998). Thus, applying the structural and acoustic modal analyses is
important to find the modes that actually are relevant to the noise radiated from the structure to

the interior of the cavity.

Once the structural natural frequencies and mode shapes that are related to the interior noise
are identified, the control method (normalized filtered-X LMS in the time domain) can be
implemented. Thus, it is possible to compare the control schemes, AVC and ASAC, using the
attenuation in the structural kinetic energy and the acoustic potential energy as error criteria for
structural and acoustic disturbances. Two primary sources are used in the experience, a shaker to
simulate a structural disturbance and a driver to simulate an acoustic disturbance. The secondary
sources are a set of piezoelectric patches (PZT) fixed on the structure surface. The error sensors
are accelerometers, microphones and particle velocity sensors to measure the vibration in the

structure, the pressure and the particle velocity in the acoustic field, respectively.

Unfortunately, neither the ASIC controller nor the normalized filtered-X LMS in the
frequency domain could be applied successfully due to the configuration of the control actuators
(secondary source). As will be shown later in this chapter, the control actuators do not act
properly below 150 Hz while the control board is not fast enough to work at frequencies above
125 Hz. Thus, only the normalized filtered-X LMS controller in the time domain could be

employed.

It is important to comment that the cylindrical cavity was originally constructed for a

previous research work. Thus, some construction features could not be changed. The cylindrical

143



cavity was designed to couple the second structural mode with the first acoustic mode, and these
modes were originally intended to be controlled. Therefore, these initial thoughts influenced the

experimental set up of the cylindrical shell shown below.

7.1 Experimental set up to the cylindrical cavity

The tested structure consists of an aluminum cylinder of 96 cm of radius and length of 2
meters. Two steel cables lifted the cylinder. Two covers are used to close the acoustic cavity
formed by the cylinder. Orifices at the center of the covers allow the positioning of the
microphones inside the cavity, but have the disadvantage of creating an airborne path for external

noise. The experimental set up can be observed in Figure 7.1.

Figure 7.1: Experimental set up of the cylinder

The connections between the covers and the cylinder were made of a rubber ring and inside
the covers wedges of an absorbent material was used, Figure 7.2. The rubber was used to increase
the structural damping and the foam wedges to abate reflection at lower frequencies and to

simulate an infinite cylindrical cavity at higher frequencies.
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Figure 7.2: Cover details: foam wedges and rubber ring

The structural actuators were piezoelectric patches, Figure 7.3(a), and an electromagnetic
shaker fixed to the structure through a stinger and a force transducer. The structural sensors were
accelerometers, Figure 7.3(c), while the acoustic sensors were microphones, and a particle

velocity sensor, Figure 7.3(b), the latter used only in the control application.

(a) (b) ()
Figure 7.3: Actuators and sensors used in the experiment. (a) PZT; (b) velocity sensor; (¢)

accelerometers.

A shaker was fixed to the low part of the cylinder to simulate the structural disturbance.
The control actuators were two pairs of PZT patches (piezoelectric patches) positioned at 90°
intervals. The first PZT pair, located at 0° and 180°, was wired with the same phase while the
second PZT, pair located at 90° and 270°, was wired with the same phase but in opposite phase to
the first PZT pair. This arrangement was chosen to improve the actuation in the modal shapes

that correspond to some of the circumferential flexural modes, particularly the 2“d, 6", and 10®
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mode. The position of the actuators and sensors can be seen in Figure 7.4 and in Figure 7.5. As
shown in Figure 7.4, the plane that contains the shaker and the array of accelerometers and

microphones is not exactly the same as the one than that contains the PZT patches.
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Figure 7.4: Schematic diagram to the position of the actuators and sensors along the cylinder.

Shaker ' PZT 3

(a) (b)
Figure 7.5: Actuator positions in the cylindrical plane. (a) Shaker position; (b) PZT positions.

The accelerometer array, which consists of 29 accelerometers separated of 6.43° from each
other, was located at the same longitudinal position as the shaker, but located in the upper side of
the cylinder. The microphone array was introduced inside the cylinder and located at the same

longitudinal position as the accelerometer array, it was composed of seven microphones located
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in the radial direction, and was rotated from 0° to 180° with a 10.6° interval. The grid formed by

the accelerometers and microphones can be seen in Figure 7.6.

Figure 7.6: Sensor arrangement in the semi-circle in the cylinder — dimensions in centimeters;

where e indicate the accelerometer positions and ® indicate the microphone positions

In Figure 7.7, the position of the accelerometer array, the microphone array, and the

velocity sensor position.

PZT patch Microphone array

Particle velocity sensor

Accelerometer array

(2) (b)
Figure 7.7: Sensors used in experimental set up. (2) Accelerometer array, (b) microphone array
and velocity sensor.
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7.2  Modal Analysis using structural disturbance

A modal analysis was performed using the structural disturbance to verify the capacity of
the actuators (shaker and PZT) in exciting both the cylinder structure and the acoustic cavity. As
well as to identify the resonance frequencies of the structure and those of the acoustic field
formed by the cylindrical cavity, and the coupling between structural mode shapes and acoustical

mode shapes.

Identifying the structural mode shapes that are coupled with the acoustic mode shapes is

important due to the fact that the radiation efficiency of the coupled modes is greater than the
radiation efficiency of the modes that are not coupled. Therefore, when the objective is to control
the sound radiation from vibrating structures it is not necessary to control all the structural

modes, but only the structural modes that are coupled to the acoustic modes.

In order to extract the modal parameters (natural frequencies and mode shapes) from the
experimental frequency response functions, the Orthogonal Chebycheff Polynomials method was
applied, Appendix C. This identification method works in the frequency domain and does not

require equally spaced frequency lines. Therefore, it is possible to choose the identification range

of interest, reducing the computational effort.
7.2.1 Structural Modal Analysis

Three types of frequency response functions were evaluated. The first type was the
frequency response of the accelerometers using as reference the signal from the force transducer.
The second type were the frequency response functions of the accelerometers using as reference
the electric signal sent to the shaker. The third type were the frequency response functions of the
accelerometers using as reference the electric signal sent to the PZT patches. The electrical signal
sent to the actuators (shaker and PZT patches) was a white noise in the range of 0 to 1024 Hz

with sampling frequency of 2048 Hz.

In Figure 7.8 the frequency response functions measured for the accelerometer array is
shown. It is observed that in the frequency responses obtained using the shaker there are more

resonance peaks than in the frequency responses for the PZT patches. This difference is related to
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the configuration of the PZT patches that increases the actuation for the modes related to the
adopted configuration. This situation occurred near 216 Hz. Besides, the magnitude of the
response is very different when using the shaker and the PZT patches, and the PZT patches do
not actuate properly below 150 Hz.
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Figure 7.8: Typical structural frequency responses acquired for the accelerometer array. (a) Using

as reference the signal from the force transducer; (b) using as reference the electric signal sent to
the shaker; (c) using as reference the electric signal sent to the PZT. Units: dB relative to (a) 1
m/s¥/N; (b) and (c) 10 m/s”/V.

In Figure 7.9 the narrow-band structural response to a white noise (a zoom from Figure 7.8)

is shown. It can be noticed that around the frequency of 216 Hz the amplitude is the greatest and

a stationary wave was well defined. The notches correspond to the nodes and the peaks to the

maximum amplitude (positive or negative) of the stationary wave.
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Figure 7.9: Narrow-band structural frequency responses acquired from the accelerometer array.

(a) Using as reference the signal from the force transducer; (b) using as reference the electric
signal sent to the shaker; (c) using as reference the electric signal sent to the PZT set. Colormap

units are in dB relative to (a) 1 m/s*/N, (b) and (c) 10 m/s™/V.
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The results obtained using the Orthogonal Chebycheff Polynomials method, Appendix C,

to extract the natural frequencies and mode shapes from the frequency responses in Figure 7.8 are

shown in Table 7.1. The identification was performed only in the range of 150 to 250 Hz. It can

be noted from the tables that the 216 Hz mode is present in all measured frequency responses.

The exact natural frequency identified was 215.75 Hz using the force transducer as reference,

216.16 Hz using the Electrical signal sent to the shaker as reference, and 215.98 Hz using the

electrical signal sent to the PZT patches as reference.

Table 7.1: Results of the structural modal analysis.

Reference Signal

Force transducer

Electrical signal sent
to the shaker

Electrical signal sent
to the PZT patches

Nat. Freq. | Damping | Nat. Freq. | Damping | Nat. Freq. | Damping

[Hz] coeff. [Hz] coeff. [Hz] coeff.
166.67 0.0155 148.35 0.0158 152.47 0.0002
175.60 0.0040 154.98 0.0085 160.79 0.0043
175.63 0.0139 166.66 0.0111 174.97 0.0045
183.10 0.0139 174.78 0.0077 180.29 0.0119
204.90 0.0106 182.04 0.0140 194.57 0.0146
215.75 0.0073 213.77 0.0072 21598 0.0086
220.46 0.0097 216.16 0.0113 218.76 0.0088
232.27 0.0133 231.00 0.0118 235.14 0.0124
240.67 0.0123 240.16 0.0115 242.21 0.0087
245.74 0.0165 245.67 0.0166 246.59 0.0122

The identified mode shapes and natural frequencies were compared with the analytical

solution for a cylindrical shell of infinite length, Blevins (1995), which are given by,

where
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and the mode shape as,

Y =gin 10 (7.3)

The analytical natural frequencies for the radial-circumferential flexural modes are given in
Table 7.2, where the natural frequency of 216 Hz can be found to correspond to the 10" mode
shape. However, it is important to note that a minimal variation in the thickness changes
considerably the natural frequency, but not the mode shape. For example, if h were 0.002 instead

0f 0.0021, the same 10™ mode shape would have a natural frequency of 205.92 Hz.

Table 7.2: Natural frequency of a cylindrical shell of infinite length, with E = 70GPa, v = 0.3,R
=0.48 m, h = 0.0021 m and p = 2800 kg/m’.

Mode Nat. Freq. [Hz]

1 0

2 5.88

3 16.65
4 31.94
5 51.65
6 75.77
7 104.29
8 137.21
9 174.51
10 216.21
11 262.30
12 312.78
13 367.65
14 426.91
15 490.56

The comparison between the 10" analytical mode shape and the ODS (Operational
Deflection Shape) obtained from the experimental structural frequency responses is presented in
Figure 7.10(a), where it can be observed that there is a good agreement. Therefore, the ODS at a
frequency of 216 Hz can be considered as dominated by a natural mode shape. The comparison
of the 10 analytical mode shape and the mode shape identified from the frequency responses is

shown in Figure 7.10(b), where the shape of the identified mode agrees very well with the

analytical mode shape.
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(a) (b)
Figure 7.10: Comparison between the analytical 10* mode shape of the cylindrical shell with: (a)

the ODS measured at 216 Hz, (b) the identified mode shape (Table 7.1). ---Theoretical mode
shape; -o- experimental using the force transducer as reference; -+- experimental using the
electrical signal sent to the shaker as reference; -*- experimental using the electrical signal sent to

the PZT patches as reference.

7.2.2 Vibro-acoustic Modal Analysis

The vibro-acoustic modal analysis was performed using a microphone array composed by

seven microphones located along the radial direction of the cylinder. This array was rotated in

10.6° intervals to perform the measurements; so, 18 measurements were performed to complete

the upper semi-circle.

The theoretical natural frequencies of the cylindrical acoustical cavity, Blevins (1995), are
shown in Table 7.3, where it can be noticed that 4™ natural frequency is related to the (0,0,1)
mode shape, that is the first circumferential mode shape. The theoretical mode shape (0,0,1) is
shown in Figure 7.11. However, a variation of 5 mm in the radius of the cylinder produces a
natural frequency of 216.15 Hz rather than 218.5 Hz. Furthermore, if an infinite cylindrical
waveguide is considered, the first sloshing mode is at 209.25 Hz, Kinsler et al. (1982).

Therefore, the theoretical analysis of a closed cylindrical acoustic cavity shows that there is
an acoustical natural frequency around the 216 Hz, which nearly coincides with the structural
natural frequency. On the other hand, the foam edges glued to the covers did not simulate an

infinite cylindrical waveguide but only helped damping the longitudinal acoustic modes.
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Table 7.3: Theoretical natural frequency of a closed cylindrical acoustic cavity.

Mode | Z-axis | Radius | 0 angle | Nat. Freq. [Hz]
1 0 0 0 0.00
2 1 0 0 85.75
3 2 0 0 171.50
4 0 0 1 218.50
5 1 0 1 234.73
6 3 0 0 257.25
7 2 0 1 277.77
8 3 0 1 337.52
9 4 0 0 343.00

10 0 0 2 362.45

Figure 7.11: first circumferential analytical mode shape of a cylindrical cavity.

The acoustic frequency response functions measured by the microphone array are presented
in Figure 7.12, where a large number of resonance peaks can be noticed. Besides, comparing
Figure 7.12(a) and (b) with Figure 7.12(c) it can observed that the PZT patches have smaller
capacity of exciting the acoustic system than the shaker. Most of the peaks correspond to

structural resonances rather than acoustic modes.
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Figure 7.12: Typical acoustic frequency response functions for the microphone array. (a) Using

as reference the signal from the force transducer; (b) using as reference the electric signal sent to

the shaker; (c) using as reference the electric signal sent to the PZT patches. Units: dB relative to
(a) 0.1 Pa/N; (b) and (c) 1 Pa/V.

In Figure 7.13 the frequency response functions for the microphones located in the line
number 9 (position near the top of the cylinder) are shown. It can be noticed that the frequency of
216 Hz is present in the measurements but its value decreased for the sensors located near the

center of the cylinder.
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Figure 7.13: Narrow band frequency response functions for the microphone array in the line

T
sotmor positon oy

number 9. (a) Using as reference the signal from the force transducer; (b) using as reference the
electric signal sent to the shaker; (c) using as reference the electric signal sent to the PZT patches.

Colormap units in dB relative to (a) 0.1 Pa/N, (b) and (c) 1 Pa/V.

The amplitude of the frequency response functions at 216 Hz is presented in Figure 7.14. It
can be noticed that the predominant mode shape is the acoustical mode shape; the structural mode
shape influencing only near the cylinder wall and decreasing fast towards the center. This
happened because below 216 Hz only some modes can propagate, and the 10% structural mode is

not one of them.
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Figure 7.14: Amplitude of the acoustic field at 216 Hz for the microphone array. (a) Using as

reference the signal from the force transducer; (b) using as reference the electric signal sent to the
shaker; (c) using as reference the electric signal sent to the PZT paiches. Units are in (a) Pa/Kgf,
(b) and (c) Pa/V.

The tesults obtained using the Orthogonal Chebycheff Polynomials method, Appendix C,
to extract the natural frequencies and mode shapes from the frequency responses in Figure 7.12
are shown in Table 7.4. The identification was performed only in the range of 150 to 250 Hz. It
can be noticed from Table 7.4 that the 216 Hz mode is present in all measured frequency
responses. The exact natural frequency identified was 215.63 Hz using the force transducer as

reference, 215.78 Hz using the Electrical signal sent to the shaker as reference, and 217.63 Hz

using the electrical signal sent to the P21 patches as reference:

Table 7.4: Results of the vibro-acoustic modal analysis.

Reference signal

Force transducer Electrical signal sent | Electrical signal sent
to the shaker to the PZT patches

Nat. Freq. | Damping | Nat. Freq. | Damping | Nat. Freq. Damping
[Hz] coeff. [Hz] coeff. [Hz] coeff.

152.21 0.0075 152.25 0.0112 152.07 0.0028
155.84 0.0144 158.11 0.0127 161.36 0.0010
174.99 0.0112 172.29 0.0101 174.60 0.0030
17728 0.0042 176.46 0.0069 184.75 0.0230
192.08 0.0189 191.60 0.0034 193.72 0.0129
202.16 0.0089 202.57 0.0122 213.86 0.0154
215.63 0.0041 215.78 0.0064 217.63 0.0083
23241 0.0116 235.53 0.0174 23480 0.0116
240.27 0.0128 239.38 0.0160 241.92 0.0052
245.56 0.0114 247.51 0.0096 247.35 0.0132

155



Figure 7.15 shows two time instants of the animation of the ODS obtained from
measurements made with microphones number 1 and number 4 when they are rotated (180°). It is
observed that the ODS measured closer to the cylinder axis (microphone 4) is dominated by the
acoustic mode shape, while, in the ODS measured close to the cylinder inner surface

(microphone 1), the near-field effects are predominant.
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Figure 7.15: Two time instants from the animation of the ODS in the frequency of 216 Hz using
as reference the signal from the force transducer. (a) Microphone array formed by the
microphone at position 1 (near the wall), (b) microphone array formed by the microphone at

position 4 (near the center).

7.2.3 Conclusion

In the structural modal analysis, it was observed the presence of a structural resonance
frequency at 216 Hz, and its associated mode shape was well identified for the two kinds of
actuators (shaker and PZT patches). Moreover, the configuration of the PZT patches increased

the actuation performance related to this mode shape.

In the acoustic modal analysis, it was observed that a natural frequency of approximately
216 Hz is also present in the acoustical field. The measured acoustic field ODS at 216 Hz is a
mix of the acoustical mode shape and the structural mode shape. The acoustical mode shape
corresponds to the first circunferential mode of the acoustical cavity (slashing mode).
Furthermore, the contribution of the radiated mode from the structure is larger near the interface
between the structure and the acoustic field, decreasing fast towards the cylinder axis; or in other

words, it only has influence in the acoustic near field (evanescent waves).
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" It was also noticed that the signals from the accelerometers have enough amplitude to be
used as error sensors in AVC; however, the signal from the microphones should be amplified to
apply the ASAC. Besides, the magnitude of the FRFs for the shaker are larger than the FRFs for
the PZT patches; thus, in control applications the signals to be sent to the PZT patches need to be
amplified.

Some problems with the repeatability of the measurements were found for the acoustic
case, but not for the structural case. They were found related to the difficulty in placing the

covers in the same position every time it was necessary to remove them.

The modal analysis using acoustic disturbances was tried, but the acoustic source, 2 driver,
located at the same place of the shaker has shown to be inefficient in exciting both the structure

and the acoustic field in a narrow band around 216 Hz.

The aspects highlighted above demonstrated that the control methods should be

implemented in a narrow band around 216 Hz. However, it is interesting to note that there is a

structural and acoustical natural frequency around 174 Hz, which can be observed in Table 7.2
and Table 7.3. This natural frequency corresponds to the 9™ structural mode and to the 3™
acoustic mode. Although the acoustic cavity and the structure are coupled at this frequency, it
could not be used in the control application. This fact can be explained, in part, by the structural
configuration of the actuators and sensors and by the mode shapes. The PZT patches (control
actuators) do not have effective actuation at this frequency because the structural mode
corresponding to 174 Hz is the 9" mode, which is an odd circumferential mode. Besides, the
acoustic mode is the 3™ mode, and corresponds to a longitudinal mode of the cavity, i.e., in the Z-
axis. Because of these problems, the frequencies around 174 Hz caould not be effectively

controlled by the configuration specified in present experimental set up.
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7.3 Experimental set up for control applications

A diagram of the experimental set up for the control application is shown in Figure 7.16,
Figure 7.17, and Figure 7.18. In Figure 7.16, it is shown how the control signal, y(n), is generated
in the D/A converter of the dSPACE 1102, filtered in 350 Hz by a 8-poles, Butterworth, low-pass
filter from Frequency Devices model 900, and sent to two amplifiers with a fixed gain of 20
times. The phase shift between the PZT patches was implemented by inverting, the wiring of the
cable connected to the PZT.

dSPACE 1102 E’ Afnog:;,!\;g;r
A/D DIA Phase shift ,I | W
e e o o * | m |
e e o o L \
Control Law——» L{PZT 4 oS orrs
Analog filter
fc = 350 Hz W
.| Power I
Amplifier
Phase shift

180°

Figure 7.16: Control signal generation path from the dSPACE 1102 control board to the structure

In Figure 7.17 and Figure 7.18 the position of the error sensors, which are used in the
control application, and the position of the primary disturbance are shown. It can be observed that
the electrical signals from the error sensors were conditioned using a gain of 100 times and
filtered with a low pass filter set to 1000 Hz. This was necessary due to the low signal level found

in the error sensors.
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Figure 7.17: Diagram of the shaker and the error sensors to control the structural disturbance
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Figure 7.18: Diagram of the driver and the error sensors used to control the acoustic disturbance

7.4 Comparison between the ASAC and AVC methods for structural disturbances

The main objective here is to compare the performance of the ASAC and AVC

techniques in the control of the structural vibration and of the sound radiated into the cylindrical

cavity. For this purpose, seven accelerometers were located at the upper outer surface of the

cylindrical shell, and seven microphones and one particle velocity sensor were positioned in the

cylindrical cavity as indicated in Figure 7.19. The sensor positions are the same presented in

Figure 7.6; but, only a few of the sensors used in the modal analysis where chosen to be used as

error sensors in the active control application.
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Figure 7.19: Error sensor placement on the cylindrical shell cavity for the structural disturbance
experiment. Where -e- represent the accelerometer positions, -e- represent the microphone

positions, and -e- represent the velocity sensor position.

With the sensor scheme shown in Figure 7.19, it is possible to verify the performance of the
three error sensing strategies and their responses in the structure and in the acoustic field. The use
of three different error-sensing strategies represents three different cost functions. The use of the
accelerometer, the microphone, or the particle velocity sensor imply the use of the structural

kinetic energy density, the acoustic potential energy density, or the acoustical kinetic energy
density as cost function, respectively.

The configuration in Figure 7.19 allows investigating the error sensors, structural or
acoustic, and their position. This investigation is performed for the two criteria, the minimization

of the kinetic energy in the structure and the minimization of the potential energy in the acoustic
field.
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Figure 7.20: Frequency response
Between the accelerometers and t

functions measured at the sensors indicated in Figure 7.19. (a)
he shaker, (b) between the accelerometers and the PZT patches,

(c) between the microphones and the shaker, (d) between the microphones and the PZT patches,
(e) between the velocity sensor and the shaker, (f) between the velocity sensor and the PZT

patches.
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The frequency response functions (FRFs) measured in the cylinder for the sensors shown in
Figure 7.19 are shown in Figure 7.20. It can be noticed that the shaker is capable of exciting all
structural and acoustical modes while the PZT patches excites only the structural and acoustical
modes related to their specific configuration. In other words, the shaker can excite all frequencies
while the PZT patches could achieve their best performance only near 216 Hz. Moreover, the
amplitudes obtained with the PZT patches are smaller than those obtained with the shaker; thus,
the shaker is more efficient in inputting energy to the system than the PZT patches. This indicates

that larger amplification in the control signal would be necessary.

Figure 7.21 shows the frequency response functions for the accelerometer array, where it is
noticed that the main disturbance is around 216 Hz. Besides, the position of the sensor near 90°

(sensor number 4) corresponding to the maximum amplitude.

g
=
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=
]
2
Fa
®

1818(32 ) 1028 %4 83.6 - nz ) 08
acneierometer position [degree) accslerometer position fdegree]

131% e w4 ©  ms
(a) (b)
Figure 7.21: Frequency response functions of the accelerometer array using as reference the (a)

shaker, and (b) PZT patches. Colormap units in m/s*/V.

Figure 7.22 shows the frequency response functions for the microphone array. It can be
observed that the acoustic field originated from the structural disturbance is more complicated
than the structural field. In Figure 7.22(a) the main pressure is around 213 Hz at the location of
microphone 3 while in Figure 7.22(b) the main pressure is around 216 Hz at microphone 1.
Therefore, the shaker can excite all the acoustic modes while the PZT patches have only effect in

the near field.
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Figure 7.22: Frequency response functions for the microphone array using as reference the (a)

shaker, and (b) PZT patches. Colormap units in Pa/V.

Comparing the structural field, Figure 7.21, with the acoustic field, Figure 7.22, it is
observed that it is easier to control the vibration in the structure than the sound in the acoustic

field because the structural field is more clearly defined than the acoustic field.

7.4.1 Identification of the secondary path

The estimated secondary path, S(z), was identified using the ERA (Eigensystem
Realization Algorithm) method, Appendix C. The system identification was performed to
generate the estimated secondary path S(z) for one input (the reference x(n)) and three outputs,
which were the responses of the accelerometer, the microphone, and the velocity sensor. The
comparison between the measured FRFs and the identified ones are shown in Figure 7.23 and in

Table 7.5. The secondary path was estimated using 1 ms as sample time and with 6 poles in the
frequency band of 190 Hz to 230 Hz.
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Figure 7.23: Comparison between the measured FRFs and the FRFs estimated using ERA. (a)

Relative to the accelerometer at position 4; (b) to the microphone at position 1; (¢) to the particle

velocity sensor. “~” Measured FRFs,  FRFSs reconstructed using the identified poles.

Table 7.5: Results of the system identification for the control of the structural disturbances

Freq. [Hz] | Damping | MCF
190.51 0.0100 | 0.9853
203.87 0.0451 0.9820
213.17 0.0145 | 0.9891
216.04 0.0057 | 0.9998
218.17 0.0190 | 0.9952
228.96 0.0053 | 0.9938

7.4.2 Theoretical comparison of multiple error-sensing strategies for a single frequency

In this section, the performance of the normalized filtered-X LMS in the time domain using
the error sensors indicated in Figure 7.19 will be analyzed. The error-sensing strategy, the
position and the number of the error sensors to control the structural disturbance at 216 Hz are
analyzed. As the dSPACE 1102 control board has only 4 input channels, and one of them is
reserved for the reference signal, a maximum of three inputs can be used in the normalized
filtered-X LMS implementation. The formulation to the control algorithm can be seen in chapter
4 and the implementation in the Appendix C. The results using the optimal solution to the

filtered-X LMS in the time domain are presented in Figure 7.24, Figure 7.25, and Figure 7.26.

The “error sensor set” represents a set of error sensors used in the control (Table 7.6). They

were formed using the linear combination of all possible sensors in Table 7.6. The error sensor
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set 10, for instance, for a set of 3 error sensors, consists of the error sensors at positions 1, 4 and
5

The attenuation in the energy was defined as the ratio of the energy measured over the
sensors with the system without control and the energy over the sensors with the system

controlled. The energy over the sensors was simply the sum of the energy contribution of each

sensor to the global energy.
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Figure 7.24: Attenuation in the energy when one error sensor is applied. Using (a)
accelerometers, and (b) microphones as error sensors. Attenuation in the -0- structural kinetic

energy, and -+- acoustic potential energy.
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energy, and -+- acoustic potential energy.
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Figure 7.26: Attenuation in the energy when three error sensors are applied. Using (a)
accelerometers, and (b) microphones as error sensors. Attenuation in the -o- structural kinetic

energy, and -+- acoustic potential energy.

It is observed comparing Figure 7.24, Figure 7.25, and F igure 7.26 that it is better to use the
structural error sensing to control the vibration in the structure, and to use the acoustic error
sensing to control the sound radiated into the cylindrical cavity although some good kinetic
energy attenuation was achieved using acoustic error sensing near the cylindrical wall, as the case
in Figure 7.24(b) that represents the microphone located at position 6. Thus, it is better to use

AVC to control the vibration in the structure and to use ASAC to control the sound in the

acoustic field.

Moreover, increasing the number of error sensors the control method becomes independent
of the sensor positions, although the best attenuation level achieved using one-error sensor is not
different from the best attenuation level achieved using more error sensors. Therefore, if the

system response is precisely described, the controller can be implemented successfully using only

one error sensor.

There was only one velocity sensor and its position was fixed. It produced an attenuation of
9.8 dB in the structural kinetic energy and 3.4 dB in the acoustic potential energy. Therefore, the
attenuation produced by the velocity sensor is somewhere in between the attenuation produced by

the accelerometer and the attenuation produced by the microphone in both cases.
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Table 7.6: Error sensor sets

Error Sensor Set 2 error sensors 3 error sensors 4 error sensors
1 1-2 1-2-3 1-2-3-4
2 1-3 1-2-4 1-2-3-5
3 1-4 1-2-5 1-2-3-6
4 1-5 1-2-6 1-2-3-7
5 1-6 1-2-7 1-2-4-5
6 1-7 1-3-4 1-2-4-6
7 2-3 1-3-5 1-2-4-7
8 2-4 1-3-6 1-2-5-6
9 2-5 1-3-7 1-2-5-7
10 2-6 1-4-5 1-2-6-7
11 2-7 1-4-6 1-3-4-5
12 3-4 1-4-7 1-3-4-6
13 3-5 1-5-6 1-3-4-7
14 3-6 1-5-7 1-3-5-6
15 3-7 1-6-7 1-3-5-7
16 4-5 2-3-4 1-3-6-7
17 4-6 2-3-5 1-4-5-6
18 4-7 2-3-6 1-4-5-7
19 5-6 2-3-7 1-4-6-7

20 5-7 2-4-5 1-5-6-7
21 6-7 2-4-6 2-3-4-5
22 -0~ 2-4-7 2-3-4-6
23 -0~ 2-5-6 2-3-4-7
24 -O- 2-5-7 2-3-5-6
25 -0~ 2-6-7 2-3-5-7
26 -0 3-4-5 2-3-6-7
27 -0- 3-4-6 2-4-5-6
28 -0~ 3-4-7 2-4-5-7
29 -0~ 3-5-6 2-4-6-7
30 -0~ 3-5-7 2-5-6-7
31 -0~ 3-6-7 3-4-5-6
32 -0~ 4.5-6 3-4-5-7
33 -0- 4.5-7 3-4-6-7
34 -0~ 4-6-7 3-5-6-7
35 -0- 5-6-7 4-5-6-7

167



7.4.3 Other possible control schemes

In Figure 7.27 and Figure 7.28 other possible control methods, which could not be
implemented in real time due to limitations of the control board used, are shown. The first one is
the filtered-X LMS using four error sensors. The second one is the ASIC-PP that cannot be

implemented due to the fact that the control board is not fast enough (the ASIC is implemented in

the frequency domain).

Figure 7.27 (a) and (b) show that the filtered-X LMS with 4 error sensors achieved a better
result than the other three (Figure 7.24, Figure 7.25, and Figure 7.26). Using the ASIC, Figure
7.28, the structural error sensing was more independent from the error sensor position than the

other control methods. The error sensor sets using 4 error sensors are in Table 7.6; the ASIC used

the two-error-sensor sets.
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Figure 7.27: Attenuation in the energy when four error sensors are applied. Using (a)

)

accelerometers, and (b) microphones as error sensors. Attenuation in the -o- structural kinetic

energy, and -+- acoustic potential energy.
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Figure 7.28: Attenuation in the energy when the ASIC is implemented. Using (a) accelerometers,

and (b) microphones as error sensors. Attenuation in the -o- structural kinetic energy, and -+-

acoustic potential energy.

74.4 Theoretical comparison of single channel controlled for narrow band excitation

In this section, the performance of the normalized filtered-X LMS controller using three

different error-sensing strategies, i.e., the accelerometer located at position 4, the microphone
located at position 1, and the velocity sensor located between the microphones at positions 1 and

2 (Figure 7.19), is investigated.

Figure 7.29 shows the optimal control signals computed for the three error-sensing
strategies. It can be observed that they differ substantially. Therefore, it is expected that the
attenuation in the energy will be different too. Moreover, it can be noticed that the level of the
secondary source for the optimal solution, y(n), is greater than the level of the original structural
disturbance, x(n), which means that more energy is necessary from the secondary source to
control the disturbance than it was necessary to introduce it originally. However, this observation
cannot be generalized because the energy necessary for the secondary source to control the

primary disturbance depends upon to the gains of the power amplifiers.

169



25

Y} X(w) [dB}

180 185 180 185 200 208 210 25 220 225 230
frequency [Hz}

Figure 7.29: Optimal control signal generated using the three error-sensing strategies. Using as

error sensor the -+- accelerometer at position 4; -*- microphone at position 1; -g- velocity sensor.

Another important fact observed in Figure 7.29 is that using the accelerometer as error
sensor a more uniform optimal control signal spectrum is produced in contrast to the other error-
sensing strategies. This behavior is related to the frequency response functions between the error
sensors and the actuators, which are more uniform for the accelerometer than for the other error

sensors in this frequency range.

The peaks and notches observed in Figure 7.29 can be related to the frequency responses of
the error sensor when the optimal control law is applied. In order to make this analysis clear, a
zoom of Figure 7.20 is shown in Figure 7.30. When the FRF from the shaker (disturbance source)
has a notch, for example in the case of the velocity sensor at the frequency of 223 Hz, the optimal
control law will probably exhibit a notch also (P(®) in the numerator of the optimal solution).
However, if the notch is in the FRF from the PZT patches (control source), the optimal control
law will probably have a peak, as it happens using the velocity sensor at frequency of 210 Hz

(S(®) in the denominator of the optimal solution).

170



=)

8

Inartancef mis*HV - dB]
8

5

50 N N
180 185 190 195 200 05 210

225 230

nertance | mis*IV - dB]

40+

50

180 185 190 185 200 205 218 %5 220 225

215
frequency [Hz] frequericy [Hz}
(a) (b)
0 10 -
1
ot :
oy o~ .
g, s,
R | g
e g
© B ! b o -
g : g
o . o
io | i |
E ! & 1
\ :
A0F 1 h i
i ;
- . ; L . S
180 185 190 195 200 203 210 215 =0 225 230 180 185 180 195 200 205 240 213 i e o0
frequency [Hz} frequency [Hz}
(©) (d)
0 1

Partlcto velocity [VIV - dB]
]
Particle velocity [VIV - dB]}

t
b
S5

T

s . 50 : .
200 208 pald 21§ 0 225 230 180 185 1%

frequency [Hz]

50 a - i i i i L i i
180 185 190 185 195 200 208 210 218 220 225 230

frequency [Hz}
(e D
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secondary source

171



The analysis of the optimal control signal, Figure 7.29, is important. It can be observed
that, for frequencies around 210 Hz, when the microphone is selected as error sensor, the
attenuation in the energy level is small (deep in Figure 7.30) and, at this frequency, more energy
must be introduced in the system to drive the error sensor to zero (peak in Figure 7.29). On the
other hand, frequencies where the optimal control signal has a low energy level (Figure 7.29)
represent the best frequencies to implement the controller, because a low energy level is
sufficient to control the system at those frequencies and a higher attenuation is achieved (Figure
7.30).

Figure 7.31 shows the attenuation of the structural kinetic energy and of the acoustic
potential energy. Both energies were estimated by summing the squared magnitudes of the seven
signals measured with the sensor array shown in Figure 7.19. It can be observed that the error-
sensing strategies achieved different results. The attenuation in the structural kinetic energy was
greater at frequencies near 216 Hz, while the attenuation in the acoustic potential energy was not.
This fact is directly related to the frequency responses shown in Figure 7.20 or Figure 7.30. As
predicted before, where the control actuator has a good response level (a peak in the FRF) the
energy level was attenuated, and where the actuator has a low response level (a deep in the FRF)

low attenuation or even amplification was obtained.

Attonuation {dB]
Attenuation f[dB]

B T R T T T ey v 25 230
frequency fHz] frequency [Hz}

(a) (b)

Figure 7.31: Attenuation in the (a) kinetic energy and (b) potential energy. Using as error sensor

the -+- accelerometer at position 4; -*- microphone at position 1; -¢- velocity sensor.
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It is important to note that an attenuation below zero dB means, in fact, amplification. This
happens when the energy level of the vibro-acoustic system when the control is acting was
amplified, although the error sensor level was driven to zero. Amplification of the system energy
level was observed at frequencies where great amplification in the optimal control signal
spectrum was found. This fact can be observed clearly by comparing Figure 7.29 and Figure 7.31

at 210 Hz for the particle velocity error sensor.

Another important result is that the control method achieved a good performance in the
frequency range near 216 Hz, where most of the energies were attenuated or remained at the

same level.

Figure 7.32 shows the normalized response of the structure (acceleration for a normalized
input signal) and of the acoustic field (pressure for a normalized perturbation input signal) when
the optimal control law is applied at the frequency of 216 Hz. It can be noticed that the greatest
attenuation in the inertance is achieved by structural error sensing (accelerometer), while for the
acoustic impedance it is not clear what error sensing strategy is better. It should be noted that
each error sensing strategy produced zero response at the error sensor (actually reduced it to the
background noise level). Another important observation is that the results obtained with the
particle velocity sensor are somewhere between the results achieved using the accelerometer and

those obtained using the microphone.

The accelerometer located at position 4 yielded the best results because it was placed where
the amplitude was at a maximum (at a wave peak). This situation is repeated for the
accelerometers located at positions 1 and 7. As for the acoustic field, Figure 7.32(b), it doesn’t
present the spatially periodic feature of Figure 7.32(a), making it more difficult to find out the

best location of the error sensor.
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velocity sensor.

In contrast to the frequency of 216 Hz, results at the frequency of 210 Hz, shown in Figure
7.33, indicate that this is not a good frequency to control, because amplification happened when

the error sensor was a microphone at position 1. This had been predicted in the preceding

discussion.
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Figure 7.33: System response when the optimal control law is applied to the frequency of 210 Hz
in the (a) accelerometers, and (b) microphones. -o- No control and controlled using as error

sensor the -+- accelerometer at position 4; -*-microphone at position 1; - velocity sensor.
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7.4.5 Experimental comparison of single channel control at a single frequency

The normalized filtered-X LMS controller in the time domain with one error sensor using
structural error sensing (accelerometer at position 4) and acoustical error sensing (microphone at
position 1 and velocity sensor located between the microphones at locations 1 and 2) was
implemented for the tonal frequency of 216 Hz. The results are presented in Figure 7.34, where a

o0o0d agreement with the theoretical results presented in Figure 7.32 is observed.
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Figure 7.34: Experimental responses to the adaptive control using one error sensing at 216 Hz
measured with (a) accelerometers and (b) microphones; -o- No control and controlled using as

error sensor the --+- accelerometer at position 4; -*-microphone at position 1; -p- velocity sensor.

In Figure 7.35 and Figure 7.36, the signals acquired with the dSPACE 1102 control board
during the control applications are shown. It can be noticed that great attenuation is achieved in
the signal levels for the three error sensors. The signal levels are very different from each other in
amplitude due to the fact that the error sensors have different sensibilities and the greatest one is
that of the velocity sensor. Therefore, the velocity sensor is very suitable in this application.
Besides, some noise in the acoustic sensing (microphone and velocity sensor) was observed with
and without control, while the signal from the accelerometer was the cleanest one. This is related

to the acoustic field being more influenced by environmental noise. The control law, Figure 7.36,
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was larger for the structural error sensing and smaller for the microphone. So, a small energy

level is necessary to control the pressure compared with the other error-sensing strategies.

It is interesting to note that in Figure 7.35, the signal from the control board were captured

in distinct instant times, because of this the phase between the signals should be ignored.
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Figure 7.35: Digital signals acquired with the control board before and after the control
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Figure 7.36: Control signal generated with the control board. Using as error sensor the -+-

accelerometer, -*- microphone, and - velocity sensor.
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7.4.6 Experimental comparison of single channel control for narrow band random

disturbance

A narrow band random noise in the frequency range 208-224 Hz was used as a structural
disturbance signal. The error sensors were the accelerometer located at position 4, the
microphone located at position 1, and the velocity sensor located between the microphones
located at positions 1 and 2. The comparison of the results obtained with a normalized filtered-X
LMS controller using structural and acoustic error sensing is shown in Figure 7.37. It can be
observed that the attenuation in the kinetic energy is greater than the attenuation in the potential

energy, as was predicted in the theoretical analysis of the previous section (Figure 7.31).

Another interesting fact is that all the error sensing strategies clearly achieved the best
performance near the frequency of 216 Hz for the attenuation of the structural kinetic energy

(Figure 7.37(a)) while it wasn’t so for the acoustic potential energy (Figure 7.37(b)).

In addition, the best error sensor for the attenuation of the structural kinetic energy was the
accelerometer and the worst was the microphone. However, it is not clear what error sensor

achieved the best performance in the attenuation of the acoustic potential energy density.
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Figure 7.37: Attenuation in the (a) structural kinetic energy and (b) acoustic potential energy.
Using as error sensor the -+- accelerometer at position 4; -*- microphone at position 1; -¢-

velocity sensor.
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In Figure 7.38 the normalized structural response can be observed. Great amplification can
be noticed at the frequencies around 216 Hz, Figure 7.38(a), for the uncontrolled system. When
the accelerometer located at position 4 was selected as error sensor, great attenuation was
achieved, Figure 7.38(b). However, when the other two error sensors were selected as error

sensors, Figure 7.38(c and d), good levels of attenuation were achieved only around for

frequencies close to 216 Hz.

Thus, it can be stated that the best choice was to use the accelerometer to control the

vibration in the structure. If it was not possible to use accelerometers, the velocity sensor could

be used as a suitable alternative. The microphone attenuated the vibration in the structure around
216 Hz although it increased the vibration at others frequencies, mainly at frequencies higher
than 218 Hz. This happened due to the shape of the FRF, which has deeps before and after the

resonance peak.
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In the normalized acoustic field response, Figure 7.39, it is observed that the greatest
amplitude is around 213 Hz and not near the cylindrical shell, as was predicted in the acoustic

modal analysis. This illustrates the low repeatability of the acoustic measurements commented

before.
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sensor, (b) the accelerometer at position 4, (c) the microphone at position 1, and (d) the particle

velocity. Colormap units in Pa/V.

The best error sensing transducer to control the sound radiated to the acoustic cavity was
the accelerometer. It reduced the pressure more uniformly while the microphone and the velocity
sensor used as error sensors attenuated only the pressure close to the inner surface of the

cylindrical shell.
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Again, the performance of the velocity sensor was generally between the performance of

the accelerometer and that of the microphone.
7.47 Conclusion

This investigation allowed observing theoretically and experimentally the application of a
normalized filtered-X LMS in the time domain controller using structural and acoustical error

sensing to attenuate the vibration in a structure and the noise in the acoustical cavity.

It was shown that it is easier to control the vibration in the structure than the noise radiated
to the acoustic cavity. Besides, it was possible to achieve around 15 dB of attenuation in the
structural kinetic energy in contrast to less than 4 dB of attenuation in the acoustic potential
energy in the acoustic cavity. In addition, the best configuration to control the vibration is not the
best configuration to control the noise; thus, different error sensing strategies should be used for
each cost function. Moreover, there is no necessity of using more than one error sensor because
single and multiple error sensor controllers achieved the same maximum attenuation in the

energy; thus, the simplest case can be used successfully.

The AVC technique showed to be the best strategy to control the vibration in the structure
(structural kinetic energy). The ASAC using microphones as error sensor and AVC seem to
perform equally in the control of the pressure radiated to the cylindrical cavity. The performance
of the particle velocity sensor (an acoustic kinetic error sensor) stayed between the performances

of the accelerometer and the microphone.
7.5 Comparison between the ASAC and AVC methods for acoustic disturbances

The acoustic disturbance was implemented using a loudspeaker (horn drive) located at the
same position as the shaker, which was removed first. During the implementation in real time, it
was observed that great acoustic power from the loudspeaker was necessary for the error sensors
to “see” some signal that could be used as error signal in the controller. Therefore, only tonal
control could be implemented. Besides, the signal from the sensors in Figure 7.19 could not be
used as error sensors because the signal levels were too small. Thus, it was necessary to move the

error sensors to the lower part of the cavity, closer to the acoustic source, which was located
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under the cylinder, Figure 7.40. The accelerometer was placed on the outside surface of the
cylinder and immediately in front of the acoustic source, the microphone array and the particle
velocity sensor inside the cavity were moved of 180°. The transducer used to control the acoustic

distutbance were the same used to control the structural disturbance, but placed in the lower part

of the cavity (Figure 7.40).
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Figure 7.40: Position of the error sensors under acoustic disturbances

The frequency respense functions between the error sensors and the PZT patches can be

seen in Figure 7.41, where a large amplification can be noticed at the frequency of 216 Hz, as
expected. In addition, many peaks are found, indicating that more difficulty is expected to control

the acoustic disturbance when compared with the structural disturbance.
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Figure 7.41: Frequency response functions measured in the error sensors using as reference the

electrical signal sent to the PZT patches; -0- accelerometer; -+- microphone; -*- velocity sensor.
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7.5.1 Identification of the secondary path

The estimated secondary path, é(z) , was also identified using ERA, Appendix C. The

system identification was performed to generate the estimated secondary path for one input (the
reference x(n)) and three outputs that are the responses measured with the accelerometer, the
microphone, and the velocity sensor. The comparison between the measured FRFs and the
identified ones are shown in Figure 7.42 and the identified poles are given in Table 7.7. The

secondary path was estimated using 1 ms as sample time.
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Figure 7.42: Comparison between the measured FRFs and the estimated by the ERA. (a) For the

accelerometer; (b) For the microphone at position 1; (¢) for the velocity sensor; — Measured

FRFs, " FRFs reconstructed using the identified poles.

Table 7.7: Results of the system identification for the control of the acoustic disturbances.

Freq [Hz] | Damping | MCF
181.18 0.0045 0.9691
196.13 0.0217 | 0.9913
211.57 0.0282 | 0.9965
215.57 0.0040 1.0000
220.38 0.0048 0.9804
227.57 0.0054 | 0.9810
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7.5.2 Experimental comparison of single channel for tonal perturbation at 216 Hz

The results obtained with the normalized filtered-X LMS in the time domain controller are
shown in Figure 7.43, where it can be noticed that the best control of the noise in the cylindrical
cavity was achieved by using the microphone as error sensor. Besides, it is better to locate the
error sensor near the region where the sound is introduced. Moreover, the structural sensing

control achieved little attenuation. This fact shows that controlling purely the vibration at only

one location on the structure surface does not imply that the structure stopped the sound
transmission, because there are other transmission paths for the noise. In addition, the velocity
sensor achieved good attenuation but the attenuation was smaller than the attenuation achieved by
the microphone. This may have several reasons, but the most acceptable is the quality of the

signal measured by the particle velocity sensor, which was noisier than that of the microphone in
this case (Figure 7.44(b) and (¢)).
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Figure 7.43: Impedance measured by the microphone array. -o- No control and controlled using

the -+- accelerometer; -*-microphone; -o- particle velocity sensor.

The great attenuation achieved using the microphone as error sensor is related to the path of

the noise going from the loudspeaker to the interior of the acoustic cavity. The first path is
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through airborne transmission as the cavity is not sufficiently closed and has small openings to
the exterior. The second path is the structure-borne transmission that is related to the vibration of
the cylindrical shell (fluid/structure interaction), but the signal level of the accelerometer was
very low, so this transmission path wasn’t important. The last one is the transmission that is
related to the compression waves passing through the thickness of the cylindrical shell, which is
negligible in this case. Therefore, the mechanism of the sound transmission acting when the
acoustic disturbance was applied in this case is more related to the airborne path, since that the
accelerometer signal level was very low in this case, which can be observed comparing Figure
7.44(a) with Figure 7.35(a).

The signals captured with the dSPACE 1102 control board, Figure 7.44, show that the
signals from the accelerometer and the velocity sensor are contaminated with noise, and the best

signal to be used as error sensor is that of the microphone.
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Figure 7.44: Digital signals acquired with the control board before and after the control

application. (a) Signal from accelerometer at position 4; (b) signal from the microphone at

position 1; (c) signal from the velocity sensor; “ control off; — contro] on.

Moreover, Figure 7.45 shows that the amplitude of the control signal using the microphone
as error sensor had higher amplitude than for the other error sensors. Another interesting fact is
that the amplitude level of the control signal was equal for the accelerometer and for particle
velocity sensor, but the particle velocity sensor achieved better levels of attenuation than the
accelerometer. Thus, if were impossible to use the microphone the best choice would be the

velocity sensor as error sensor. It is interesting to note that in Figure 7.45, the signals from the
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control board were captured in distinct instants of time and, because of this, the phase between

the signals should be ignored.
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Figure 7.45: Control signal captured from the control board in distinct instant times during the
control application. Where was implemented using as error sensor the -+- accelerometer, -*-

microphone, and -g- velocity sensor.

7.5.3 Conclusion

It was observed that it is more difficult to excite the structure and the acoustic cavity using
an acoustic source than using a vibration source. It was necessary to move the error sensors to the
bottom part of the cylinder to capture some signal that could be used as error signal. Thus, it was
not possible to measure the frequency response functions between the driver (acoustic source)
and the sensors in the upper part, so that the theoretical analysis performed before couldn’t be

used with the acoustic source.

On the other hand, the best control configuration was achieved using the microphone as
error sensor, and the accelerometer achieved the poorest result. Again, the velocity sensor stayed
between the performance of the microphone and the performance of the accelerometer.
Therefore, if the noise inside the cylindrical cavity is generated by an external acoustic source, it
is better to apply the minimization of the potential energy density (microphone as error sensor),
i.e., the ASAC technique.
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7.6 General Conclusions

The most important observation in this investigations was that if disturbance in the
cylindrical acoustic cavity is generated by structural vibrations, it is better to apply the AVC than
the ASAC, or simply, to apply structural error sensing instead of acoustic error sensing.
However, if the disturbance in the cylindrical acoustic cavity is generated by an external acoustic
source, the best way is to apply acoustic error sensing instead of structural error sensing, i.e., to

apply the ASAC instead of the AVC. Moreover, it is probable that if the disturbance is generated

by vibration of the structure and by an external acoustic source, the best way to attenuate the
noise in the acoustic field would be to chose the velocity sensor as error sensor, or to use a mix of

structural error sensing and acoustic error sensing.

This simple experiment with a cylinder allowed setting a guideline for the decision
regarding the use of AVC and ASAC controllers in aircraft. However, given that the
experimental setup may be very far from the reality of an aircraft fuselage, this conclusion must

be taken with due care.

In a real situation, it is necessary to identify what structural mode shapes are coupled to the
acoustic modes and what are the energy paths. In order to improve the experimental setup, it is
necessary to increase the natural frequency of 2™ structural mode to tune it to the 2™ acoustic

mode shape of the cavity in order to amplify the coupling effects.
A faster control board should be used to implement the control method in order to make it

possible implement other control methods, such as the frequency-domain filtered-X LMS and the

ASIC, or a mix of error sensors.
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Capitulo 8 (Portugués)

Conclusao

Neste capitulo sfio apresentados, de forma sucinta, os principais resultados obtidos no
decorrer desta tese. De maneira geral, pode-se dizer que os sistemas de controle ativo nas
configuracdes analisadas (AVC, ASAC e ANC) foram capazes de atingir niveis de atenuag¢do
acima de 6 dB mesmo nos casos mais complexos (exemplo da cavidade cilindrica). Este resultado

mostra que sistemas de controle ativo apresentam um grande potencial de aplicagio industrial.

8.1 Controle ativo de ruido em guias de ondas unidimensionais

Observacdes _gerais: Observou-se, analitica e experimentalmente, que o controle ativo de
ruido em guia de ondas unidimensionais pode ser aplicado com sucesso € com baixo custo

computacional atingindo excelentes niveis de atenuag@o do ruido original.

Posicdo dos atuadores e sensores: A distancia da fonte secundaria em relagdo a posigdo da

fonte priméria deve ser observada a fim de se evitarem as posi¢des em que a fonte secundaria ndo
consiga controlar a fonte primaria. Além disso, o sensor de erro deve ser posicionado evitando

regides de né para os tipos de medida necessaria (distdncias multiplas de um quarto de

comprimento de onda).

Comparacdo dos métodos de controle: Admitindo a configuragdo de uma fonte primaria,
uma fonte secundaria e um sensor de erro, posicionados nesta mesma ordem, demonstrou-se que,

teoricamente, os métodos de controle ndo apresentam diferencas no desempenho. Porém,
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experimentalmente, estes apresentaram pequenas diferengas, originadas por caracteristicas dos
sensores de erro, tais como diferencas de sensibilidade, de fase, de faixa dindmica, e relacdo

sinal/ruido.

Implementacdo no dominio da fregiiéncia: As implementagGes dos métodos de controle no
dominio da freqiiéncia apresentaram desempenho satisfatério, convergéncia répida, o que,
juntamente com o fato de permitir controlar as freqiiéncias independentemente uma da outra,
torna estes métodos de controle muito versateis. Porém, placas de processamento digital mais
rapidas devem ser utilizadas para permitir uma faixa de freqliéncia adequada ao controle ativo de

ruido, especialmente aumentar o nimero de freqiiéncias intermediérias.

Observacoes tedricas: Observou-se, primeiramente, que os métodos de controle fornecem a

mesma velocidade de volume 6tima para a fonte secundaria, e esta ¢ sempre maior, ou no minimo
igual, & velocidade de volume da fonte primaéria. Além disso, quando ¢ implementada a solucdo
Otima para a fonte secundaria, ambas as fontes nio radiam mais poténcia acustica, ¢ a velocidade

de particula e a intensidade ativa s3o minimizadas nas regides situadas ap6s a fonte secundaria.

Observacdes experimentais: Os mesmos fatos observados para a implementacio tedrica

foram observados para a implementacdo experimental. Entretanto, os niveis de atenuacio da
pressdo sonora, velocidade de particula e intensidade ativa, sdo limitados pela faixa dinimica do
sensor de erro; sendo assim, a atenuacio nio atinge o zero e para no fundo de escala do sensor de

€I710.

Medidas experimentais: A vibrometria laser mostrou-se uma étima técnica para estimar a

velocidade de volume de uma fonte sonora. Além disso, a técnica de estimar a intensidade ativa
através de dois microfones pode ser utilizada com sucesso, mas os niveis de ruido apresentados

pela medida podem comprometer os resultados obtidos.

Elemento espectral acistico: A modelagem de guia de ondas unidimensionais pelo método

dos elementos espectrais apresentou uma boa concordancia com os resultados experimentais,
mostrando-se capaz de modelar redes de guia de ondas onde a aproximagédo de ondas planas pode

ser assumida.
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8.2 Controle de vibracio e ruido em cilindros

Andlise modal: Observou-se, analiticamente e experimentalmente, que a freqiiéncia de 216

Hz estava presente tanto na estrutura quanto na cavidade actstica cilindrica, porém a retirada das
tampas e movimentagdes oriundas do posicionamento dos sensores acusticos acarretaram
pequenas mudancas na freqiiéncia natural da cavidade actistica. Além disso, identificou-se a
freqiiéncia natural de 216 Hz correspondendo ao 10° modo natural da estrutura e ao 1° modo
circunferencial da cavidade aclstica, este contaminado com o modo estrutural, sendo, assim,
composto por uma combinagdo do modo acustico € do modo estrutural, que age somente em

campo préximo e desaparece & medida que se aproxima do centro do cilindro.

Posicionamento _dos _atuadores e sensores: Observou-se que o posicionamento dos

atuadores de controle (conjunto de PZTs) amplificou o a atuagéo nos modos 2, 6, 10, ..., porém os
PZTs somente apresentaram desempenho satisfatério acima de 150 Hz, o que, juntamente com a

limitagdo da placa de controle digital, limitou a aplicacdo do controle a uma faixa estreita de

freqiiéncia em torno de 216 Hz

Aplicacdo do controle ativo para o disturbio estrutural: Observou-se que ndo € necessario

utilizar mais de um sensor de erro desde que este esteja posicionado em ponto de méxima
amplitude, porém pode-se tomar a atenuacdo atingida independente da posi¢do aumentando o
ntumero de sensores de erro. Além disso, € mais facil controlar a vibragéo na estrutura do que o
ruido gerado por ela. Niveis de atenuagdo em torno de 15 dB foram atingidos para a energia
cinética da estrutura utilizando o esquema AVC em contraste com apenas 4 dB para a energia

potencial da cavidade actistica utilizando um esquema ASAC.

Aplicacdo_do_controle ativo para o disturbio acustico: Observou-se que a excitagdo
actistica ndo era captada pelo sensor estrutural (acelerdmetro) e que o sensor de velocidade de
particula apresentava uma relagdo sinal/ruido muito alta. O microfone mostrou-se mais adequado

para a aplicagdo do controle ativo de ruido tendo sido atingido mais de 10 dB de atenuagdo.
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Apenas excitag@o tonal pdde ser empregada devido as caracteristicas do atuador actstico e do

arranjo experimental.

Comparacdo _entre _acelerémetro., microfone e sensor de velocidade de particula:

Observou-se que o desempenho do controlador com o sensor de velocidade de particula como

sensor de erro  estd sempre entre o desempenho com o acelerdmetro e com o microfone.

8.3 Sugestdes de trabalhos futuros

No controle ativo de ruido em guia de ondas planas sugere-se que seja utilizada uma placa
controladora mais répida para permitir um aumento no numero de freqiiéneias a serem

controladas, e utilizar mais de uma fonte de controle afim de atenuar o ruido entre as fontes.

No controle ativo na cavidade cilindrica, a utilizagio de uma placa controladora mais rapida
¢ fundamental para a implementagio de métodos de controle no dominio da freqiiéncia,
permitindo assim, a utilizacgdo de métodos que controlam a intensidade ativa estrutural ou
acustica. Além disso, o enrijecimento do cilindro aproximaria o experimento das condicSes
encontradas em fuselagens de aeronaves, onde o segundo modo de vibrar da estrutura (o primeiro

modo circunferencial) € geralmente o mais significativo para o ruido interno.

Além disso, a realizagdo de um estudo detalhado dos fendémenos de interagdo entre a
vibragdo da casca cilindrica e o campo actstico da cavidade, tanto do lado tedrico quanto do lado
experimental precisa ser feito a fim de prever, identificar e medir os modos de radiac@o sonora da
casca cilindrica que sdo mais significativos para a formagdo do campo actistico da cavidade.
Neste sentido, métodos como Elementos Finitos e Elementos de Contorno podem ser usados para
prever os modos de radiacdo sonora, enquanto métodos experimentais como anélise no plano
Kx® e andlise da matriz de acoplamento podem ser usados para identificar ¢ medir
experimentalmente estes modos de radiagio. Desta forma, as implementac¢Ges de controle ativo

de ruido poderiam ser direcionadas a obter melhores desempenhos.

190



8.4 Publicaches geradas por esta tese

Donadon, L.V., Arruda, J.R.F. Influence of the Filtered-X LMS controller in the impedances of a
duct. In: Congresso Brasileiro de Engenharia Mecdnica, Cobem 99, Aguas de lindéia-Brasil,
CD-room, 1999.

Nunes, R.F., Donadon, L.V., Arruda, J.R.F., Santos, J.M.C. Active noise control in ducts using
adaptive algorithm. In: Congresso Brasileiro de Engenharia Mecdnica, Cobem 99, Aguas de
lindéia-Brasil, CD-room, 1999.

Donadon, L.V., Arruda, J.R.F. Theoretical comparison of active noise control using potential

energy error sensing and intensity error sensing. In: International Congress and Exposition
on Noise Control Engineering, Internoise 2000, Nice-France, CD-room, 2000.

Donadon, L.V., Arruda, J.R.F. Active Noise Control of Free-Field Radiation Using Near Field
Error Sensing by Active Sound Intensity Control. In: Intenational conference Noise &
Vibration pre-design and characterization using Energy Methods, NOVEM 2000, Lion-
France, CD-room, 2000.

Donadon, L.V., Arruda, JR.F. Energetic analysis of an actively controlled one-dimensional

acoustic waveguide. Applied Acoustics (aceito para publica¢do).
Donadon, L.V., Arruda, J.R.F. Experimental energetic analyses of an actively controlled one-
dimensional acoustic waveguide. Journal of Sound and Vibration (condicionalmente aceito).
Donadon, L.V., Arruda, J.R.F. Using particle velocity sensors in active noise and vibration
control applications. In: International Congress and Exposition on Noise Control

Engineering, Internoise 2002, Dearborn-USA, CD-room, 2002.

191



Chapter 8 (English)

Conclusion

In this chapter the main results obtained in this Ph.D. dissertation are presented. In general,
the active control systems configurations analyzed (AVC, ASAC and ANC) were capable to
achieve attenuation levels above 6 dB even in the most complex cases (example of the cylindrical
cavity). This result shows that the active control System present a great potential for industrial

applications.

8.1 Active noise control in one-dimensional acoustic waveguides

General comments: It was observed, both analytically and experimentally, that the active

noise control in one-dimensional waveguides can be applied successfully and achieved excellent

attenuation levels of the original noise with low computational cost.

Position of the actuators and sensors: The distance of the secondary source in relation to

the position of the primary source should avoid the positions where the secondary source can not
control the primary source. Moreover, the error sensor should be placed avoiding regions of

modes for the wave type measured (multiple distances of ¥ of a wavelength).

Comparison_of the control methods: Admitting the configuration of a primary source, a

secondary source and a error sensor, located in this same order, it was demonstrated that,
theoretically, the control methods do not present differences in the performance. However,

experimentally, the control methods presented small differences because of the characteristics of
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the error sensors used in the control experiment, such as differences of sensitivity, phase,

dynamic range, and signal/noise ratio.

Implementation_in_the frequency domain: The control method implementations in the

frequency domain presented satisfactory performance because of the fast convergence and the
possibility of controlling frequencies lines independently. Thus, this methodology showed to be
very versatile. However, faster digital signal processing boards should be used to allow a higher

frequency band the active noise control, mainly to increase the number of frequency lines.

Theoretical comments: /t was observed that the control methods achieved the same final

result for optimal volume velocity of the secondary source, which is larger or at least equal to the
volume velocity of the primary source. In addition, when the optimal solution for the secondary
source is implemented, both sources do not radiate acoustic power, and the particle velocity and

the active intensity are minimized past the secondary source.

Experimental comments: The same facts observed for the theoretical implementation were
observed for the experimental implementation. However, the altenuation levels of the pressure,
particle velocity and active intensity are limited by the dynamic band of the error sensor; thus,
the attenuation did not achieve the zero, but stopped at the background noise level of the error

SENSOr.

Experimental measurements: The laser vibrometer revealed to be an excellent technique to
estimate the volume velocity of an acoustic source. The technique of estimating the active
intensity using two microphones can be used successfully but the noise levels can effect the

results.

The Spectral Element Method: The modeling of one-dimensional acoustic waveguides

using the spectral element method showed a good agreement with the experimental results,
revealing the capacity to model pipe networks where the approach of plane waves can be

assumed.
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8.2 Active noise and vibration control in cylinders

Modal analysis: It was observed, both analytically and experimentally, that the 216 Hz

frequency was present in the structure and in the cylindrical cavity; however, movements in the
covers and the positioning of the acoustic sensors caused small changes in the natural frequency
of the acoustic cavity. In addition, the natural frequency of 216 Hz was identified to correspond
to the 10" natural structural mode shape and the 1% circumferential mode shape of the acoustic
cavity. The acoustic mode shape is contaminated with the structural mode, thus being a
composition of the acoustic mode and the structural mode, which acts only in the nearfield and

disappears towards the center of the cylinder.

Positioning of the actuators and sensors: It was observed that the positioning of the control

actuators (PZT patches) amplified the performance in modes 2, 6%, 10" ... The PZT patches
present satisfactory performance only above 150 Hz and the limitations of the digital signal
processing board limited the application of the control to a narrow band of frequency around 216
Hz.

Application of the active control for the structural disturbances: It was observed that it is

not necessary to use more than one error sensor provided it is located in point of maximum
amplitude; however, increasing the number of error sensors, the attenuation becomes independent
of the error sensor position. In addition, it is easier to control the vibration in the structure than
the noise generated by it. Levels of attenuation around 15 dB were achieved for the structural
kinetic energy using the AVC scheme in contrast to only 4 dB for the acoustic potential energy of

the acoustic cavity using the ASAC scheme.

Application of the active control for the acoustic disturbances: It was observed that the

structural sensors (accelerometers) did not measure the acoustic disturbance and the particle
velocity sensor showed very high signal/noise ratio. The microphone revealed to be more
adequate as error sensor for active noise control, having achieved more than 10 dB of attenuation,
but only tonal disturbance could be employed due to the characteristics of the acoustic actuator

and the experimental set up.
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Comparisorn__between _accelerometer, microphone and particle velocity sensor: It was

observed that the performance of the controller using the particle velocity sensor as error sensor

is always between the performance with the accelerometer and with the microphone.

8.3 Suggestions to future researches

In the active noise control in one-dimensional waveguides it is suggested the use faster
digital signal processing control boards to allow an increase in the number of frequencies lines to
be controlled, and to use more than one secondary source to attenuate the noise between the

SQUrces.

In the active control of the cylindrical cavity, the use of a fast control board is essential for
the implementation of controllers in the frequency domain; thus, allowing the use of methods that
control the structural or the acoustic active intensity. Moreover, the cylinder should be stiffened
to better represent the real situation of an aircraft fuselage, where the second structural mode is

generally the most significant for the interior noise generation.

Moreover, a detailed investigation of the interaction between the vibrations of the
cylindrical shell and the pressure field in the acoustical cavity, both theoretical and experimental,
should allow predicting, identifying and measuring the modes of the cylindrical cavity that are
more significant for the acoustic field generation. In this direction, Finite Element and Boundary
Element Methods can be used to predict the radiation modes while methods as the analysis in the
Kxo plane and the analysis of the coupling matrix can be used to identify experimentally the
noise radiation modes. In this sort, the active noise control implementations could be directed to

obtain better performances.
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Appendix A

A Derivation of complex variables

The purpose of this appendix is to address the more difficult issue of differentiating a real
cost function with respect to a complex-valued parameter vector. These relations can be found in

Haykin (1996), Nelson and Elliott (1991) and Qiu et al. (1993).

A.1 Basic definitions

The derivative of a complex function G(x) with respect to a scalar complex variable x is

performed as,

8G(x) _ 1(3G(x) _.8G(x) (AD)]

Bx 2 aXR 8XI '
and

8G(x) _ 1(aG(x) . 8G(x) (A2)]

aX* 2 aXR aXI ‘

where xg and X; are the real and imaginary part of x, respectively, and i is the imaginary number.

The derivatives defined in Equations (A.1) and (A.2)] satisfy the two basic requirements,

ox
— =1 (A3)]
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ox
= 0 (A.4)]

Now, assuming X as a complex vector in the following form,
Xl
X=9:

X

n

The derivative of a real scalar function G(x) with respect to X is defined as,

ag(x) 1 OXg, %y,
=— (A.5)
X 215G(x) .a8G(x)
aan aXln
and
8G(x) i aG(x)
ox ox
aG(X) _ RI i A6

1
X 2 5G(x)+'i 5G(x)

L den dXIn J

However, if G(x) is a real cost function, the gradient of G(x) is defined as in Haykin
(1996),

8G(x) " 8G(x)
G( ) aXRI . aXH
VG(x) = : A
8G(x) i 8G(x)
aXRn aXln
Thus, the gradient is related to the conjugate derivative as,
G(x
VG(x)=2—+ A8
(x) ™ (A.8)
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A.2 Casel

Assuming a real scalar function G(x) in the form,

G(x)=F"X (A.9)
where the vector F is given by,
f, fy, +ify,
F=<::= : (A.10)
f, (frn +if}, )

Applying the gradient of the scalar function G(x) with respect to the vector X is found,

O prx| Dk, e x,) | <E,
0G(x) 8 uw |7 &, . oy
2 aX* =“a-§;"F X= R : = : = : (A].l)
O mux| | S(erx,+atx,)| | =Lfx,
ox, o, ox.
Expanding a generic term j of the above derivative as,
£7x; = £y —ify \xgy +1x ;) = FoyXpy +ifpx g —if X g + iy (A.12)

It is important to remember that f ;x ; must be a real number, so, ifg;x; —if;Xy =0. Thus,

the above equation become,
fj*xj = (ij —1fy, XX g T1X 13):' foiXp; + £xy (A.13)

So, the gradient of the generic term j 1s given by,

217 =6y +ilf,) =1, (A.14)

Thus, the gradient of the scalar function G(x) with respect to the vector X i,

fl
VFHX =
f

n

Il

F (A.15)

Now, applying the gradient to the case of GP(x) as,
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—a—*(flx;+--~+fnx:) EXTflxl

2—X%F=2 : =2 : (A.16)
oX 12). 4 0 . . 6, .
’5X—;-(fIX1 +"'+ann) ’é;*—fnxn
Expanding one generic term j of the above derivative as,
* . \ - - .
fjxj = (ij +1ijXij —jXIj)= ijij —1ijXIj +1ijXRj +f1jxIj (A.17)
Remember again that the above relation must be a real number, so,
ij; = (ij + iflj XXRJ - jXIj)z fpiXp + ijXIj (A.18)
Thus, the gradient of the generic term j is given by,
2 %7 = £, +i(e,) =1, (A.19)
ox.

J

Thus, the gradient of the scalar function G"(x) with respect to the vector X is,
gr P

5]

f

n

V(X"F)= 1 : f =F (A.20)

Applying the gradient of the scalar function R {G(x)} with respect to the vector X is found,

_ai* @R %, J+ o Rifx, |) 0 RiEx, |
L RGE}_, & REFIX|=2) : =2 (A21)
oX X 8 8
o~ ®R{erx, -+ mix, ) &Tﬁ%{f:xn}

Expanding one generic term j of the above derivative as,
SR{fj*Xj }Z ‘R{(ij —1f}; XXRj +ixy )} = ijXRj +Iyxy (A.22)

So, the gradient of the generic term j is given by,

2 éj, R x| = f +if, =1, (A.23)

J
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Thus, the derivative of the scalar function R{G(x)} with respect to the vector X is,
f,
v(r{FEx})={: l=F (A.24)
f

n

Now, applying the gradient to the case of R{G(x)} as,

O (wfrx;}+ o+ wiex) ﬁ_m{fx*ﬂ
aX* 11 ntn ax* 11
2 am{;s;*(x)j =2 af(* R{X'F=2 1 : _ol L(A.25)
O (wiex e e mix)) 9 sl x: }J
ox, o,
Expanding one generic term j of the above derivative as,
R f= R{(Ey + iy Jx g — ixy )} = FrXey + By (A.26)
So, the gradient of the generic term j is given by,
2%%{fjx}}= fo +ify =1, (A.27)

i

Thus, the gradient of the scalar function R{G(x)} with respect to the vector X is,

fl
v(R{X"F})=
£

n

F (A.28)

Now, applying the gradient to the case of I{G(x)} as,

8 (for . 8 (o
-3 <+ 3L X, -3
83{G(x)} ., @ 23 (e 3lin ) o,y J.{IXI}
2= =2 s{FX}=2 =2 : (A.29)
O (sferx, e+ SfEx, ) a sierx, }
axn aXn
Expanding one generic term j of the above derivative as,
37, b= S{Eg - i o + 1% )f = foxy — Fixg (A.30)

So, the gradient of the generic term j is given by,
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2 ; S x, | = £, +ilfy )= if, (A31)
1

Thus, the gradient of the scalar function 3 {G(x)} with respect to the vector X is,

if,
v(slFix))=] i L=iF (A.32)
if,

n

Now, applying the gradient to the case of 3{G"(x)} as,

A3

0 (mfe - e - 0 —fo
? 53{;};*()()}2 azzi S{X"F}=2 éx_:(d{flx} }+ s =2 o e
LRGN X R
Expanding one generic term j of the above derivative as,
3t = S + i, Mgy —i, )=~ + Fx (A.33)
So, the gradient of the generic term j is given by,
25%- SiEx =1, +i- £y )= —if, (A.34)

J
Thus, the gradient of the scalar function 3{G"(x)} with respect to the vector X is,

~if,
VsX*F)={ : l=F (A35)
—if

n

Case Il

Assuming a real scalar function G(x) in the form,

G(x)=(AX)"B (A.36)

where A and B are given by,
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A={: . il e B={: (A37)

Expanding G(x) as,

(AX)HB = (a“x1 R amxn)*bl et (aux1 oot amxn)ﬂb (A.38)

n

Applying the gradient of the scalar function G(x) with respect to the vector X is found,

T fayo, +raib ||y
5G(x) . @ " oK, . 0%,
2 X =25X,, (AX)"B=2 : =2 : (A.39)
a* (a:nbl +'.‘+a:‘nbl)x: —i-hnx:x
5Xn axﬂ
where
h;=ajb, +--+ab, (A.40)

Using the result in Equation (A.19), replacing f with h, the gradient of the real scalar

function G(x) with respect to the vector X is

hl
VG(x) = 2i,,(AX)“B =1 t=A"B (A.41)
). "

n

Now, performing the gradient of G"(x) with respect to the vector X, doing B"A = FH, and
using the result in Equation (A.15), so, the gradient of the scalar function G"(x) with respect to

the vector X is,
VGH(x) = V((AX)"B) = VBAX = VF*X =F = A"B (A.42)

Now, applying the gradient to the case of R{G(x)} with respect to the vector X as,

"a_i'*-m{(a:zbl +"'+a:1b1)x:} %m{hlxw

R ORG_, 0 R{AX)"B}=2] : —2l (A.43)
X X o . s 8 ,,
‘a‘XTm{(ambl +"‘+amb1)’<n} ngiR{hnxn}
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Using the result in Equation (A.27), replacing f with h, so, the gradient of the scalar

function R{G(x)} with respect to the vector X is,
vir{ax)"Bl)={: |- a"B (A.44)

Now, performing the gradient of SR{GH(X)} with respect to the vector X, doing BYA = F}
and using the result in Equation (A.24), so, the gradient of the scalar function R{G"(x)} with

respect to the vector X is,
v(®{G" )= vi{(ax) )" [=VRBIAX)= VREF'X}-F= A"B  (a45)

Now, applying the gradient to the case of 3{G(x)} with respect to the vector X as,

0 . : .
o3(6(0} _, 0 as{(a‘]b‘+"'+a“b‘}>(l} 2 S
o~ : :
2= - 2 s{ax) =2 A =2 H(A49)
Eral CURESSI o I P R

Using the result in Equation (A.33), replacing f with h, so, the derivative of the scalar
function R {G(x)} with respect to the vector X is,
—ih,
v(s{ax)B})={ : l-_ia"s (A47)
~1ih

n

Now, performing the gradient of J {GH(X)} with respect to the vector X, doing B"A = F,
and using the result in Equation (A.32),s0, the gradient of the scalar function 3{G"(x)} with

respect to the vector X is,

V(56" )= vs{ax)"B)* J=VI[BUAX}= VI X)=iF-iA"B  (Ad4B)
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A4 Caselll

Assuming a scalar function G(x) in the form,

G(x)=(Cx)"DX (A.49)
where the matrix C and D are given by,
Cu Cin d, - d,
C=<¢: . ¢t btand D= . (A.50)
Cu Cin d, d,

The gradient of the Equation (A.49) can be performed using the product rule of the

derivative as,
VG(x) = V(CX)" DX = V(AX)" B+ VF"X (A.51)

where A and B in the first term of the right hand is equal to C and DX, respectively, and F*in
the second term of the right hand is equal to (CX)"D.

Thus, using the results in Equations (A.41) and (A.15), the gradient of G(x) with respect to

the vector X is given by,
v((CX)"DX)=24"B+0=2C"DX (A52)
Now, the gradient of the case for G"(x) is given by,
VG (x) = v((cx)H x)x)H =v(DX)"CX = V(AX)"B + VF"X (A.53)

where A and B in the first term of the right hand is equal to D and CX, respectively, and F in
the second term of the right hand is equal to (DX)"C.

Thus, the gradient of G"(x) with respect to X is equal to the gradient of G(x) but with C
and D inverted. So,

H _ 0 H H
VG (=2 (cx)*px)" =2

d
= (bX)"Ccx =2Dp*CX (A.54)
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Now, applying the gradiente to the case of R{G(x)}, using the product rule to the

derivative as,
V(®R{G()) = VR{CX)" DX }= VR {AX)*B}+ v {F X ) (A.55)

where A and B in the first term of the right hand is equal to C and DX, respectively, and F" in
the second term of the right hand is equal to (CX)"D.

Thus, using the results in Equations (A.44) and (A.24), the gradient of R{G(x)} with

respect to the vector X is given by,
V(R{G)})=C"DX + D*CX = (C*D + D¥C)X (A.56)

Now, applying the gradient to the case of R{G" )1, using the product rule to the

derivative as,
v(B{G* 0f)= vr{DX)" cx}= ver{ax)*B}+ vi{FX) (A.57)

where A and B in the first term of the right hand is equal to D and CX, respectively, and F* in

the second term of the right hand is equal to (DX)"C.

Thus, the gradient of R{G"(x)} with respect to X is equal to the gradient of R{G(x)} but
with C and D inverted. So,

v(®{G" (0})=D"CX + C"DX = (D"C + C*D)X (A.58)

Now, applying the gradient to the case of I{G(x)}, using the product rule to the gradient

V(S{6())) = vS{(CX)? DX}= v3{AX)*B}+ v3FiX] (A.59)

where A and B in the first term of the right hand is equal to C and DX, respectively, and F* in
the second term of the right hand is equal to (CX)"D.

Thus, using the results in Equations (A.47) and (A.32), the gradient of J{G(x)} with

respect to the vector X is given by,

v(3{G(x0)}) = -ic"DX +iD*CX =i(D*C-C*D)X (A.60)

210



Now, applying the gradient to the case of 3{G"(x)}, using the product rule to the gradient

V({6 ()= v3{DX)" cx|= vs{ax)* Bj+ VIFX] (A.61)

where A and B in the first term of the right hand is equal to D and CX, respectively, and F" in
the second term of the right hand is equal to (DX)"C.

Thus, the gradient of 3{G"(x)} with respect to X is equal to the gradient of I{G(x)} but
with C and D inverted. So,

v(s{6* ®))=-iD*CX +iC*DX =i(C*D - D*C)X (A.62)

A5 Summary

The results of the gradient are in Table A.1.

Table A.1: Summary of the gradient relations

Function Derivative
G(x) F
> G (%) F
= | R{G)} F
= | R{Gx)} F
S | I{GE) iF
3{G %)} -iF
G(x) A'B
2 G (x) A"B
E R{G(x)} A'B
L RG) A"B
5 | 3{GE)} -A"B
3{G"(x)} iA"B
y G(x) 2C°DX
£ GH(x) 2DCX
5 L RIGx)} | (CD+DOX
T | ®{G"x)} | MFC+CDX
& | S{GH)} i(DPC - C'D)X
34GH(x)} | i(C"D-DOX
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A.6 Other usual relations for complex numbers

Consider the two complex numbers,
A=ap +ia; and B=b, +ib, (A.63)
The relation,

AB"+A'B=(a, +ia, by +ib,) +(ag +ia,) (b, +1ib,)

) A.64
=2a,b, +2a,b, = 2R{AB"} (A.69
The relation,
AB’ - A'B=(ag +ia, by +ib,) —(a, +ia,) (by +ib,) (A.65)
=2ia,b, + 2iab, =2i3{AB’} '
A.7 Application to cost functions
In general, a cost function can be written proposed by Nelson and Elliott (1991) as,
F=Q"aQ+b,Q+Q"b, +¢ (A.66)

where ¢ is independent of Q, Q is a vector quantity, a is a matrix quantity, b; and b, are vector

quantities and c is a scalar quantity. Therefore, F is a scalar quantity.

The objective is to find Q that minimizes F. Taking the gradient of F with respect to Q

using the relations above,
VE=2a+b +b, (A.67)

The minimum is found equaling to zeros, so,
I (u
Q=—-2—a(b] +b,) (A.68)

That is the same result as used by Qiu et al. (1998).
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Appendix B

Matlab/Simulink programs

The real time implementation of the algorithms were performed in a dSPACE 1102 control
board using Matlab 4.2 and Simulink 1.0 from the Mathworks, Inc.

B.1 TFiltered-X LMS in the time domain

The implementation of the filtered-X LMS shown here was developed for the cylinder

application. The block diagrams of the filtered-X LMS in the time domain are shown in Figure

B.1, Figure B.2 and Figure B.3. In Figure B.l the main block of the Filtered-X LMS in time
domain is shown, where the gains “Gain A/D 17, “Gain A/D 27, and “Gain D/A 1 are observed.
The gains were introduced to make the signals compatible with thé input/output signals, since the
dSPACE 1102 control board divides the input signals by 10 and amplifies the output signal by
10.

4d DONVERTER

Lordrgt signed
Gun DIAZ

ok
i

i
filtered-X nl.MS

0510204

Figure B.1: Main block of the normalized Filtered-X LMS controller in the time domain.
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In Figure B.2 the expansion of the block named “Time-Domain Filtered-X LMS” from
Figure B.1 is shown, where it is noted the ““Gain Control” and the “Gain Loop” blocks, which
were Introduced to make possible to turn the controller on and off during the real time

implementations. In order to start the controller the gains “gct” and “glp” must be equal to 1.

N 7T I
Ol > (D)
*{n] i vir}
FaaContrel

[ELTY
Fraquer

Butfer
Last n pointst

3 — H
" 155-28:':)‘”;& L »| ;% L
L N

aomXMIT s

Gain me i

&

eln}
Figure B.2: Block of the normalized Filtered-X LMS algorithm.

In Figure B.3 the expansion of the block named “Secondary Estimated Path” is shown. The

“Gain E”, “Gain M”, and “Gain V” blocks, where introduced in order to choose the sensor that is

the error sensor. The blocks “Gain E”, “Gain M”, and “Gain V” represent the accelerometer,

microphone and the velocity sensor used as error sensors, respectively. The values of the gains

GA, GM and GV for each error sensor are given in Table B 1.

g
o

Gain M

- A= o Ducn)
O Bl sartE asarBuny

x{n]

Diserete State-Space

Gain

Figure B.3: Block diagram of the secondary path

Table B 1: Value of the gains to the secondary path block
Error sensor GA | GM | GV

Accelerometer 1 0 0
Microphone 0 1 0
Velocity sensor 0 0 1
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The on-line operation of the controller is possible due to the program Cockpit 1.0, where
the options to turn the control on and off were implemented and are shown in Figure B.4. The
step size p (“Mu — Controller”), and the buttons to turn the control on and off (“Control”), to turn

the loop on and off (“Loop™), and to chose the error sensor (“Accelerometer”, “Microphone™,

“Velocity sensor’) can be adjusted on-line.

] Accelerometer

I Microphons @

1 Velocity sensor ?9%

Ok

Figure B.4: Program “Cockpit™ to control the real time implementation.

B.2 TFiltered-X L.MS Estimator

The block diagram for the filtered-X LMS as an estimator was implemented in the time

domain, and the block diagrams are shown in Figure B.5 and Figure B.G6. The program

approximated the secondary source to a FIR (Finite Impulse Response).

ldentification module

Parameter
Estimated

Figure B.5: Main block diagram to the Filtered-X LMS as an estimator.
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LMS Estimator FIR

o—{a]} >
x[n] Buffer r__,{>__’ @
lastnpts |, i Lt veln]
N u) | Wn
* >{(2
O sum(X i Gain mu ' \b[#}
2

error{n]

Gain g1

Figure B.6: Expansion of the block named Estimator nLMS in Figure B.5.

The gains ““ Gain gl1” and “Gain g2” in Figure B.6 were introduced to make it possible to

start and stop the estimation of the secondary source.
B.3 Frequency domain controllers

The control methods implemented in the frequency domain must have the signals changed
from time domain to frequency domain using the Fast Fourier Transform (FFT), the methods
calculate the control signal and an Inverse Fast Fourier Transform (IFFT) block to transform the

signal to the time domain. These implementations are shown in Figure B.7, Figure B.8, and

Figure B.9.

OF— 5 —-»b—» FFF >DemuX 0.1
in_1 . -

Buffer FFT Complex
Gain R->C Demux

Figure B.7: Blocks to implement the FFT, expansion of the block “Time->Freq”.

5?1 , MUX——»@F@-—»{ n >->‘ E_ H
- e ] ’._”@ 1 l omplex Mux éFFTR Gain1  Unbuffer U1
->

Flip1

Spht_l%—- Join1

Gain th group

Figure B.8: Blocks to implement the IFFT, expansion of the block “Feq->Time”.
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The block “group” in Figure B.9 must be implemented for each data length, i.e., this block
implements the data mirroring that is necessary to the IFFT. So, its construction will depend on

the number of the buffer length used, in Figure B.9 the data mirror was implemented for N = 16.

out_1

& ]
=

Y

em

4
=
=
€
X

Demuxt Gain

Figure B.9: Expansion of the block “group”

B.3.1 Filtered-X LMS in the frequency domain

The implementation of the filtered-X LMS in the frequency domain is shown in Figure

B.10, Figure B.11, Figure B.12, and Figure B.13.

A/D CONVETER D/A CONVERTER
Frequency-domain ' T
Reference Gain A/D 1‘% Ei te,edyx LMS‘ Gain DIA Control signal
ADC = DAC
Error Sensor Unit Gain AID 2 Unit

Frequency-domain
Filtered-X LMS Controller

DS1102AD DS1102DA

Figure B.10: Block diagram of the Filtered-X LMS in the frequency domain controller.
The gains “Gain A/D 17, “Gain A/D 27, and “Gain D/A 1” in Figure B.10 were introduced

to make the signals compatible with the real signals, since the dSPACE 1102 control board

divides the input signals by 10 and amplifies the output signal by 10.
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itered-X LMS Gain Control @S]
Zs -EZ]
2> Frequency-domain Wiwl
- g2 hd
] fme rea Filtered-X LMS Algorithm

Figure B.11: Expansion of the block “Frequency-domain Filtered-X LMS Controller”.

In Figure B.11, the block “Zs” is the estimated secondary path, which can be implemented
using the identified path directly. The blocks “Time->Freq” and “Freq->Time” were introduced
to implement the transform of the signals to the frequency domain and to the time domain,
respectively. The block “Gain Control” was introduced to turn the control on and off in the real

time applications using the Cockpit 1.0 program.

KX X
g =1 %Aorlrgplleé Qsfw]
. ULpIY:
Zslozz}:[w Conjugate izati Comple: h’ 3 J@ > 1z ) > 2
GoeX| Complex Sumf1 - Unit Delay Wiw]
Normaiization  MUIPY | Muitiplys G2 mu Gain Loop
3}

Figure B.12: Expansion of the block “Frequency-domain Filtered-X LMS Algorithm”.

In Figure B.12 the block “Gain Loop™ was introduce to make it possible to control in real
time the adaptation of the algorithm. In Figure B.12 and Figure B.13 the implementation of the

normalization can be seen, and it is notorious that the normalization implies in an increase in the

computational efforts.

1e-7*ones(n/2,1)
- Constant
nt S S )
Compiex Split Reciprocal Join out_1
in_2 Muitiply
Gain

Figure B.13: Expansion of the block “normalization” to LMS.
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B.3.2 ASIC using P-U approach

The implementation of the ASIC-PU controller is shown in Figure B.14, Figure B.15,

Figure B.16, and Figure B.17. It is observed that the implementation is close to the filtered-X
LMS in the frequency domain.

A/D CONVETER

D/A CONVERTER
9 > l 5]
0.1 S
Reference Gain A/D 1“1\ R Active Sound i - Control signal
[E}*“—* 71(7/ » Intensity Control Gain D/A
P e ADC L ASIC-PU DAC
ressu Unit Gain A/D 2 \1\\ i
»10 > Unit
Velocity l/
Gain AID 3 ASIC-FU Controller
DS1102AD DS1102DA
Figure B.14: Block diagram of the ASIC-PU controller.
Qpit]
L. By
s o Active Sound | Freq > Time [—gct ﬂ
X lntex;ssu%_%ontrol Control Gain
¥s
Pl ASIC-PU Algorithm
3 » Time -> Freg

Wiw]

Figure B.15: Expansion of the block “ASIC-PU Controller”.

In Figure B.15 the blocks “Zs” and ““Y's” are the secondary estimated path for pressure and
particle velocity, respectively.

(- i
Qp[w] e Qs[w]
B, f oy =
ZsGplw]
U +~ ]
B— e s 3]
— : g2~ gt
YsQp[w] T Gain mu Gain Loop (W]
Piw]
"> Normalization

Normalization - ASIC-PU

Figure B.16: Expansion of the block “ASIC-PU Algorithm”.

219



1e-7*ones(nv2,1)

Complex Split >0 > ;E’ H
(YsQp)* Multiply Gain Join out_1

Figure B.17: Expansion of the block “normalization — ASIC-PU”".

B.3.3 ASIC using the P-P approach

The implementation of the ASIC-PP controller is shown in Figure B.18, Figure B.19,

Figure B.20, and Figure B.21. It is observed that the implementation is nearly equal to the other
control methods, filtered-X LMS and the ASIC-PU.

A/D CONVERTER

D/A CONVERTER
53— |ofo- .
Reference Gain AID 1 Active Sound .
3 i/nK/ intensity Confroi Gain D/A Control signal
Sensor 1 ADC - ASIC-PP bAC
s Unit Gain A/D 2 [1\ ¢
S i) Unit
Sensor 2 Ga}; AD 3

ASIC-PP Controller

DS1102AD

DS1102DA

Figure B.18: Block diagram of the ASIC-PP controller.

Time -> Freq }

Qi Yime to Freq L
@———-—L—» o>
Zs1 >

s L Active Sound Freq to Time - Qsfi]
¢ - : 3 x > Intensité Control 9 Control Gain
2] r.-..» ASIC-PP 7[2]
Time -> Freq > - Wiw]
P1t] ASIC-PP Algorithm

P2[]

Figure B.19: Expansion of the block “ASIC-PP Controller”.

In Figure B.19 the blocks “Zs1” and “Zs2” are the secondary estimated path for the first

and second error sensors, respectively.
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K,

Qplw] Qsfw]
ZS1Xw]
NE ) 3 > gD :
Zs2Qp(w} Gain mu Gain Loop Whw

Normalization ASIC-PP

| Figure B.20: Expansion of the block “ASIC-PP Algorithm”.

Complex Spiit
Multiply

1e-7*ones(n2,1
Constant

Sum  Reciprocal Join out_1

Figure B.21: Expansion of the block “normalization — ASIC-PP™.

B.3.4 Stating the real time implementation

Before starting the real time applications it is necessary to set some variables as presented
in Figure B.22 for the ASIC-PP. The structures are the same for other control methods and,

therefore, they will not shown here.
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Block nare:  ASIC-PP Controller
Blacktype: ASIC-PP Controtier {(Mask]

Active Sound Intensity Controf - ASIC-PP
La&zaro Valentim Donadon -
DMOFEMUNICAMP
Buffer fength :

L |
Step-size :

L |
Sample Time :

s |
Control Gain:

Secondary Path:
(012 i

Figure B.22: Initial data from the ASIC-PP.

In Figure B.22 “Hs” is the secondary path estimated in the frequency domain, the algorithm

splits automatically the Hs to form Zs, and Zs,. The same procedure was developed for the other

control methods.

Figure B.23: Graphic interface developed in Cockpit 1.0 to drive the controllers in real time.

In Figure B.23 the graphic interface developed to drive the controlier in real time is shown,
the “Control” and the “Loop” are used to turn the controller and the loop on and off, respectively.

The “Mu-Controller” is used to adjust on-line the step-size of the controller (the parameter 1),

B.3.5 Program to load the dSPACE 1102 control board

The program below illustrates how to choose correctly the implementation for the

frequency domain controllers. The secondary paths were acquired with a sample frequency of
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2048 Hz in the range of 0 to 512 Hz. The real time implementations were only possible for a
sample time of 1.5 ms and N = 16 (buffer size). Therefore, the Nyquist frequency was 666.66 Hz,
observed without leakage in 41.66, 83.33, 125, 166.66, 208.33 and 250 Hz. But the controllers
were implemented for 41.66, 83.33, and 125 Hz, and the other frequencies were equal to zero.
This procedure is done using the program below. The program extracts a vector of size equal to
16 for frequencies multiples of 41.66 Hz from the secondary path and makes the values different
of 41.66, 83.33 and 125 Hz equal to zero.

2535555225555 5555555505505 %0558 55%%5%555%55%%5%%
%

% Program to load the dSPACE 1102 control board

% with the data used in the control application

%

25955995355 5552585555055 5%%% 85555555555 55%5%5%5%%%5%5%%%5%%%

% this path must be change to each control method
load DutoP % secondary path

Initial set up to the control application

%
ts=1.5e-3; % sample time
N=16; % buffer length

Adjusting the FRFS to match with the sample time

df=1/ (N*ts); % sample frequency
fn=[0:df: (N/2-1)*df]; % possible frequencies to be controlled
fecon=fn(2:4) ; % controlled frequencies
% matching the frequencies to the FRFs
for k=1:length (fcon)
indS (k)=find (fn==fcon(k));
end
% Interpoling the values
Hn=interpl (£, Zs,fn, 'cubic');
% Creating the secondary path to the controller
Hs=zeros (N/2,size(Zs,4));
Hs (indS, :)=Hn (indS, :};
% == ==END Es=sssmsssEEns == =

B.4 Matlab Controllers

The programs to implement theoretically the controllers are listed below.
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(Hp,Hs,X,mu,nint,Opt)

function [Y,W]=LMS FD
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nint
size (Hp, 2);

1
Hp.*repmat (X,size (Hp))+Hs.*repmat (Y, 1,size (ds,2))

Error sensor responses

Filter response

W.*X

zeros(size (Hp,1),1)

disp('actuators and sensors INCORRECT')

elseif size(Hp,1l)~=size (Hs,1)
disp('sample frequency incorrect')

n
%
Y
%

E

if size(Hp,2)~=size (Hs,2)
end

W

for 3



r

™
o

7

-> Active Intensity using P-U approach

(conj (Hs.*repmat (X,size(Hs))) ./ (abs(Hs.*repmat (X,size(Hs)))."2)) .*E
[Y,Wl=Asic PU(Zp,Zs,¥Yp,¥s,X,mu,nint, f)

ajuste dos pesos

Estimate of the gradien

W-mu.*sum {(grad, 2)

grad
W=

)

function
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length (X)
W = zeros{(n,1l);
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nint
filter response

Y=W.*X
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Error sensor responses
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oe

Adaptiwve egquation

4
o0 o o o°

% E2 (HslX)* - El1 (HslX)~* %
% W(n+l) = W(n) - mu i -————-———=———mm— %
%% Im{HclX (HczX)*} %
2.9 o
© T ©
%% Error : El1 = Hpl X + Hcl ¥ =~ sensor 1 %
%% E2 = Hp2 X + Hec2 ¥ -~ sensor 2 %
28 o
(S O
9902000020282 2299220009002022099929999002922053000000000000000
OOQOOOOOODOOOOOOOCOOOOOOOGOOOOCOOQCOODDOOOODOOOOOOOOOOOOOOOOC
s [
[CIe <
%% Author Lazaro Valentim Donadon - 03/06/2000 %
29 %
e} <
0000000000000 C808000000002080228288808000008022220202929852008082
BB 6B 0 6 BT B C OO0 OB 00C COCOTOC0CG600C006060000600060 06
W = zeros(size (Hp,1),1);

for j=l:nint

% Control law
Y=W.*X;

% sensor response
El=Hp(:,1) .*X+Hs (:,1).7%Y;
E2=Hp(:,2) . *X+Hs (:,2) . *Y;
% estimate gradient
num=sqgrt (—=1) * (conj (Hs (:, 1) .*X) . *E2~-conj (Hs (:,2) .*X) . *EL};
den=imag(Hs (:,1) .*X.*conj (Hs(:,2) .*X) )
grad=num./ (2*den);
% adaptive equation
W=W-mu.*grad;
end

o0
|

B.5 Implementation to the spectral element method to acoustic cases

function [Z,Y]=SEM Duct 2D(Conect,Coord,x0,CondCon, S, K)

% SEM Duct_2D.m - FUNCAO para céalculo das FRFs tedricas de um elemento de
Duto

oe

oo

[Z,Y]=SBM_Duct_2D(Conect,Coord,xO,CondCon,S,K)
FRFs para uma rede de dutos em ZD

o° d@ o

W o N
]

- Impedancia [Pa/velocidade de Volume]

Mobilidade [Velocidade de Volume/ velocidade de Volume]
area do duto

- numero de onda

%0 - no' da excitacao

Conect - Matriz de conectividade [no' elem i elem j]

Coord - Matriz das coordenadas dos elementos [elem comprimento angulo]
CondCon - Matriz das condicoes de contorno [no' CC]

1 -> posicao da fonte

2 => duto aberto

3 -> duto infinito

N d0 o0 OO oC o o° o° o
|

e
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if nargin==
help SEM_ Duct 2D
break

end

[n ml=size(K) ;

if n<m
K=K.";
end
% Acoustic Datas
im = sgrt(-1); % imaginary number
rho = 1.21; % air density [kg/m3]
c = 343; % sound speed [m/s]
g Frequency Range
f = c*KR/(2*pi);
W = 2%pi*f; % angular frequency [rad/s]
Np = length(f); % nuimero de pontos na freqgliéncia

o

Ne = size(Conect,1):; numerc de elementos
Nn = max (max (Conect)); numero de nés
f length(S)== ; S=S*ones (1,Ne) ;end

o

localizando condicdes de contorno

(x0)=17
posicdo de abertura Locin = 2
indA=CondCon (£ind(CondCon (:,2)==2)); % duto aberto
% posicéo de abertura Locin = 3
indI=CondCon (find(CondCon(:,2)==3)); % duto infinito
% Impedéncias Localizadas

% duto aberto
for n=1:Ne
a=sqgrt(S(n)/pi); % rédio equivalente
Zm(:,n)=rho*c*S(n)* ((1/4)* (K*a) . ~2+im*0.6*K*a) ;
end
% duto infinito
Zinf=(rho*c) ;

o e

% = = mmmmmss g =

% Matriz Global e Fun¢des de Transferéncias em Impedéncia

fo A— . P

for i=1:Np
GlobMatr = zeros(Nn,Nn);
for n=1:Ne
% calculando a matriz elementar (L, S, K, rho, c)
Elem = Elem_Duct(Coord(n,Z),S(n),K(i),rho,c);
% fazendo a transformacio de coordenadas
ElemT = Transform‘ZD(Elem,Coord(n,3));

% montando a matriz global
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7

Presséao

egiiéncia em

r

:3))
+ Elem

:3))

})y=GlobMatr (indA (j),indA(3))+(S(3)"2/2m(i));

funcdo de resposta em fr

3),Conect (n,2

)
°

3),Conect (n,2

Ia

length (indA)

GlobMatr (indA(j), indA(

length{indI)
GlobMatr (indI(j),indI (3))=GlobMatr (indI (3),indI(3))+S(3)/Zinf

1

GlobMatr\Q
y=HP1l.';

GlobMatr (Conect(n, 2

GlobMatr (Conect (n,2
for 3
end
for J=1
end

adicionando elemento infinito

adicionando aberturas
if ~isempty (indI)

if ~isempty (indA)
invertendo a matriz

end
end
end
HP1
Z (i,
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help Elem_Duct
break

1f nargin==0

end

|
!

o@ o0 oo

ario

numero imagin

%

constants

im=sgrt(~1);

o0 o0 o

1/2

-

(1/2)
230

matriz elemnta

%

14

Elementar Matrix
KDm KD]

7

I3

S/ (c*rho)
l-exp (im*2*K*L) ;
gain./delta.* (l+exp (im*2*K*L) )
KDm = gain./delta.* (-2*exp (im*K*L)) ;

K _Elem=-[KD KDm

gain
delta
KD




Appendix C

Modal parameter identification and extraction from FRFs

In order to implement the controllers successfully, the secondary path must be identified,
this identification can be performed “on-line” or “off-line”. The “on-line” system identification
consists of implementing simultaneously the controller and the estimator, Kuo and Morgan
(1996). The off-line system identification consists of identifying firstly the secondary path and

then implementing the controlier with the identification performed.

The syste”in identification can be applied by recursive methods, such as Least Mean Square
~LMS, Recursive Least Squares — RLS, and others, or by non-recursive methods such as
Eigensystem Realization Algorithm — ERA, Least Squares Complex Experimental — LSCE, and

others.
The advantages and disadvantages of each method can be summarized as:

The non-recursive identification methods, normally implemented off-line, use commonly a
narrow band white noise in the frequency band of the primary source. These kinds of methods are
robust and work well in the chosen frequency band. However, if there are variations in the
acoustic path, as impedance alterations, changes in the position of the secondary source and the
error sensors, the system identification should be performed again. On the other hand, it is
important to remember that the adaptive algorithms can adapt to small changes; so, the user

should judge on the necessity of identifying again the secondary path.
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The recursive methods, which can be implemented on-line or off-line, are less robust than
the non-recursive methods and the computational cost is high because the identification is
performed continuously. On the other hand, they are able to adapt to possible variation in the

secondary paths.

The main problems with the on-line system identification are the possible competition
between the controller and the estimator. The estimator implemented should be faster than the
controller. The computational cost is high because there are two adaptive algorithms working at
the same time, and the difficulty caused by identifying a MISO system (Multiples Inputs and
Single output) system.

The system identification methods are shown shortly, and one can obtain more information
in the references given. In the first, part the LMS estimator is reviewed, Haykin (1996) and Kuo
and Morgan (1996). In the second part, the method ERA, Juang and Pappa (1985) and Juang
(1994), is reviewed. In the third part, the method ORTPOLY, Arruda et al. (1996) is reviewed.

C.1 Least Mean Square as Parameter Estimator

The first step when performing system identification is the choice of the model by which
the unknown path is approximated, several models can be found in Ljung (1987). Here, the LMS
as an estimator is shown in Figure C.I, where the “unknown path” is modeled by a Finite
Impulse Response (FIR). The objective of the algorithm is to find out S(z) in order to drive to
zero de difference between the response from the unknown path an the response from the

estimated path.

Observing Figure C.1, it can be seen that the error e(n) is given by,

e(n)=y(n)-y'(n)

N (C.1)
=y(m)-w (n)x(n)

where s(n) is the impulse response of S(z) at time n, and w(n) and x(n) are given by,
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xm)=[x@m) x@-1) .. x(n-L+1]

¥ (C.2)
wn) =[w,(m) w,@ ... w0

where L is the order of the filter w(n).

Response from the

Input signal unknown path

Unk
X(n)——> np;\tc;wn y(n) | Comparison between

; the real and
+ Y__estimated response

(\?——‘e’n)-———b
‘ B |
> W(z) y'(n) |
Response from the
FIR approxmation estimated model
- LMS P
algorithm

Figure C.1: Block diagram of the Least Mean Square algorithm as an estimator.
The adaptive law is developed using a self-orthogonalizing adaptive filtering algorithm as
Haykin (1996) and Cowan (1987),
w(n+1)=w(n)-pR 'VI(n) (C3)

where n is the iteration time, p is the step size defined between 0 and 1, R is the inverse of a

correlation matrix R, and VJ(n) is the gradient of the cost function at iteration n.

The cost function J(n) is defined as the instantaneous squared error, Widrow (1985),

J(n)=e*(n) (C.4)

Taking the gradient of the cost function with respect to W(n),
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de(n)
ow o (n)
Vin) = 26(11)—5\-;\/0—(%1% = 2e(n) 5 ( ) =-2e(n)X(n) (C.5)
e(n

ow_(n)

The correlation matrix R can be found as in Widrow (1985), substituting (C.1) in (C.5),
—2{y(m) - x" (@) w(w) () = ~2y(n)x() + X" (n)w(n)x(n) (C6)
When applying the expected value, W(n) is replaced by Wopt, SO,
VI = -2E[y(m)x(n)]+ W,, E[X" (n)x(n)] (C.7)
where E[y(n)x(n)] = P and E[x " (n)x(n)] = R when the method converge at n — «, so

Vi=-2P+W,_R (C.8)

Now, substituting the correlation matrix R and the gradient in the adaptive law, is found the

LMS as an estimator,

w(n+1)= w(n)-—-———p-——-7x(n)e(n) (C.9)

a+|x(n)|

where o is a small constant to avoid division by zero.
C.2 Eigensystem Realization Algorithm

The Eigensystem Realization Algorithm, ERA, consists of taking the time response of the
system and extracting a state space model of minimal order. As the system identification is
performed measuring the FRFs in the frequency domain, it is necessary transform the measured

FRFs to the time domain first.

Considering a linear, discrete and time invariant system in the state space form as,

x(k+1)= Ax(k)+ Bu(k)

y(k) = Cx(k) (©10)

where A, B and C are the state space matrixes and x are the state variables at instant k.
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The block controllability matrix Q(k) of the system defined in Equation (C.10) is given by,
Qk)=[B AB A’B - A*'B] (C.11)

The final state x(k) of the system defined in Equation (C.10) can be written using the

controllability matrix as,
x(K) = A*x(0) + Q®fuk =1 u(k-2) uk-3) - u@] (C.12)
The observability matrix P(k) of the system defined in Equation (C.10) is given by,
Pk)=[C CA CA? .. CAM (C.13)

The final response to the system defined in Equation (C.10) can be written using the

observability matrix as,
y(k) = P(k)x(0) (C.14)

The impulse response of the system in Equation (C.10) using the Markov parameters is

given by,
i=12,---,m
in (k):' CjAk—lbi .} = 1929'”:p (C.IS)
k=12,

where m is the number of inputs, p is the number of outputs, c; is the row vector of the jth output,

and b; it the column vector of the i input.
The problem of the minimal eigensystem realization is stated as:” Given a set of functions
yji(k), obtain a set of constant matrixes (A,B, and C) in terms of yj(k) so that the identity in

Equation (C.15) is true and the rank of A is minimum.

The response matrix Y(k) can be expressed as,
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YH(k) YIZ(k) Ym(k)

Y(i)= YZI:(k) Y22:(k) an;(k) (C.16)
700 vall) v, (6)
The Block Hankel matrix, H(k), is given by,
Y(k) Y(k+1) - Y(k+s-1)
H(k 1) = Y(k.+ 1) Y(k.+ 2) 5 Y(k'+ s) €17
Y(k—k.r—l) Y(k.+ r) Y(k+s.+r~2)
which can be rewritten as,

H(k -1)=P()A*Q(s) (C.18)

Factoring the Hankel matrix, Equation (C.17), using Singular Value Decomposition (SVD)

as,

H(0)=R =Sk (C.19)

where Ry and Sy are orthonormal and Zy is a diagonal matrix with,
Xy :diag[dl d, - d, d o dy] (C.20)
where

d, 2d,>->d_>d

> ..
n n+l =

>d, (C21)

where n is the number of states in Equation (C.10).

Once determined the number n of states different from zero, Ry, Zx, and Sy are truncated to

form,

R, =R (l:n,l:n)
L, =2.(:nl:n) (C.22)
S, =S.(:n,1:n)

Thus, the realization of low order with dimension n is reconstructed as,
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A=TARTH(B,Z
B=3S'E, (C23)
C=E,R,z.”

where E_ =[I,, 0] and E, = [Ip 0], with I, and I, the identify matrix of rank m and p,

respectively.
C.3 Orthogonal Chebycheff Polynomials method

The method proposed here was explained by Arruda et al. (1996) and is based upon na
unpublished manuscript by Vold (1990).

Among the available modal parameter extraction methods, the Orthogonal Chebycheff
Polynomials method, ORTPOLY, seems to be the most appropriate in our case, as it is a
frequency domain method which does not require equally-spaced frequency lines. Therefore, the

user may choose the number and value of the frequencies where the response is measured, thus

reducing the computational effort.

Assuming that the experimental FRF matrix H(w), are measured for m inputs and p outputs,
the dimension of the matrix H(w) is (pxm). The modal parameter extraction method starts with

the assumption that the FRF, matrix H(®), can be expressed as a ratio of the matrix polynomials,

iak(bk(io‘))

Hlo)=4*2—— (C.24)

PILRAL)

where ¢ is the kP Chebycheff polynomial, ay is the k™ polynomial matrix coefficient (of same
dimension as U) and by is the k™ denominator polynomial matrix coefficient, which is a scalar for
single excitation and a matrix (mxm) in the case of multiple excitation. Without loss of

generality, making bs = I and rearranging Equation (C.24) as,



$—

H(o)"¢;b" — Z(bklak =—¢.H(o)" (C.25)

0

P
it

Arranging Equation (C.25) in matrix form for a varying w, yields an overdetermined linear
system of equations, which can be solved for a, and by in a least-square sense. It is important to
mention that the frequency w should be normalized in order to improve the condition of the least-

squares problems, Kelly (1967).

After the polynomial fit has been performed, Vold (1990) proposed to form a companion
matrix problem in the orthogonal polynomial basis. The modified companion matrix can be
formed by combining the characteristic equation, which in the case of multiple references is

given by,
o butio) )= ) ©26

The formula to generate the orthogonal Chebycheff polynomials is defined as,

¢, (i0) = 2ied,_, (iw)- o, , (o) (C27)

Solving the combined eigenproblem formed in the usual way, a companion matrix is
formed, and the eigenvalues s, r=1, ..., sm are obtained Vold (1990). The first m elements of the

eigenvectors of the associated problem, V,, are the so-called modal participation vectors L, of the

T H
L. J—wi(. L, ] (C28)
®-s, io—s,

where Nm = sm is the number of modes and Wy, are the mode shapes.

partial expression of H(w), given by,

Nm
= Zwr( ‘
r=1 1

Once the modal participation vectors and the eigenvalues are known, computing the mode
shapes is straightforward. Equation (C.28) can be rearranged for each element of matrix H
(corresponding to each degree of freedom) varying with frequency arranged in vector form to

yield,

H, =y, BT (C.29)
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where

LS,
LS,

B=| .| ; L=, L, - L] (C.30)
Ls,

S, = diagl(io, -, (o, -s,)" - (10, ~syn) "] (C.31)

where @; is the i™ frequency line, ns is the number of frequency lines and wq is a vector with
components corresponding to the 0" degree of freedom of all the identified mode shapes. Solving
the linear system of equations in Equation (C.29) for each element of matrix H(w) yields the

mode shapes.

The final result of this procedure is to extract from the FRFs in matrix H(w) the

eigenfrequencies, o, = }sr

,r=1,---,sm and the eigenmodes v, ,r=1,--,sm. Repeated

eigenvalues with multiplicity up to m may be identified.
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Appendix D

Least Mean Square Algorithm

In this appendix the Least Mean Square adaptive filtering algorithm (LMS) is shown
briefly. More detail can be found in Widrow and Sterns (1985), Nelson and Elliott (1992), Kuo
and Morgan (1996), and Hansen and Snyder (1997).

The LMS algorithm is an important member of the family of stochastic gradient algorithms.

The term stochastic gradient is intended to distinguish the LMS from the method of steepest

descent that uses a deterministic gradient in a recursive computation of the Wiener filter for

stochastic inputs. (Haykin, 1996)

A significant feature of the LMS algorithm is its simplicity. Moreover, it does not require
measurements of the pertinent correlation functions, nor does it require matrix inversion. Indeed,
it is the simplicity of the LMS algorithm that has made it the standard against which other
adaptive filtering algorithms are benchmarked. (Haykin, 1996).

D.1 Introduction to the adaptive filtering theory
The LMS linear adaptive filtering algorithm consists of two basic processes:
1. A filtering process, which involves the computation of the output of a transversal

filter produced by a set of tap inputs, and the generation of an estimation error by

comparing this output to a desired response.
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2. An adaptive process, which involves the automatic adjustment of the tap weights

of the filter in accordance with the estimation error.

Details of the transversal filter, which is an example of FIR (Finite Impulse Response),
used in the filtering process is shown in Figure D.1. The tap-inputs or reference signal, x(n), and

the tap-weights, w(n), are defined as,

x(m)=[x(m) x@-1) ... x(n-L+1]

. ®.1H)
w(n) = [Wo(n) w,(n) ... w_, (n)]
where the response of the filter is given by,
y(m) = w' (n)x(n) D2)

=x" (n)w(n)

__>_(£n) - x(n-1) - - x(n-L+1)
N\ /Wol) w, () W)
:@ o =\\Z/ y(n) >

Figure D.1: Detailed structure of the transversal filter

The adaptive process is accomplish by comparing the output of the transversal filter, y(n),
with the desired response, d(n), to obtain the estimated error signal, e(n). Details of this process

can be seen in Figure D.2. Thus,

e(n) = d(m) - y(n) =d(n) - w' (n)x(n) = d(n) - x" (n)w(n) (D.3)
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d(n) |

L S |
| Digital |
XM= iter YO~ Tre(r)—

|

|

1 Adaptive

algorithm

Figure D.2: Block diagram of the adaptive transversal filter
D.2 Mean-Square Error

The adaptive process is oriented toward minimizing the mean-square value, or the average
power of the error signal. Defining the Mean-Square Error, £, as the expected value over the

samples of the instantaneous squared error,

& = Ele*(n)] (D.4)

where E[] represents the expected value.

Substituting (C.1) in (D.4),

£ = E[(d(n) ~w(m)x(n)) J

(D.5)
= E[d*(n) - d(n)(w" @x(m))+ (w™ (@)x(m) (W (n)x(n))

Assuming that e(n), d(n) and x(n) are statistically stationary, the MSE can be more

conveniently expressed as,
& =E[d*(m)]- 2P "w(n) + wT (n)Rw(n) (D.6)

where P is a column vector of the cross correlation between the desired response and the tap-

input vector defined as,

P = E[d(n)x(n)]

D.7
=1, (0) 1, ) - r, @C-DJ B

with
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r, (k) = E[d(n)x(n - k)] (D.8)
and R is designed as the input correlation matrix and is given by,

R = E[x(n)x" (n)]

1, (0) . o @-D
T (D (0 o (L-2) D.9)
rxx (L - 1) rxx (L - 2) Tt rxx (0)
with
1, (k) = E[x(n)x(n - k)] (D.10)

Note that the expected value of any sum is the sum of expected values, but the expected
value of a product is the product of expected values only when the variables are statistically

independent.

The correlation matrix R has the following properties:

1. The correlation is symmetric;
2. The correlation matrix is nonnegative definite;

3. The eigenvalues are all real and nonnegative;

The correlation matrix R can be decomposed in,
R =QAQ™" =QAQ" (D.11)
where Q are the eigenvector matrix and A is the diagonal eigenvalue matrix of R.
It is clear from (D.6) that the mean-square error is precisely a quadratic function of the

components of the weight vector w(n) when the input components and desired response input are

stationary stochastic variables.

It is important to note that the MSE is a quadratic function in terms of w(n) because the

weights appear only to the first and second degrees. Besides, for each value of the filter
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coefficient vector w(n), there is a corresponding (scalar) value of MSE. Therefore, the MSE
values associated with w(n) form an (L+1)-dimensional space (a hyperparaboloid), which is
commonly called MSE surface, or the performance surface. This surface must be concave
upward; otherwise, there would be weight settings that would result in a negative MSE, an
impossible result with real, physical signals. For L = 2, this corresponds to an error surface in a

three-dimensional space, Figure D.3, where the generic 3-D error surface for the case L = 2 is

. 0 0 - . . . ..
shown, with Wope = [WO W, ] 1s the optimal coefficient vector and Emin 1S the minimum mean-

square error.

/ w°
W,

Figure D.3: Portion of a two-dimensional quadratic performance surface

One of the most important properties of the MSE surface is that it has only one global
minimum point. At that minimum point, the tangents to the surface must be zero. Minimizing the

MSE is the objective of many currently used adaptive methods such as the LMS algorithm.

The optimal solution to the coefficient filter w that minimizes the MSE cost function is

found taking the gradient of (D.6) and equaling the result to zero. The gradient of the MSE is

given by,
( 8§
ow,,
. o0&
VE = 5‘\3&1) = a":vl =-2P +Rw(n)+ R w(n) (D.12)
o
OW Ly ]

244



As the input correlation R is symmetric, and nonsingular, the optimal weight vector Wop,

sometimes called the Wiener weight vector, is given by,
% ; ]
VE = Fenke 2P +2Rw(n)=0=>w_, =R"P (D.13)

This equation is an expression of the Wiener-Hopf equation in matrix form. The minimum
mean-square error associated with the optimal solution is now obtained substituting Wop: from

(D.13) in (D.6),

£ =Eld*@)]-2pP"R"P+[R'P) RRP)
=E[a’(@)]-2p"R"P+ (R 'P) RR P

= Eld*()]- 2P"RP+PTRP (D.14)
E[d*(@)]- P"RP

E[d>(m)]-PTw,,

il

il

The MSE can be expressed using the minimum MSE combining (D.14) and (D.13) in
(D.6), resulting in,

&) = &y + PTw o = 2P w(n) + W' (m)Rw(n)

=& ~PT(2wm) - w,, )+ w ()Rw(n)

Substituting PT =w_. R,

Em)=E., —wh Rwm) -w,, )+ wT (m)Rw(n)
optRW ot T w ' (n)Rw(n) (D.16)
=& + (W - w,, JRwm) - w,,)

=& - ZWOPIRW(II) + W

resulting in,

Em)=¢&_, +v' (n)Rv(n) (D.17)

where,
v(n) =w(n)-w,, (D.18)
The weight misalignment vector v(n) is the deviation of the weight vector from the Wiener

optimal solution weight vector. Since R is positive semidefinite, the quadratic form on the right
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side of (D.17) indicates that any departure of the weight vector w(n) from the optimum Wey
would increase the error above its minimum value, or in other words, cause an excess mean-

square €1Tor.

D.3 Method of Steepest Descent

The adaptation process consists of finding the minimum point of the cost function, which
can be performed using simple search methods such as the steepest-descent method. The
steepest-descent method is an iterative technique that is ideally suited to derive an adaptive
algorithm since the related error surface is guaranteed to be quadratic with respect to the filter

weights.

The steepest-descent method reaches the minimum by following the direction in which the
performance surface has the greatest rate of decrease, i.e., an algorithm whose path follows the
negative gradient of the performance surface. The concept of steepest descent can be

implemented in the following algorithm,

wn+1) = w(n)--;ivg (D.19)

where  is a convergence factor (or step size) that controls stability and the rate of descent to the
bottom of the cost function; the larger the value of , faster the speed of descent. The VE denotes
the gradient of the error function with respect to w(n) and the negative sign increments the

adaptive weight vector in the negative gradient direction.

Substituting the gradient, Equation (C.5), in the steepest-descent method to form the
adaptive search method,
— u T
w(n+1) = w(n) — 5(- 2P" +2Rw(n))

= (1= uR )w(n) - pP"

However, the above equation is difficult to be implemented in practical applications,

(D.20)

because it is necessary to compute the input correlation matrix R and the input cross-correlation

P.
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D.4 LMS algorithm

The LMS algorithm consists of using the instantaneous squared error to estimate the mean-

Square e1ror,
£=E[e’ (@)= Em) =e’(m) (D.21)

where E(n) is the estimate of the & at time n.

Thus, the gradient can be performed using the estimate of the MSE, in this case, the

gradient is said to be the gradient estimate. Using this approach, the gradient estimate is given by,

Em) _ e’ (n) _ 2e(n) e(n) _ —2e(n)x(n) (D.22)

V) = )~ awa) ow(n)

Therefore, the adaptive method is performed substituting the estimate gradient in the

steepest-descent method as,

w(n+1) =w(n)+ux(n)e(n) (D.23)

The above equation is the well-known LMS algorithm or stochastic gradient algorithm.
It is interesting to note that the estimate gradient is unbiased, which can be proved taking
the expected value of both sides of (D.22),
E[VE(n)|= —2E[x(n)e(n)] (D.24)

Substituting the error, Equation (C.1), and assuming that x(n) e w(n) are statistically

independent,
E[VE(n)]= ~2E[x(n)d(n)]- 2E[x(n)x” (m) [E[w(n)] (D.25)
Substituting the input correlation matrixes P and R,
E[VE(n)|= —2P - 2RE[w(n)] = 2P - 2Rw ,, = V& (D.26)

proving that the gradient estimate is unbiased.
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D.4.1 Performance analysis

The convergence analysis can be performed taking the expected value of (D.23),
E[w(n + )] = E[w(n)]+ E[ux(n)e(n)] (D.27)
Substituting (C.1) in the above equation,
E[w(n +1)]= E[w(n)]+ n(E[x(n)d(n)]+ E[x(n)x" (m)w(n))) (D.28)
Assuming that x(n) and w(n) are statistically independent, and substituting the input
correlation matrixes P and R,

E[w(n+D]= E[w(n)]+ u(P + RE[w(n)))

= (I- pR)E[w(n)]+ P (D.29)

Substituting the optimal solution, Equation (D.13) in the form P =Rw _ in the above

opt

equation,

E[w(n+1)]= (I - uR)E[w(n)]+ HRW (D.30)

The axis translation, defined in (D.18), can be extrapolated to,

v(n) = w(n)-w,, - E[v(n)]= E[w(n)]-w_,,
vn+)=wh+)-w_, E[v(n+D]=E[wn+1)]-w,, (D31
Substituting the above equations in (D.30),
E[v(n+ D]+ w,, = @-pR)EM®@)]+ w,, )+ iRw . (D.32)
Rearranging the terms,
E[v(n+1)]=(1- uR)E[v(n)]+ uRw oo = Wop + (I= PR )W,
(D.33)

= (I-puR)E[v(n)]
Defining a axis rotation as v=Qv’, where Q is the eigenvalue matrix of the input
correlation matrix R, and doing,

v(n) = Qv'(n) - E[V(n)] = QE[V'(n)]

vin+1)=Qv'(n+1) E[v(n +1)]= QE[v'(n +1)] (D.34)
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Substituting the above equation in (D.33),
QE[v'(n + D] = (1- uR)QE[v'(m)] (D.35)
Multiplying by Q! and substituting R by QAQ™, as defined in (D.11),
QQE[V(n+D]= Q™ {1-1QAQ™ QE[V(m)] (D36)
Simplifying the above equation,

E[v'(n+D]= Q" ([-pQAQ™ JQE[v'(@)]
= (Q"‘Q - MQ“‘QAQ"Q)E[V'(n)] (D.37)
= (I- pA)E[V' ()]

The above equation can be written in the following form,
E[v'(n)]= (- pA) v'(0) (D.38)

The convergence condition states that w(n) converges from w(0) until won withn — oo is

equal to say that E[v'(n)]z 0 with n — oo. Thus, the term lim(I—pA)" must be zero, which

means that [I— uA[ must be less than 1. Since A is the eigenvalue diagonal matrix of R, the

inequality is obeyed if,
11— ph | <1 (D.39)
where Amax is the greatest eigenvalue of R.
Thus, w(0) converges to W, if the step-size is given by,

O<px<

(D.40)

max

Since, Amax 1S less than the trace of A, and the trace of A is equal to the trace of R, the above

condition can be interpreted as,

2
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It is important to remember that the trace of the R is the signal power of the input signal

x(n) plus filter length L, so,

2

O<p< . .
(L + 1) mputsignal power

(D.42)

D.4.2 Normalized LMS algorithm

As was shown before, the maximum step-size  is mversely proportional to the filter order
L and the power of reference signal x(n). One important technique to optimize the speed of
convergence while maintaining the desired steady-state performance, independent of the

reference signal power, is known as normalized LMS algorithm.

The normalized LMS algorithm can be developed using a modified version of the steepest-

descent method, that it the self-orthogonalizing adaptive filtering algorithm defined by,

w(n +1) = w(n)— %R"Vé(n) (D.43)

where R is the input correlation matrix, and can be approximated by its instantaneous value as,
trace[R | = tr{E[x(n)xT (n)]] = tr[ﬁ} = “x]f7 (D.44)

Thus, using the gradient estimate and the input correlation matrix estimate in the self-

orthogonalizing adaptive filtering algorithm, it the normalized LMS algorithm is found,

wn+1)=w(n)- x(n)e(n) (D.45)

i
o+ “:«;(n)“2

where o is a small constant added to avoid division by zero.

The convergence analysis of (D.45) can be performed taking the expected value of both

sides,

E[w(n +1)]= E[w(n)]- E—E[x(m)e()] (D.46)
Bl
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Substituting the error e(n),

E[w(n +1)]= E[w(@)]- ——E—(E[x@m)dm)]- Elx@x" ) Elwm)) (D.47)
E{[x(n)

Substituting the input correlation matrixes P and R,

E[w(n+1)]= E[w@)]- uR (P - RE[w(n)])

= (1-pE[w(@)]- 1R P B
Using the axis translation defined in (D.18),
E[v(n + D]+ w,, = (1-p)E[vm)]+w,, )+ uR"P (D.49)
Substituting the optimal solution, Equation (D.13),
E[v(n +D]=(1-pEN®)] (D.50)

Comparing (D.50) with (D.33) it is clear that the normalized LMS algorithm converges if

the step-size p is chosen as,

O<p<?2 D5

D.5 Filtered-X LMS algorithm

In many applications of active noise control systems, Figure D.4, the structure shown in
Figure D.2 for the LMS algorithm can not be applied successfully because there is a transfer
function between the transversal filter response y(n) and the estimate error e(n). In this case, the

transfer function S(z) must be added in the method to form the Filtered-X LMS.

The error estimate or error signal e(n) from Figure D.4 is given by,

e(n) = d(n) — y'(n)
= p(n) * x(n) - s(n) * y(n) (D.52)
= p(0)* x(n) - s(n)* (w” (m)x())

where * denotes linear convolution, p(n) e s(n) can be interpreted as the impulse response of the

primary path P(z) and the secondary path S(z), respectively.
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Prmary Primary-path _
source transfer function primary-path
response
@ x(n) > P@) d(n)
reference signal
+
e(n)—»
+
control signal system response
y(n) B S(z) y'(n)
-path
Secondary Secondary-path Seizggi'r:/s ga
source transfer function

Figure D.4: Schematic representation of an active noise control system to 1-error sensor, 1-
primary source and I-secondary source.

Thus, the gradient of the cost function, Equation (D.22), reduces to,

de(n)

ow(n)

VE(n) =2e(n) = 2e(n)(-—s(n) *x(n)) = -2x'(n)e(n) (D.53)

where X’ (n) represents the convolution of s(n) with x(n).

Substituting the estimate gradient in the steepest-descent method, the Filtered-X LMS
algorithm is found as,

w(n+1) = w(n)+ ux’'(n)e(n) (D.54)

x(n » P(z) d(n)
—*
Ada;\)/‘i;\(’:)ﬁ'ter —Y(n)— S(z) —y'(n) re(n)—
x , LMS
S(2) X(m)— algorithm

Figure D.5: Block diagram of the Filtered-X LMS algorithm applied to active noise control
systems

252



The block diagram of the Filtered-X LMS algorithm applied to active noise control systems

is shown in Figure D.5, where S(z) is a copy of S(z). However in practical applications, S(z) is

unknown and must be estimated by an additional filter S(z). The filtered reference is generated

by passing the reference signal through this estimate of the secondary path.

D.5.1 Convergence analysis

Assuming slow adaptation, S(z) matches exactly with S(z), and comparing equation (D.54)
with (D.23), it is obvious that the filtered-X LMS algorithm owns the same convergence
constraint of the LMS algorithm, equation (D.40). However, the input correlation matrix R for

the Filtered-X LMS is found taking the expected value from (D.53),

E[VEm)]= —2x (mem)] = 2E[x m)dm]+ 2Ex @@ * kT @mwm)] @59

Assuming that x’(n) and w(n) are statistically independent variables,

E[VE(n)]= ~2E[x(n)d(m)]+ 2E[x (@)(s(m) * x(m)E[w(n)] (D.56)

Defining,

P = E[x'(n)d(n)]

D.57
R = E[x'(n)(s(n) *x(n))] = E[5(n) * x(n) Xs(m) * x(n))] (®-57)

It is easy to find,

VE = —2P + 2Rw(n) (D.58)

That is the same solution found in (D.13). Thus, the Filtered-X LMS owns the same
convergence condition of the LMS algorithm, but with the input correlation matrix defined in

(D.57) rather than (D.9).

However, some estimation errors can occur since s(n) does not match exactly with s(n) in
(D.57), which means that the eigenvalues of R can assume any value (with real and imaginary

part) and are not all real any more. Thus, the condition previously stated that [I—~p.A) <1 is

replaced by,
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O<p< EI—?{—‘K_} ' (D.59)

The condition stated above means that the method does not converge exponentially due to
the imaginary part of the eigenvalue. However, if the real part of the eigenvalue is still positive,
the method converges but with a longer time constant since it is necessary that the oscillating part

of the eigenvalue goes to zero. (Kuo and Morgan, 1996).

In order to demonstrate the effects of the difference between s(n) and s(n), it is introduced

a phase error ¢ and an amplitude error o in §(n) in the following form,

s(n) =(1+aks(n)e® (D.60)
Substituting the above equation in the correlation matrix R, Equation (D.57),

R = E[(1+ e’ (s(n) * x(n)Xs(n) * x(n)]
= (1+ a)e *E[(s(n) * x(n) Xs(n) * x(n))] (D.61)
= (1+a)®QAQ”

where Q and A are the same matrixes defined in (D.11).

As the eigenvalues of R must have the real part positive to guarantee the convergence,
Ri1+a)e}> 0= (1+a)cosd >0 (D.62)

Thus, making the amplitude error equal to zero to simplify the analysis, it is found that the

filtered-X LMS algorithm is stable if the phase error is given by,
-90° <$<90° (D.63)

It is important to note that the maximum value of the step-size u is dependent of the
eigenvalue amplitude, see (D.40) for example. Thus, equation (D.61) means that the amplitude

error a effects the maximum value of the step-size.

The optimal solution or the Wiener solution to the w(n) is found assuming that when n —

o, E[w(n)] = 0, and w(n) — W, , thus,
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E[VEm)]|=0=w,, =R'P (D.64)
Assuming for R and P the instantaneous value,

Y o Xmdm) _p@
T X (m)(s(n)*x(n))  s(n)

(D.65)

This shows that the optimal solution is independent of the difference between the s(n) and

3(n). Therefore, the error present in the estimated secondary path affects only the convergence

time but not the optimal solution.
D.5.2 Normalization

The normalized filtered-X LMS algorithm is performed using (D.43) rather than the

steepest-descent method,

i

wn+1)=w(@m)+ >
o+ {]x'(n)H

x'(n)e(n) (D.66)

As the normalized LMS algorithm, the convergence of the normalized filtered-X LMS is

guaranteed if the step-size is in between O < p < 2 since estimation errors do not occur between

s(n) and s(n).
D.6 Normalized Filtered-X LMS algorithm in the frequency domain

The normalized Filtered-X LMS in the frequency domain is easily developed transforming

the MSE (the cost function) to the frequency domain, giving,
&) = E[E* (0)E(@)]= &) = E* (0)E(@) =[E@) (D.67)
where " represents the conjugate transpose, E(®) is the Fourier transform of e(n), which is given

by,

E(0) = D(®) - Y'(®)
= P(0)X(0) - S(0) Y (o) (D.68)
= P(0)X(®) - S(0)X(0) W ()
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The gradient of the cost function with respect to W(w) is given by,

- OF .
VE(w) = 5\%(% = -2X" (0)E(w) (D.69)

where * represents the conjugate, and the X the product of the X() with W(a).

The optimal solution is given taking the gradient of the cost function and equaling the result

to zero,
VE(®) = 0= X" (0)E(0) = 0 = X" (@)(P(@)X(®) + S(@)W(@)X(@)=0  (D.70)

Assuming that when the method converges, W(w) is replaced by Wy, defining the matrix

P as,
P = X" (0)P(0)X(®) (D.71)

and the matrix R as,

R =X"(0)S(0)X(0) = S(@)X ()|’ (D.72)

YW ion

+.
i

101118 givcn by,

anliitinn o onenr 1
[CAEFREAFACS S U/ Qu TELV & S (O § L N G (W

- P(w)

W, =R7P=_2
. S@) (D.73)
The adaptive law is the self-orthogonalizing adaptive filtering algorithm in the frequency
domain, that is, the same form as presented in (D.43). Therefore, the normalized filtered-X LMS

algorithm is given by,

Wi (o) = W, ( '—““-B“*vX;: E
O X @) (D.74)

where the subscript k is the iteration time.
The normalized filtered-X LMS in the frequency domain can be implemented efficiently

transforming the signals from time domain to frequency domain using the FFT (Fast Fourier

transform). Then, the algorithm can be computed taking only half of the signal length to avoid the
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circularity problems or using the whole signal as suggested by Shynk (1992), where several

forms to implement the LMS algorithm are shown.

The great advantage of computing the normalized filtered-X LMS in the frequency domain
is the possibility of controlling each frequency bin independently because in this case the method

uses only one weight W(w) to each frequency.
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Appendix E

List of the Equipment

In this appendix is given a list of the equipment used in the experiments.
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E.l Equipment used in the one-dimensional acoustic waveguide

Table E.1: Equipment used in the one-dimensional acoustic waveguide

Equipment Function model Serial number Trademark
Omnidirectional, %", ICP, 4707
electrect microphones . . 5711
Nominal sensitivity 25 Pressure sensors Microphone type: 130A10 5703 PCB
mV/PA Preamplifier type: 130P10 5804
Particle velocity sensor | Particle velocity sensor Microflown
Loudspeakers Acoustic sources PWR 480 238.627 Novik
311.408
Control board Control board Ds 1102 DSPACE
5655A — 8 channel
Spectral analyzer
35650A Data acquisition 531\ — source module 2911A01216 Hewlett Packard
- interface/signal processor
Power supply ICP Signal condition 482A05 1052 PCB
Power amplifier Power amplifier PA25E 2(])3 LDS
Analog filter Analog filter 900C/9L.8B ;g(l) Frequency
Devices
- . 1SU - vibrometer controller 199 1225 Polytec
Laser D Vib t t
aser Doppler Vibrometer Velocity sensor V3038 — sonsor head 100 1225
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E.2 Equipment used in the cylindrical shell

Table E 2 : Equipment used in the cylindrical shell

JINVINOHID 0yA3S
TYHINID V231011818

dWVIINN

Equipment Function model Serial number Trademark
4707
Omnidirectional, %4”, ICP, 5711
electrect microphones, nominal Pressure sensors 5703 PCB
sensitivity 25 mV/PA Microphone type: 130A10 5804
Preamplifier type: 130P10 5644
P P 5765
5763
Particle velocity sensor Particle velocity sensor Microflown
C128255
C129195
C129189
Acceleration sensor 8614A500M1 C128256 Kistler
Micro-accelerometers C129193
C12919]
C120486
Driver Acoustic source D 405
Force Transducer Force transducer 208 AQ2 10496 PCB
Shaper Structural source LDS
PZT patches Structural source QPI0ON LDS
Control board Control board Ds 1102 DSPACE
Spectral analyzer 336354 — 8 channel
35650A Data acquisition 33653A - source module 2911401216 Hewlett Packard
35651B - interface/signal processor
C78384
Signal condition S134A1 C78385 .

P ly ICP ler
ower supply CT8386 Kistler
Power amplifier Power amplifier PA2SE 510 LDS

Quickpack power amplifier EL 1224 US99K-338 Kistler
US991-332
Analog filter Analog filter 900C/9L8B 790 Frequency Devices
-~ . OFV 3001SU - vibrometer controller 1991225 Polytec
Laser Doppler Vibrometer velocity sensor OFV 303.8 — sensor head 1991225
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