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Área de concentração: Controle e Automação.
Aprovada pela banca examinadora no dia 22 de
Junho de 2009.

Banca Examinadora:

Prof. Dr. Pedro Luis Dias Peres

FEEC/UNICAMP

Prof. Dr. João Bosco Ribeiro do Val

FEEC/UNICAMP

Prof. Dr. Juan Francisco Camino dos Santos

FEM/UNICAMP

Prof. Dr. Reinaldo Martinez Palhares

DEE/UFMG

Prof. Dr. Alexandre Trofino Neto

DAS/UFSC

Campinas
2009

v



vii



Aos que fazem do método cient́ı-

fico a ferramenta básica para a

transformação do mundo.

To all that use the scienti-

fic method as the basic tool in

changing the world.

ix



Agradecimentos

Primeiramente, agradeço aos meus orientadores Dr. Pedro Luis Dias Peres, FEEC/UNICAMP,
e Dr. Chaouki Tanios Abdallah, ECE/UNM. Vocês me proporcionaram experiências inestimá-
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xi



Acknowledgements

First of all, I would like to thank my advisers Dr. Pedro Luis Dias Peres from FEEC/UNICAMP
and Dr. Chaouki Tanios Abdallah from ECE/UNM. You both have provided priceless experi-
ences and opportunities to my carrier that I would definitely not forget. I respect and admire
the readiness with which I have always been treated.

Moreover, I thank all who supported me in any way in the development of this work, among
which I highlight:

• the brazilian agencies FAPESP and CAPES and the Electrical and Computer Engineering
Department of UNM for the financial support during my doctoral studies in Brazil and in
the United States;

• the members of my PhD committee for their comments, suggestions and contributions,
which helped to improve the quality and the final version of the manuscript;

• Ricardo C. L. F. Oliveira for the discussions and partnership in the work done. In parti-
cular, I emphasize the contributions in the development of computer codes and numerical
simulations;
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There are many hypotheses in science which are wrong. That’s perfectly
all right; they’re the aperture to finding out what’s right. Science is a self-
correcting process. To be accepted, new ideas must survive the most rigorous
standards of evidence and scrutiny.

Carl Sagan, Cosmos television series.

The closer mutual approximation of the points of view of theory and practice
brings most beneficial results, and it is not exclusively the practical side that
gains; under its influence the sciences are developing in that this approximation
delivers new objects of study or new aspects in subjects long familiar. In spite
of the great advance of the mathematical sciences due to the works of the
outstanding mathematicians of the last three centuries, practice clearly reveals
their imperfection in many respects; it suggests problems essentially new for
science and thus challenges one to seek quite new methods. And if theory
gains much when new applications or developments of old methods occur, the
gain is still greater when new methods are discovered; and here science finds
a reliable guide in practice.

Lecture given by Pafnuty Chebyshev in 1856.
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Resumo

A principal contribuição desta tese é a proposta de condições de śıntese de filtros

e controladores lineares, tanto robustos quanto dependentes de parâmetros, para

sistemas discretos variantes no tempo. Os controladores, ou filtros, são obtidos solu-

cionando problemas de otimização formulados em termos de desigualdades matriciais

bilineares, por meio de um método que se baseia na alternância de problemas con-

vexos descritos por desigualdades matriciais lineares. Para obtenção das condições

de śıntese foram utilizadas tanto funções de Lyapunov afins nos parâmetros quanto

multi-afins em diferentes instantes de tempo dos parâmetros, além de variáveis ex-

tras introduzidas pelo lema de Finsler. Nesse contexto, são tratados problemas de

śıntese com custo garantido H∞, assegurando robustez em relação a incertezas não

estruturadas. Simulações numéricas ilustram a eficiência dos métodos propostos em

termos de desempenho H∞ quando comparados com outros métodos da literatura.

Palavras-chave: Sistemas incertos discretos no tempo. Modelos politópicos. Estabi-

lidade robusta. Norma H-infinito. Funções de Lyapunov dependentes de parâmetros.

Desigualdades matriciais lineares. Lema de Finsler.
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Abstract

The main contribution of this dissertation is to propose conditions for linear filter and

controller design, considering both robust and parameter dependent structures, for

discrete time-varying systems. The controllers, or filters, are obtained through the

solution of optimization problems, formulated in terms of bilinear matrix inequalities,

using a method that alternates convex optimization problems described in terms of

linear matrix inequalities. Both affine and multi-affine in different instants of time

(path dependent) Lyapunov functions were used to obtain the design conditions, as

well as extra variables introduced by the Finsler’s lemma. Design problems that take

into account an H∞ guaranteed cost were investigated, providing robustness with

respect to unstructured uncertainties. Numerical simulations show the efficiency

of the proposed methods in terms of H∞ performance when compared with other

strategies from the literature.

Key-words: Uncertain discrete-time systems. Polytopic models. Robust stability. H-

infinity norm. Parameter dependent Lyapunov functions. Linear matrix inequalities.

Finsler’s lemma.
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Lista de Acrônimos e Notação

LMI Linear Matrix Inequality (desigualdade matricial linear)
BMI Bilinear Matrix Inequality (desigualdade matricial bilinear)
LPV Linear Parameter-Varying (linear variante com parâmetros)

(⋆) indica bloco simétrico nas LMIs/BMIs
L > 0 indica que a matriz L é simétrica definida positiva
L ≥ 0 indica que a matriz L é simétrica semi-definida positiva
A notação para matrizes (letras maiúsculas do alfabeto latino)
A′ (′), pós-posto a um vetor ou matriz, indica a operação de transposição
R conjunto dos números reais
Z+ conjunto dos números inteiros não negativos
I matriz identidade de dimensão apropriada
0 matriz de zeros de dimensão apropriada
N especialmente utilizada para denotar o número de vértices de um politopo
n especialmente utilizada para representar a ordem uma matriz quadrada
α(·) especialmente utilizada para representar as incertezas de um sistema
diag([·]) indica uma matriz bloco diagonal com diagonal dada por [·]
ℓ2[0,∞) espaço formado por sequências de energia finita
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Acronym List and Notation

LMI Linear Matrix Inequality
BMI Bilinear Matrix Inequality
LPV Linear Parameter-Varying

(⋆) indicates symmetric block in the LMIs/BMIs
L > 0 indicates that matrix L is symmetric positive definite
L ≥ 0 indicates that matrix L is symmetric positive semi-definite
A notation to designate matrices (capital letters from Roman alphabet)
A′ (′), indicates the transposition operation of a matrix
R the set of real numbers
Z+ set of nonnegative integer numbers
I identity matrix of appropriate dimension
0 zero matrix of appropriate dimension
N indicates the number of vertices of a polytope
n represents the order of a square matrix
α(·) represents the uncertainties of a system
diag([·]) indicates a block-diagonal matrix with diagonal given by [·]
ℓ2[0,∞) space formed by finite energy sequences
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Introdução

Analogamente a todo processo na natureza, o método cient́ıfico encontra-se em constante

evolução. Isto não ocorre sem causa ou motivo, mas está relacionado com a luta pela sobrevivên-

cia travada pela espécie humana ao longo de sua história e, consequentemente, com a constante

adaptação e desenvolvimento das suas ferramentas de trabalho. Pela necessidade imperativa de

compreender a natureza para dominá-la a seu favor, o ser humano desenvolve e aprimora seus

meios de comunicação indo desde pinturas rupestres ao mais alto grau de abstração observado

na Matemática nos dias de hoje. E não poderia ser diferente, pois o desenvolvimento da lingua-

gem é imprescind́ıvel para a transmissão e registro do conhecimento adquirido, logo, decisivo

para o avanço da raça humana sobre a natureza.

Devido à caracteŕıstica dialética da natureza, na qual predomina, em última instância, um

jogo de intercâmbio entre atração e repulsão, torna-se inconsistente conceber a matéria despro-

vida de movimento. E é este movimento que impulsiona o aspecto evolutivo das coisas, incluindo

o próprio método cient́ıfico, que evolui acompanhando o movimento natural da natureza. Eis

que a teoria e a prática também compartilham do mesmo movimento, sendo imposśıvel conce-

ber a primeira sem a segunda, e vice-versa. Dáı que a validação da teoria se dá na prática e o

avanço da prática com o suporte da teoria. Parafraseando Carl Sagan, a ciência é um processo

auto-corretivo; para serem aceitas, novas idéias devem sobreviver ao mais rigoroso padrão de

evidência e exame minucioso. Ou Pafnuty Chebyshev, ao dizer que a aproximação mútua dos

pontos de vistas teóricos e práticos traz os mais benéficos resultados para ambos.

Embora a motivação deste trabalho seja em aplicações práticas, o que não poderia ser dife-

rente, tais como controle por rede de comunicação, sistemas mecânicos e elétricos, os experimen-

tos realizados se limitaram a simulações computacionais. Eventualmente, as idéias propostas

podem não sobreviver ao rigor das evidências e ao exame minucioso da prática, ou necessitar de

adaptações para tal, pois esta tese não contempla os dois pólos do movimento cient́ıfico: teoria

e prática. No entanto, isto não a torna menos importante, ou os resultados menos interessantes.

O objetivo deste trabalho é avançar aspectos teóricos no contexto de problemas de controle

e filtragem de sistemas dinâmicos. O estudo de sistemas de controle busca estabelecer as con-

dições necessárias para uma ação precisa, um controle satisfatório de um dado processo. Desta

maneira, o aprimoramento das técnicas de controle constitui uma etapa essencial no constante

1



2 Introdução

refinamento tecnológico, ou seja, no constante desenvolvimento das forças produtivas, que por

sua vez condicionam as sucessivas mudanças nas relações sociais dos seres humanos. Dáı a

importância do tema abordado nesta tese e a sua inserção, de forma superficial, no contexto

sócio-econômico.

Devido ao caráter dinâmico e transitório da matéria, acima mencionado, a descrição de pro-

cessos f́ısicos por modelos com parâmetros constantes não pode explicar o curso extremamente

variável dos fenômenos observados na prática, embora tal abordagem tenha se mostrado útil

em um primeiro instante. Este simples, porém essencial, detalhe revela o caráter inevitável, no

atual estágio do desenvolvimento matemático, da presença de incertezas em modelos dinâmicos

motivando o estudo de seus efeitos. Dentre as técnicas utilizadas para tratar tais casualidades

as principais se baseiam em controle adaptativo e controle robusto. Por controle adaptativo

entende-se, no sentido mais geral, aquele que muda o seu comportamento para conformar com

novas ou modificadas circunstâncias. Controladores robustos, para efeito deste trabalho, são

aqueles com ganho de realimentação constante e capazes de tolerar mudanças paramétricas

limitadas.

Em relação às estratégias para śıntese de tais controladores, estas se dividem, em sua maioria,

entre a solução direta das equações diferenciais, ou a diferenças, que descrevem a dinâmica do

sistema, ou na análise indireta do comportamento da sáıda com base tanto nos parâmetros

utilizados no modelo quanto no conjunto de dados de entrada e sáıda. De particular interesse

é o segundo grupo de estratégias, pois ao não exigir a solução das equações diferencias, ou

a diferenças, fornece uma condição flex́ıvel para śıntese, em especial no contexto de sistemas

incertos. O segundo método de Lyapunov, utilizado ao longo deste trabalho, se enquadra neste

último caso.

A teoria de Lyapunov está baseada no conceito de dissipação de energia. Lyapunov estu-

dou os fenômenos de contração e expansão do movimento em um sistema mecânico autônomo,

analisando o comportamento assintótico de seu estado em torno de um ponto de equiĺıbrio. A

idéia central se baseia no fato de que se um ponto de equiĺıbrio de um sistema dinâmico é o

mı́nimo local de uma função de energia e o sistema é dissipativo, então este ponto de equiĺıbrio

é localmente estável, conforme matematicamente descrito abaixo.

[62, Teorema 4.1]. Seja x = 0 um ponto de equiĺıbrio de um sistema autônomo e um domı́nio

D contendo este ponto. Se existir uma função ϑ : D →R continuamente diferenciável tal que

ϑ(0) = 0 e ϑ(x) > 0 em D −{0}

ϑ̇(x) ≤ 0 em D

então x = 0 é estável. Ainda, se

ϑ̇(x) < 0 em D −{0}

então x = 0 é assintoticamente estável.
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Especificamente, a análise de estabilidade e a śıntese de controladores e filtros pelo segundo

método de Lyapunov se baseiam na construção dessas funções de energia, também chamadas

de funções de Lyapunov [62], [106]. Um ponto chave no método de Lyapunov é a definição da

classe na qual a função de Lyapunov candidata será escolhida. Várias classes de funções estão

dispońıveis hoje em dia, sendo a mais popular a baseada em funções quadráticas para sistemas

lineares.

Quanto à classe de sistemas dinâmicos, são considerados sistemas descritos por equações

diferenciais na forma

ẋ(t) = f (x(t),u(t),α(t)) (1)

y(t) = h(x(t),u(t),α(t)) (2)

z(t) = r(x(t),u(t),α(t)) (3)

ou por equações a diferenças na forma

x(k +1) = f (x(k),u(k),α(k))

y(k) = h(x(k),u(k),α(k))

z(k) = r(x(k),u(k),α(k))

sendo x(·)∈R
n o vetor de variáveis de estado, u(·)∈R

m o vetor de entradas de controle, y(·)∈R
p

e z(·) ∈ R
r sáıdas do sistema, α(·) uma entrada representando as variações no modelo, e f (·),

h(·), z(·) funções lineares. Exemplificando, considere um sistema cont́ınuo no tempo descrito

por

ẋ(t) = A(α)x(t) (4)

com A(α)∈R
n×n uma matriz incerta, invariante no tempo, pertencente a um politopo A . Uma

posśıvel maneira de verificar a estabilidade robusta de (4) é por meio de funções quadráticas de

Lyapunov do tipo V = x(t)′Px(t) (estabilidade quadrática). O problema a ser tratado resume-se

na busca de uma matriz P = P′ > 0 tal que

A(α)′P+PA(α) < 0, ∀A(α) ∈ A (5)

Inúmeros foram os avanços proporcionados pela chamada estabilidade quadrática [7]. Vários

resultados de análise, controle e filtragem robusta, incluindo critérios de desempenho como as

normas H2 e H∞, puderam ser desenvolvidos; veja por exemplo [24], [40] e referências internas.

Em diversos casos, as condições de śıntese podem ser formuladas em termos de desigualdades

matriciais lineares (do inglês, Linear Matrix Inequalities — LMIs), as quais podem ser soluci-

onadas numericamente com o uso de pacotes computacionais especializados tais como o LMI

Control Toolbox [44] e o pacote SeDuMi [101], ambos executados dentro do programa Matlab.

No entanto, a condição (5) é apenas suficiente para a estabilidade assintótica do sistema.

Existem exemplos de sistemas incertos estáveis para os quais não existe nenhuma matriz simé-

trica positiva definida P que satisfaça a desigualdade acima. Neste caso, a busca por funções
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de Lyapunov que propiciem soluções mais abrangentes segue naturalmente. A utilização de

matrizes de Lyapunov dependentes de parâmetros, P(α), permite obter condições menos con-

servadoras do que a estabilidade quadrática, conforme mostrado em [90] e [91] para a seguinte

escolha

P(α) =
N

∑
j=1

α jPj ,
N

∑
j=1

α j = 1 , α j ≥ 0, j = 1, . . . ,N (6)

Extensões dessas condições de estabilidade para o cômputo de custo garantido H∞ e H2 podem

ser encontradas em [34] e [35]. Dentre muitos trabalhos, destacam-se as abordagens apresentadas

em [41], [45], [80], [92], [102], [111]. Algumas dessas condições exigem ainda um elevado esforço

computational, ou então que as incertezas satisfaçam uma determinada estrutura, justificando

a busca por condições mais abrangentes que possam ser formuladas em termos de um conjunto

finito de LMIs.

Testes de estabilidade robusta baseados em funções de Lyapunov dependentes de parâmetros

em uma forma afim aparecem em [31], [32], [33], [51] e [88]. Resultados mais abrangentes,

contendo os anteriores e proporcionando análises menos conservadoras apareceram em [65] para

incerteza invariante no tempo e [72] para o caso variante no tempo.

Em relação à estabilidade robusta de sistemas discretos no tempo baseada em funções de

Lyapunov dependentes de parâmetros, destacam-se as abordagens LMIs apresentadas em [32],

[33] e [88]. Condições de projetos de controladores e filtros robustos aparecem em [4], [33] e [53].

Classes mais gerais de funções P(α) polinomiais em α para as quais a condição (5) se aproxima

da necessidade podem ser vistas em [84] e [85].

Em relação aos controladores considerados, os mesmos são descritos por

u(t) = hc(x(t),α(t)) (7)

e os filtros por

ẋ f (t) = f f (x f (t),y(t),α(t)) (8)

z f (t) = h f (x f (t),y(t),α(t)) (9)

em que hc(·), f f (·) e h f (·) são funções lineares. A conexão do filtro (8)-(9) com o sistema

(1)-(3) resulta em um sistema dinâmico de dimensão aumentada cujo estado é dado pelo vetor

aumentado x̃(t) = [x(t) x f (t)]
′, e a sáıda pelo erro de estimação e(t) = z(t)− z f (t). O caso

discreto segue de forma análoga.

Com o avanço das funções de Lyapunov dependentes de parâmetros, sistemas lineares va-

riantes com parâmetros (do inglês, Linear Parameter Varying — LPV) têm recebido grande

atenção e atráıdo esforços de pesquisa. Sistemas LPVs têm ocupado um papel de destaque

na comunidade cient́ıfica, principalmente por serem úteis não só na representação de modelos

dinâmicos afetados por parâmetros variantes no tempo, como também na descrição de certas

classes de sistemas não-lineares [95], [97]. A utilização de uma regra de escalonamento para o
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ganho do controlador resulta, em vários casos, em um melhor desempenho do sistema em malha

fechada quando comparado com resultados obtidos por meio de estruturas robustas, i.e. com

ganho fixo, o que está relacionado com a caracteŕıstica adaptativa do controle. Exemplificando,

considere o sistema discreto incerto e variante no tempo

x(k +1) = A(α(k))x(k)+Bu(α(k))u(k) (10)

y(k) = C(α(k))x(k) (11)

O vetor de parâmetros α(k) variante no tempo pertence ao simplex unitário

U =
{

δ ∈R
N :

N

∑
i=1

δi = 1, δi ≥ 0 , i = 1, . . . ,N
}

para todo k ≥ 0 com taxas de variação limitadas dadas por

−g(αi(k)) ≤ ∆αi(k) ≤ q(αi(k)), (12)

em que g(·) e q(·) são funções a serem definidas e ∆αi(k) = αi(k +1)−αi(k), i = 1, . . . ,N.

Uma posśıvel estrutura para o sinal de controle por realimentação de estados é a LPV, dada

por

u(α,x(t)) = K(α(t))x(t) (13)

K(α(t)) =
N

∑
j=1

α jK j ,
N

∑
j=1

α j = 1 , α j ≥ 0, j = 1, . . . ,N (14)

Condições LMIs para a obtenção das matrizes K j do controlador (13) que asseguram um

limitante superior para o desempenho H∞ do sistema podem ser obtidas pela versão discreta

dependente de parâmetros do bounded real lemma [37], [117]. A redução do conservadorismo

dessas condições pode ser obtida explorando as variáveis extras introduzidas ao utilizar-se o

lema de Finsler [31].

Por último, com os recentes avanços tecnológicos, o uso extensivo de canais de comunicação

no controle de sistemas dinâmicos têm se tornado cada vez mais frequente, [108], [115]. Empre-

gando uma rede de comunicação em tempo real para a troca de informações entre componentes

de controle (sensores, atuadores, filtros, etc), tais estruturas representam uma abordagem atra-

ente na implementação de controle distribúıdo e sistemas interconectados. O estudo de estra-

tégias para sistemas de controle em rede (do inglês, Networked Control Systems — NCS) tem

recebido uma atenção considerável [69], [71], [81], [82], [83], [104], [114] e também será abordado

pelo presente trabalho.

Descrição detalhada do conteúdo

A estrutura adotada para o manuscrito, com textos em português e inglês, deve-se ao fato

da tese ter sido desenvolvida dentro do programa de cooperação entre a FEEC/UNICAMP e o

departamento ECE/UNM/USA para duplo diploma.



6 Introdução

No Caṕıtulo 1 são apresentadas as considerações preliminares, enfatizando os resultados

utilizados ao longo dos demais caṕıtulos.

Os caṕıtulos a seguir são compostos por textos que foram aceitos para publicação em perió-

dicos internacionais e, consequentemente, há redundâncias.

No Caṕıtulo 2 o problema de controle por realimentação de estados com ganho escalonado

para sistemas discretos com parâmetros variantes no tempo é considerado. Os parâmetros vari-

antes no tempo pertencem ao simplex unitário, possuem taxas de variação limitadas e dependem

dos valores dos parâmetros podendo apresentar desde variações lentas até arbitrariamente rápi-

das. Um vetor de estados aumentado é definido para considerar uma posśıvel presença de atrasos

no sinal de entrada, permitindo uma análise simplificada do sistema em malha fechada por meio

de funções de Lyapunov dependentes de parâmetros. Um controlador de estados com ganho es-

calonado que minimiza um limitante superior do desempenho H∞ do sistema em malha fechada

é proposto. As condições de śıntese são expressas em termos de desigualdades matriciais bilinea-

res (do inglês, Bilinear Matrix Inequality — BMI) devido ao uso de variáveis extras introduzidas

pelo lema de Finsler. Fixando as variáveis extras, as BMIs se reduzem a LMIs, que podem ser

solucionadas utilizando-se um algoritmo baseado na alternância de problemas convexos. Con-

troladores robustos para sistemas incertos invariantes no tempo, assim como controladores com

ganho escalonado para sistemas com parâmetros variantes no tempo de forma arbitrária, podem

ser obtidos como casos particulares das condições propostas. Conforme ilustrado nos exemplos

numéricos, as variáveis extras nas BMIs podem produzir melhores resultados em termos de de-

sempenho H∞ em malha fechada. Esse caṕıtulo é uma cópia de um artigo aceito para publicação

na revista International Journal of Robust and Nonlinear Control e está submetido ao copyright

do John Wiley & Sons, Inc., http://www.wiley.com/WileyCDA/Section/id-301464.html.

Quando a versão final for publicada, a cópia eletrônica estará dispońıvel no endereço eletrônico

http://www3.interscience.wiley.com/journal/5510/home.

No Caṕıtulo 3, o problema de śıntese de controladores para sistemas com taxas de amos-

tragens incertas é investigado. O sistema é controlado através de um canal de comunicação.

O peŕıodo de amostragem, pertencente a um dado intervalo, é assumido variante no tempo

e uma abordagem simplificada para o atraso induzido pela rede é considerada. O sistema é

descrito por um modelo discreto incerto cujos parâmetros variam no interior de um politopo.

Os vértices do politopo são obtidos por meio do teorema de Cayley-Hamilton. Um controla-

dor robusto digital que assegura um limitante superior para o desempenho H∞ do sistema em

malha fechada é determinado. As condições de śıntese se apoiam em uma escolha particular

para a função de Lyapunov e são expressas por meio de BMIs em termos de variáveis extras,

que podem ser exploradas na busca por melhores desempenhos do sistema em malha fechada.

Exemplos numéricos ilustram os resultados. Este caṕıtulo é uma cópia de um artigo aceito para

publicação na revista IET Control Theory & Applications e está submetido ao copyright do

IET, http://www.theiet.org/help/legalnotices.cfm. Quando a versão final for publicada,

a cópia eletrônica estará dispońıvel no endereço eletrônico http://www.ietdl.org/IET-CTA.
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No Caṕıtulo 4 o problema de śıntese de filtros LPVs para sistemas politópicos discretos

variantes no tempo com taxas de variação limitadas é investigado. As condições de śıntese são

expressas por BMIs e obtidas utilizando uma função de Lyapunov dependente de parâmetros

e variáveis extras. Um filtro LPV, que assegura um limitante superior para o desempenho H∞

do erro de estimação é obtido solucionando-se um problema de otimização. Uma representação

geométrica mais precisa da variação paramétrica é utilizada com o intuito de reduzir o con-

servadorismo das condições de projeto. Filtros robustos para sistemas politópicos variantes no

tempo podem ser obtidos como casos particulares do método proposto. Exemplos numéricos

ilustram os resultados. Este caṕıtulo é uma cópia de um artigo aceito para publicação na revista

Signal Processing e está submetido ao copyright da Elsevier B.V., http://www.elsevier.com/

wps/find/termsconditions.cws_home/termsconditions. Quando a versão final for publi-

cada, a cópia eletrônica estará dispońıvel no endereço eletrônico http://www.elsevier.com/

wps/find/journaldescription.cws_home/505662/description#description.

Por último, o Caṕıtulo 5 conclui o trabalho resumindo as publicações obtidas no peŕıodo e

destacando algumas perspectivas para trabalhos futuros.



Introduction

Similarly to all processes in nature, the scientific method is in constant evolution. This

does not occur without cause or reason, but is related to the struggle for survival waged by

human beings over their history and to the constant adaptation and development of their work

tools. Due to the imperative need to understand and accommodate nature, humans developed

and improved their communication media, ranging from cave paintings to the highest level of

abstraction found in Mathematics. It is obvious that the development of language is essential

for the transmission and recording of knowledge, and is therefore crucial to the advancement of

the human over nature.

Due to the dual character of nature, in which predominates ultimately a game of exchange

between attraction and repulsion, it is inconsistent to conceive matter devoid of movement. And

it is this movement that drives evolution, including the scientific method itself, which evolves

following the natural movement of nature. Not surprisingly, Theory and practice also share

the same duality, being impossible to conceive one without the other. Hence, the validation of

theory occurs in practice and practice advances with the support of the theory. To paraphrase

Carl Sagan, science is a self-correcting process, to be accepted, new ideas must survive the most

rigorous standards of evidence and scrutiny. Chebyshev also remarks that the closer the points

of view of theory and practice are, the more benefits result in both arena.

Although the motivation of this work is concerned with practical applications such as networ-

ked control of electrical and mechanical devices, the reported experimentations were limited to

computer simulations. Possibly, the ideas proposed in this dissertation may not survive the

rigorous standards of evidence and scrutiny of practice, or may need adjustments for such end,

since this thesis does not cover the two poles of the scientific movement: theory and practice.

Such limitation however does not make the research less important or the results less interesting.

The aim of this work is to advance theoretical aspects in the context of control and filtering

problems of dynamic systems. The study of control systems seeks to establish the necessary

conditions for a precise action, and the satisfactory control of a process. Thus, the improvement

of control techniques is an essential step in the constant technological refinement, and more

specifically in the constant development of productive forces, which in turn determine the suc-

cessive changes in the social relations of humans. Hence the importance of the issues addressed

9
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in this thesis and their proper placement in the social-economic context.

Due to the dynamic and transient nature of physical problems mentioned above, the des-

cription of physical processes by models with constant parameters cannot explain the highly

variable behavior of the phenomena observed in practice. This simple but essential detail reve-

als the inevitable presence of uncertainties in dynamic models. Among the techniques used to

treat uncertain models, the main ones are based in adaptive and robust control. An adaptive

controller changes its behavior to comply with new or changed circumstances while a robust

controller, for the purpose of this study, are fixed yet able to tolerate limited parametric changes

and uncertainties.

Regarding the strategies for synthesis of such controllers, they are mostly divided into two

classes: the ones that directly solve the set of differential, or difference, equations which describe

the dynamics of the system, and those that indirectly analyze the behavior of the output based

on both the parameters used in the model and in the set of input and output data. Of particular

interest is the second group of strategies, because by not requiring the solution of the set of dif-

ferential or difference equations, we obtain flexible conditions for control synthesis, particularly

in the context of uncertain systems. The second method of Lyapunov, used throughout this

work, falls within the scope of the indirect methods.

Lyapunov theory is based on the concept of energy dissipation. Lyapunov studied the phe-

nomena of contraction and expansion of the movement in an autonomous mechanical system,

analyzing the asymptotic behavior of the state around an equilibrium point. The central idea of

the theory is based on the fact that if an equilibrium of a dynamic system is the local minimum

of an energy function and the system is dissipative, then this equilibrium is locally stable, as

mathematically described below.

[62, Theorem 4.1]. Let x = 0 be an equilibrium point of an autonomous system and D a

domain containing this point. If there exists a continuously differentiable function ϑ : D → R

such that

ϑ(0) = 0 and ϑ(x) > 0 in D −{0}

ϑ̇(x) ≤ 0 in D

then x = 0 is stable. Moreover, if

ϑ̇(x) < 0 in D −{0}

then x = 0 is asymptotically stable.

Specifically, the analysis of stability and the synthesis of controllers and filters by the second

method of Lyapunov are based on the construction of these energy functions, also called Lya-

punov functions [62], [106]. A key point in the Lyapunov method is the definition of the class

from which the Lyapunov function candidate will be chosen. Several classes of functions are

available nowadays, with the quadratic ones being the most popular for linear systems.
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Concerning the class of dynamic systems considered in this dissertation, we focus on those

described by differential equations in the form

ẋ(t) = f (x(t),u(t),α(t)) (1)

y(t) = h(x(t),u(t),α(t)) (2)

z(t) = r(x(t),u(t),α(t)) (3)

or by difference equations in the form

x(k +1) = f (x(k),u(k),α(k))

y(k) = h(x(k),u(k),α(k))

z(k) = r(x(k),u(k),α(k))

where x(·) ∈R
n is the vector of state variables, u(·) ∈R

m the vector of control inputs, y(·) ∈R
p

and z(·) ∈ R
r the outputs of the system, α(·) an input representing the model variations, and

f (·), h(·) linear functions. As an example, consider a continuous-time system described by

ẋ(t) = A(α)x(t) (4)

where A(α) ∈ R
n×n is a time-invariant uncertain matrix belonging to a polytope A . A possible

way to check the robust stability of (4) is by using quadratic Lyapunov functions in the form

ϑ = x(t)′Px(t) (quadratic stability). The stability analysis problem is then reduced to the search

of a matrix P = P′ > 0 such that

A(α)′P+PA(α) < 0, ∀A(α) ∈ A (5)

Many advances have been provided by the so-called quadratic stability [7] approach. Several

results for the analysis, robust control, and filtering with performance indices such as the H2

and H∞ norms were developed, see for example [24], [40] and the references therein. In several

cases, the design conditions may be formulated in terms of linear matrix inequalities (LMIs),

which are solved numerically using specialized computer packages such as the LMI Control

Toolbox [44] and SeDuMi [101], both implemented in the Matlab software.

Note however that condition (5) is only sufficient to verify the asymptotically stability of a

dynamical. There are examples of stable uncertain systems for which there is no positive definite

symmetric matrix P satisfying the inequality above. In this case, the search for Lyapunov

functions that provide less conservative conditions must be undertaken. The use of parameter-

dependent Lyapunov matrices, P(α), leads to conditions less conservative than the quadratic

stability, as shown in [90] and [91] for the following choice

P(α) =
N

∑
j=1

α jPj ,
N

∑
j=1

α j = 1 , α j ≥ 0, j = 1, . . . ,N (6)
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Extensions of these stability conditions to deal with the H∞ and H2 guaranteed-cost problems

may be found in [34] and [35]. We mention specifically the approaches presented in [41], [45],

[80], [92], [102], [111]. Some of these conditions still require a high computational effort, or that

the uncertainties satisfy a given structure, justifying the search for broader terms that can be

formulated in terms of a finite set of LMIs.

Robust stability tests based on affine parameter-dependent Lyapunov functions appeared in

[31], [32], [33], [51] and [88]. Results containing the previous ones and providing less conservative

analysis appeared in [65] for time-invariant uncertainties and in [72] for the time-varying case.

For the robust stability of discrete-time systems based on parameter-dependent Lyapunov

functions, we mention the LMI approaches presented in [32], [33] and [88]. Robust design

conditions of controllers and filters appear in [4], [33] and [53]. More general classes of functions

P(α(·)), polynomial in α(·), for which the condition (5) approaches necessity may be seen in

[84] and [85].

The controllers considered in this dissertation are described by

u(t) = hc(x(t),α(t)) (7)

and the filters by

ẋ f (t) = f f (x f (t),y(t),α(t)) (8)

z f (t) = h f (x f (t),y(t),α(t)) (9)

where hc(·), f f (·) and h f (·) are linear functions. The connection of the filter (8)-(9) with the

system (1)-(3) results in an augmented dynamical system whose state variables are given by the

augmented vector x̃(t) = [x(t) x f (t)]
′, and the output by the estimation error e(t) = z(t)− z f (t).

The discrete-time case follows in a similar way.

With the advance of parameter-dependent Lyapunov functions, linear parameter varying

(LPV) systems have received an increasing attention and attracted many research efforts. LPV

systems have occupied a prominent role in the scientific community, mainly because they are

useful not only in the representation of dynamic models affected by time-varying parameters,

but also to describe certain classes of nonlinear systems [95], [97]. The use of a scheduling rule

for the controller gain results, in several cases, in a better performance of the closed-loop system

when compared with the results obtained by robust structures, that is, with fixed gain. This

fact is related to the adaptive characteristic of the LPV control. For example, consider the

uncertain time-varying discrete-time system

x(k +1) = A(α(k))x(k)+Bu(α(k))u(k) (10)

y(k) = C(α(k))x(k) (11)

The vector of time-varying parameters α(k) belongs to the unit simplex

U =
{

δ ∈R
N :

N

∑
i=1

δi = 1, δi ≥ 0 , i = 1, . . . ,N
}
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for all k ≥ 0 with limited rates of variation, given by

−g(αi(k)) ≤ ∆αi(k) ≤ q(αi(k)), (12)

where g(·) and q(·) are functions to be defined and ∆αi(k) = αi(k +1)−αi(k), i = 1, . . . ,N.

A possible structure for the state feedback control signal is an LPV gain, given by

u(α,x(t)) = K(α(t))x(t) (13)

K(α(t)) =
N

∑
j=1

α jK j ,
N

∑
j=1

α j = 1 , α j ≥ 0, j = 1, . . . ,N (14)

LMI conditions to obtain the matrices K j of the controller (13) that guarantee an upper

bound to the H∞ performance of the system may be obtained by the discrete parameter-

dependent version of the bounded real lemma [37], [117]. The conservatism of these conditions

can be reduced by exploiting the extra variables introduced by using Finsler’s lemma [31].

Finally, with recent technological advances, the extensive use of communication channels in

the control of dynamical systems have become increasingly frequent, [108], [115]. By using a

real-time communication network for exchanging information between the control components

(sensors, actuators, filters, etc), these structures represent an attractive approach in the im-

plementation of distributed and interconnected control systems. The study of strategies for

networked control systems (NCS) has received considerable attention [69], [71], [81], [82], [83],

[104], [114] and will also be addressed in this work.

Detailed Description of the Contents

Chapter 1 presents the preliminary considerations, emphasizing the results used throughout

the other chapters.

Chapter 2 considers the problem of gain-scheduled state feedback control for discrete-time

systems with time-varying parameters. The time-varying parameters are assumed to belong to

the unit simplex and to have bounded rates of variation, which depend on the values of the

parameters and can vary from slow to arbitrarily fast. An augmented state vector is defined

to take into account possible time-delayed inputs, allowing a simplified closed-loop analysis by

means of parameter-dependent Lyapunov functions. A gain-scheduled state feedback controller

that minimizes an upper bound of the H∞ performance of the closed-loop system is proposed.

The design conditions are expressed in terms of bilinear matrix inequalities (BMI) due to the

use of extra variables introduced by the Finsler’s lemma. By fixing some of the extra variables,

the BMIs reduce to LMIs that can be solved using an algorithm based on the alternation of

convex problems. Robust controllers for time-invariant uncertain parameters, as well as gain-

scheduled controllers for arbitrarily time-varying parameters can be obtained as particular cases

of the proposed conditions. As illustrated by numerical examples, the extra variables in the

BMIs can provide better results in terms of the closed-loop H∞ performance. This chapter is
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a preprint of a paper accepted by the International Journal of Robust and Nonlinear Control

and is subject to the John Wiley & Sons, Inc. copyright, http://www.wiley.com/WileyCDA/

Section/id-301464.html. Once the final version is published, the copy of record will be

available at http://www3.interscience.wiley.com/journal/5510/home.

Chapter 3 investigates the problem of controller design for systems with uncertain sampling

rates. The system is controlled through a communication network. The sampling period, within

a given interval, is assumed to be time-varying and a simplified framework for the networked-

induced delay is considered. The overall system is thus described by an uncertain discrete-time

model with time-varying parameters inside a polytope whose vertices are obtained by means

of the Cayley-Hamilton theorem. A digital robust controller that minimizes an upper bound

to the H∞ performance of the closed-loop networked control system is determined. The design

conditions rely on a particular parameter-dependent Lyapunov function and are expressed as

bilinear matrix inequalities in terms of extra matrix variables, which may be explored in the

search for a better system behavior. Numerical examples illustrate the results. This chapter is

a preprint of a paper accepted by the IET Control Theory & Applications and is subject to the

IET copyright, http://www.theiet.org/help/legalnotices.cfm. Once the final version is

published, the copy of record will be available at http://www.ietdl.org/IET-CTA.

Chapter 4 deals with the problem of LPV filter design for time-varying discrete-time poly-

topic systems with bounded rates of variation. The design conditions, expressed as BMIs, are

obtained by using a parameter-dependent Lyapunov function and extra variables for the filter

design. An LPV filter, that minimizes an upper bound to the H∞ performance of the estimation

error, is obtained as the solution of an optimization problem. A more precise geometric repre-

sentation of the parameter time variation was used in order to obtain less conservative design

conditions. Robust filters for time-varying polytopic systems can be obtained as a particular

case of the proposed method. Numerical examples illustrate the results. This chapter is a pre-

print of a paper accepted by the Signal Processing and is subject to the Elsevier B.V. copyright,

http://www.elsevier.com/wps/find/termsconditions.cws_home/termsconditions. Once

the final version is published, the copy of record will be available at http://www.elsevier.

com/wps/find/journaldescription.cws_home/505662/description#description.

Finally, Chapter 5 concludes the dissertation summarizing the results obtained during this

research and presenting some perspectives for future work.



Capı́tulo 1
Resultados Preliminares

O objetivo deste caṕıtulo é introduzir as definições e conceitos úteis na compreensão dos

assuntos que compõem o tema desta tese. Como em todo estudo sistemático de fenômenos

f́ısicos, faz-se necessário apresentar e classificar as ferramentas empregadas na obtenção dos

resultados principais, no caso, os modelos matemáticos, o conceito de estabilidade e o critério

de desempenho. Em geral, a base teórica apresentada neste caṕıtulo é descrita com uma notação

usual e composta por fatos fundamentais do cálculo, da análise e da álgebra linear. Em resumo,

as técnicas de controle utilizadas ao longo deste trabalho reduzem a análise e a śıntese de

controladores e filtros a problemas de otimização envolvendo desigualdades matriciais.

1.1 Conceitos e Definições Gerais

1.1.1 Descrição dos Sistemas

Considere o sistema linear discreto variante no tempo

x(k +1) = A(α(k))x(k)+Bu(α(k))u(k)+Bw(α(k))w(k) (1.1)

y(k) = C(α(k))x(k)+Du(α(k))u(k)+Dw(α(k))w(k) (1.2)

z(k) = C1(α(k))x(k)+Dw1(α(k))w(k) (1.3)

no qual x(k) ∈ R
n representa o vetor de variáveis de estado, u(k) ∈ R

m o vetor de entradas de

controle e w(k) ∈R
r o vetor de rúıdos ℓ2[0,∞). Nos problemas de controle, y(k) ∈R

p é a sáıda

controlada, z(k) ∈R
q não é utilizado, e assume-se acesso completo aos estados. Nos problemas

de filtragem, y(k) é a sáıda medida, Bu(α(k)) e Du(α(k)) são iguais a zero, e z(k) é o sinal a ser

estimado. As matrizes são reais, com dimensões apropriadas, e pertencem ao politopo

P ,











A(α(k)) Bu(α(k)) Bw(α(k))
C(α(k)) Du(α(k)) Dw(α(k))
C1(α(k)) Dw1(α(k)) −



 =
N

∑
i=1

αi(k)





Ai Bui Bwi

Ci Dui Dwi

C1i Dw1i −










(1.4)

15
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O vetor de parâmetros variantes no tempo α(k) pertence ao simplex unitário

U =
{

δ ∈R
N :

N

∑
i=1

δi = 1, δi ≥ 0 , i = 1, . . . ,N
}

para todo k ≥ 0 com taxa de variação dada por

−g(αi(k)) ≤ ∆αi(k) ≤ q(αi(k)), (1.5)

em que ∆αi(k) = αi(k + 1)−αi(k), i = 1, . . . ,N. As funções g(·) e q(·), a serem definidas opor-

tunamente, são utilizadas para modelar os casos em que as matrizes da planta podem variar de

forma arbitrária, ou limitada, dentro do politopo. O caso invariante no tempo se resume em

g(αi(k)) = q(αi(k)) = 0 para todo i = 1, . . . ,N.

Na śıntese de controladores o sinal z(k) não é utilizado e a estrutura geral do sinal de controle

é dada por

u(k) = K(α(k))x(k) (1.6)

O ganho K(α(k)) é projetado de forma a garantir um desempenho satisfatório do sistema em

malha fechada na presença da perturbação w(k).

No caso de filtragem, a estrutura do filtro é dada por

x f (k +1) = A f (α(k))x f (k)+B f (α(k))y(k)

z f (k) = C f (α(k))x f (k)+D f (α(k))y(k)
(1.7)

em que x f (t)∈R
n representa o vetor de variáveis de estado do filtro e z f (t)∈R

q o sinal estimado.

As matrizes do filtro são reais, com dimensões apropriadas, pertencentes ao politopo

F ,

{[
A f (α(k)) B f (α(k))
C f (α(k)) D f (α(k))

]

=
N

∑
i=1

αi(k)

[
A f i B f i

C f i D f i

]

, α(k) ∈ U

}

(1.8)

Os vértices do filtro são projetados de forma a garantir um desempenho satisfatório da dinâmica

do erro de estimação, z(k)− z f (k), na presença da perturbação w(k).

1.1.2 Estabilidade

Considere o sistema (1.1)-(1.2) na forma

x(k +1) = A(α(k))x(k), α(k) ∈ U (1.9)

Definição 1.1 ([8]). O sistema (1.9) é globalmente assintoticamente estável se, para todo

α(k) ∈ U for:

i) Localmente estável: Para todo υ > 0 existe um ς > 0 tal que se ||x(0)|| ≤ ς então

||x(k)|| ≤ υ , ∀k ≥ 0
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ii) Globalmente atrativo: Para todo µ > 0 e ε > 0 existe T (µ,ε) > 0 tal que se ||x(0)|| ≤ µ

então

||x(k)|| ≤ ε, ∀k ≥ T (µ,ε)

A Definição 1.1 pode ser chamada de estabilidade robusta pois a estabilidade local e a atra-

tividade global (itens i) e ii)) precisam ser verificadas para todo α(k) ∈ U . Utilizando funções

de Lyapunov pode-se verificar a estabilidade do sistema (1.9) sem conhecer a sua trajetória x(k).

O lema a seguir traz um resultado nesta linha.

Lema 1.1. A solução nula, x(k) = 0, do sistema (1.9) é globalmente assintoticamente estável

se existir uma função de Lyapunov quadrática no estado

ϑ(x(k),α(k)) = x(k)′P(α(k))x(k)

tal que

ϑ(x(k),α(k)) > 0

e os valores de ϑ(·) sejam decrescentes ao longo da trajetória do sistema (1.9), ou seja

∆ϑ(x(k),α(k)) = ϑ(x(k +1),α(k +1))−ϑ(x(k),α(k)) < 0

para todo x(k) ∈R
n e α(k) ∈ U .

Embora o Lema 1.1 tenha sido apresentado como uma condição apenas suficiente, versões

menos conservadoras podem ser obtidas explorando a estrutura da matriz de Lyapunov P(α(k)),

[64], [84], [85]. Neste trabalho serão consideradas as formas afins em α(k)

P(α(k)) =
N

∑
i=1

αi(k)Pi, α(k) ∈ U (1.10)

e as dependentes de dois instantes de tempo, α(k) e α(k +1)

P(α(k),α(k +1)) =
N

∑
i=1

N

∑
j=1

αi(k)α j(k +1)Pi j, α(k) ∈ U (1.11)

1.1.3 Índice de Desempenho H∞

O desempenho H∞ de um sistema dinâmico coincide, no domı́nio do tempo, com seu ga-

nho ℓ2. Para o sistema (1.1)-(1.2), o desempenho H∞ em relação à entrada de perturbações

w(k) é dado por

γ⋆ , sup
w 6=0

‖y‖2
2

‖w‖2
2

(1.12)

com w ∈ ℓ2[0,∞).



18 Caṕıtulo 1. Resultados Preliminares

As condições de śıntese consideradas nesta tese baseiam-se na minimização de um limitante

superior γ para (1.12). A motivação está em tratar situações de pior caso, nas quais nenhuma

informação sobre o espectro de frequência em que a perturbação atua está dispońıvel. Além

disto, sabe-se que o critério de desempenho H∞ está relacionado com o teorema do ganho

pequeno (do inglês, small-gain theorem), que diz que um laço de realimentação é estável com

ganho ℓ2 finito se o produto entre os ganhos de cada subsistema (o da malha direta e o da

malha de realimentação) for menor ou igual a um ([25]). Dessa forma, controladores e filtros

projetados considerando o critério de desempenho H∞ possuem propriedades de robustez em

relação a funções de transferência não estruturadas que podem modelar, por exemplo, variações

paramétricas e atrasos no tempo.

1.2 LMIs e Lemas Auxiliares

1.2.1 Desigualdades Matriciais Lineares

De uma forma geral, o uso de LMIs na teoria de sistemas e controle é motivado por dois

fatos: formulação convexa dos problemas e solução via algoritmos computacionais em tempo

polinomial. A sua origem está associada aos trabalhos de Lyapunov de 1890 (equação de Lyapu-

nov) e o seu auge ocorre no ińıcio da década de 90 após o surgimento dos algoritmos de pontos

interiores para LMIs [24].

A estrutura geral de uma LMI é dada por

L(x) , L0 +
m

∑
i=1

xiLi > 0 (1.13)

em que x ∈R
m é a variável e as matrizes simétricas Li ∈R

n×n, i = 0, . . . ,m são conhecidas. No

entanto, na forma mais comum encontrada nos problemas envolvendo LMIs as variáveis são

matrizes, como na desigualdade de Lyapunov abaixo

A′PA−P < 0 (1.14)

em que P = P′ > 0 é a variável matricial. Conforme mencionado em [24], a forma condensada

(1.14), além de reduzir a notação, pode eventualmente levar a uma computação mais eficiente

do resultado.

1.2.2 Complemento de Schur

O complemento de Schur, largamente utilizado neste trabalho, é útil na transformação de

desigualdades matriciais não-lineares em LMIs, conforme descrito abaixo.

Lema 1.2 (Complemento de Schur). O conjunto de desigualdades matriciais não-lineares

{
A11 > 0, A22 > A′

12A−1
11 A12

}
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em que A11 = A′
11 e A22 = A′

22, é equivalente à seguinte LMI

[
A11 A12

A′
12 A22

]

> 0 (1.15)

Permutando linhas e colunas na matriz acima, tem-se ainda que (1.15) é equivalente ao conjunto

{
A22 > 0, A11 > A12A−1

22 A′
12

}

1.2.3 Estabilidade e Índice de Desempenho

O Lema 1.1 pode ser reescrito conforme a seguir.

Lema 1.3. A solução nula do sistema (1.9) é globalmente assintoticamente estável se existir

uma matrix de Lyapunov dependente de parâmetro

P(α(k)) = P(α(k))′ > 0 (1.16)

tal que

A(α(k))′P(α(k +1))A(α(k))−P(α(k)) < 0 (1.17)

para todo α(k) ∈ U .

Demonstração: Multiplicando a desigualdade (1.17) pela direita por x(k) e pela esquerda por

x(k)′ tem-se

x(k)′A(α(k))′
︸ ︷︷ ︸

x(k+1)′

P(α(k +1))A(α(k))x(k)
︸ ︷︷ ︸

x(k+1)

−x(k)′P(α(k))x(k) < 0

que é equivalente a ∆ϑ(x(k),α(k)) < 0 para ϑ(x(k),α(k)) = x(k)′P(α(k))x(k). Por último,

P(α(k)) = P(α(k))′ > 0 garante ϑ(x(k),α(k)) > 0 e de acordo com o Lema 1.1 a solução nula de

(1.9) é globalmente assintoticamente estável para todo α(k) ∈ U .

Condições LMIs para cálculo do desempenho H∞ do sistema (1.1)-(1.2) em relação à entrada

de perturbações w(k) podem ser obtidas pela versão discreta dependente de parâmetros do

bounded real lemma conforme apresentado em [29], [37]. Uma variante desse resultado é dada a

seguir.

Lema 1.4. Para um dado γ, se existir uma matriz Q(α(k))′ = Q(α(k)) > 0 tal que







−Q(α(k)) Q(α(k))A(α(k))′ Q(α(k))C(α(k))′ 0

(⋆) −Q(α(k +1)) 0 Bw(α(k))
(⋆) (⋆) −γI Dw(α(k))
(⋆) (⋆) (⋆) −γI







< 0 (1.18)

para todo α(k)∈U , então o sistema (1.1)-(1.2), com Bu(α(k)) = 0 e Du(α(k)) = 0, é globalmente

assintoticamente estável com um limitante superior γ para o desempenho H∞.
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Demonstração: A garantia de estabilidade assintótica global com um limitante superior para

o desempenho H∞ do sistema (1.1)-(1.2) resume-se na estabilidade assintótica de A(α(k)) e na

existência de uma função de Lyapunov ϑ(x(k),α(k)) tal que

∆ϑ(x(k),α(k)) < −γ−1y(k)′y(k)+ γw(k)′w(k) (1.19)

para todo x(k) ∈R
n e w(k) ∈R

r. A validade de (1.18) garante
[
−Q(α(k)) Q(α(k))A(α(k))′

(⋆) −Q(α(k +1))

]

< 0

que é equivalente, aplicando-se o complemento de Schur, às desigualdades (1.16)-(1.17) com

P(·) = Q(·)−1. Logo, de acordo com o Lema 1.3, assegura-se a estabilidade global assintótica do

sistema (1.1)-(1.2).

Permutando linhas e colunas em (1.18) tem-se






−Q(α(k)) 0 Q(α(k))C(α(k))′ Q(α(k))A(α(k))′

(⋆) −γI Dw(α(k))′ Bw(α(k))′

(⋆) (⋆) −γI 0

(⋆) (⋆) (⋆) −Q(α(k +1))







< 0 (1.20)

Multiplicando os dois lados de (1.20) por

T = diag([P(α(k)), I, I, P(α(k +1))])

com Q(α(k)) = P(α(k))−1 e Q(α(k +1)) = P(α(k +1))−1, tem-se






−P(α(k)) 0 C(α(k))′ A(α(k))′P(α(k +1))
(⋆) −γI Dw(α(k))′ Bw(α(k))′P(α(k +1))
(⋆) (⋆) −γI 0

(⋆) (⋆) (⋆) −P(α(k +1))







< 0 (1.21)

Aplicando o complemento de Schur em (1.21) tem-se
[

m11 m12

(⋆) m22

]

< 0 (1.22)

com

m11 = A(α(k))′P(α(k +1))A(α(k))−P(α(k))+C(α(k))′γ−1C(α(k))

m12 = A(α(k))′P(α(k +1))Bw(α(k))+C(α(k))′γ−1Dw(α(k))

m22 = Bw(α(k))′P(α(k +1)Bw(α(k)))+Dw(α(k))′γ−1Dw(α(k))− Iγ

Por último, para ϑ(x(k),α(k)) = x(k)′P(α(k))x(k), multiplicando a desigualdade (1.22) a

direita por [x(k)′ w(k)′]′ e a esquerda pelo transposto tem-se (1.19).

Vale enfatizar que o Lema 1.4 fornece uma condição suficiente para verificar a estabilidade

de um sistema discreto variante no tempo com um dado limitante superior para o desempenho

H∞ em relação a perturbações ℓ2[0,∞). Trata-se do ponto de partida para os resultados obtidos

nos caṕıtulos subsequentes.
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1.2.4 Lema de Finsler e Extensões

A redução do conservadorismo das condições apresentadas na subseção anterior pode ser

obtida explorando variáveis extras introduzidas ao se utilizar o lema de Finsler.

Lema 1.5 ([31]). Seja ξ ∈R
a, Q = Q′ ∈R

a×a, B ∈R
b×a com posto (B) < a, e B⊥ uma base

para o espaço nulo de B (i.e. BB⊥ = 0). As seguintes condições são equivalentes:

i) ξ ′Qξ < 0, ∀Bξ = 0, ξ 6= 0;

ii) B⊥′
QB⊥ < 0;

iii) ∃ µ ∈R : Q−µB′B < 0;

iv) ∃ X ∈R
a×b : Q +X B +B′X ′ < 0.

O lema de Finsler tem sido bastante utilizado na teoria de controle. Conforme mencionado

em [31] e [99], em vários casos a motivação está na eliminação de variáveis em desigualdades

matriciais, o que pode ser feito, por exemplo, ao se utilizar a equivalência iv) ⇒ ii) na qual a

variável X é eliminada. Em outros casos, como os estudados nesta tese, o interesse é exatamente

o contrário: introduzir variáveis extras com o intuito de aumentar o grau de liberdade durante a

busca por soluções fact́ıveis. Para tais situações, parte-se de condições descritas como em i), ii)

para condições na forma iii) e iv) com a introdução das variáveis extras µ e X . Em particular,

o Lema 1.4 pode ser reescrito utilizando o item ii) do lema de Finsler conforme a seguir.

Lema 1.6. Para um dado γ, se existir uma matriz P(α(k))′ = P(α(k)) > 0 tal que

B
⊥′

QB
⊥ < 0 (1.23)

para todo α(k) ∈ U , em que

B
⊥ =





A(α(k)) Bw(α(k))
I 0

0 I



 ,

Q =





P(α(k)) 0 0

(⋆) −P(α(k))+C(α(k))′C(α(k))γ−1 C(α(k))′D(α(k))γ−1

(⋆) (⋆) D(α(k))′D(α(k))γ−1 − γI





então o sistema (1.1)-(1.2), com Bu(α(k)) = 0 e Du(α(k)) = 0, é globalmente assintoticamente

estável com um limitante superior γ para o desempenho H∞.

Demonstração: Desenvolvendo o produto matricial em (1.23) tem-se

B
⊥′

QB
⊥ =

[
V11 A(α(k))′P(α(k +1))Bw(α(k))+C(α(k))′Dw(α(k))γ−1

(⋆) Bw(α(k))′P(α(k +1))Bw(α(k))+D(α(k))′D(α(k))γ−1 − γI

]

< 0 (1.24)
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em que

V11 = A(α(k))′P(α(k +1))A(α(k))−P(α(k))+C(α(k))′C(α(k))γ−1

Aplicando o complemento de Schur em (1.24) obtém-se






−P(α(k)) 0 C(α(k))′ A(α(k))′

(⋆) −γI D(α(k))′ Bw(α(k))′

(⋆) (⋆) −γI 0

(⋆) (⋆) (⋆) −P(α(k +1))−1







< 0 (1.25)

Multiplicando os dois lados de (1.25) por

T = diag([P(α(k))−1, I, I, I])

com Q(α(k)) = P(α(k))−1 e Q(α(k +1)) = P(α(k +1))−1, tem-se






−Q(α(k)) 0 Q(α(k))C(α(k))′ Q(α(k))A(α(k))′

(⋆) −γI D(α(k))′ Bw(α(k))′

(⋆) (⋆) −γI 0

(⋆) (⋆) (⋆) −Q(α(k +1))−1







< 0 (1.26)

que é equivalente, permutando linhas e colunas, à desigualdade (1.18) do Lema 1.4.

Finalmente, explorando a variável extra X do item iv) do lema de Finsler é posśıvel obter

condições menos conservadoras para o Lema 1.6. A idéia central consiste em definir estruturas

particulares, dependentes do parâmetro α(k), para a matriz X . Note que a equivalência entre

os itens no lema de Finsler (ou seja, seu caráter necessário e suficiente) perde a validade ao se

restringir a estrutura de suas variáveis. Ainda assim é posśıvel obter condições apenas suficientes

que fornecem resultados satisfatórios para os problemas de śıntese (conforme elucidado nos

próximos caṕıtulos). O próximo lema fornece uma condição menos conservadora que a do

Lema 1.6 utilizando a condição iv) do lema de Finsler.

Lema 1.7. Para um dado γ, se existirem matrizes P(α(k))′ = P(α(k)) > 0 e X tais que

Q +X B +B
′
X

′ < 0 (1.27)

para todo α(k) ∈ U , em que Q é dado conforme no Lema 1.6 e

B =
[
−I A(α(k)) Bw(α(k))

]

então o sistema (1.1)-(1.2), com Bu(α(k)) = 0 e Du(α(k)) = 0, é globalmente assintoticamente

estável com um limitante superior γ para o desempenho H∞.

Demonstração: Multiplicando a desigualdade (1.27) a direita por B⊥ e a esquerda por B⊥′
,

com B⊥ definido conforme no Lema 1.6, tem-se

B
⊥′

QB
⊥ < 0

uma vez que BB⊥ = 0.
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1.2.5 Visão Geral dos Resultados

De uma forma geral, as contribuições deste trabalho estão apoiadas em três pontos: utilização

de funções de Lyapunov dependentes de parâmetros, utilização de variáveis extras introduzidas

pelo lema de Finsler e modelagem das taxas de variação do parâmetro α(k). Foram considera-

dos os problemas de śıntese de controladores por realimentação de estado com ganhos fixos e

escalonados, e śıntese de filtros lineares robustos e variantes com parâmetros.

Para a śıntese de controladores com ganhos escalonados foram utilizados uma função de

Lyapunov afim nos parâmetros, conforme em (1.10), a variável extra X com a estrutura

X = [F(α(k))′ F(α(k))′G(α(k +1))′ F(α(k))′H(α(k +1))′]′ (1.28)

e um modelo para variação paramétrica dado por

• para 0 ≤ b ≤ 0.5

g(αi(k)) =







αi se αi ≤ b

b se b ≤ αi ≤ 1−b

b se 1−b ≤ αi

q(αi(k)) =







b se αi ≤ b

b se b ≤ αi ≤ 1−b

1−αi se 1−b ≤ αi

• para 1 ≥ b ≥ 0.5

g(αi(k)) =







αi se αi ≤ 1−b

αi se 1−b ≤ αi ≤ b

b se b ≤ αi

q(αi(k)) =







b se αi ≤ 1−b

1−αi se 1−b ≤ αi ≤ b

1−αi se b ≤ αi

em que b∈ [0,1] é uma constante fornecida. Note que b = 0 modela sistemas invariantes no tempo

e b = 1 sistemas arbitrariamente variantes no tempo. Uma estrutura simplificada, baseada em

um dispositivo de memória, foi considerada para tratar posśıveis atrasos na entrada de controle.

O procedimento consiste em aumentar o vetor de estados, adicionando os valores armazenados

em memória, e prosseguir com a análise de forma análoga ao caso sem atraso, porém com um

sistema aumentado. Trata-se de uma abordagem viável para magnitudes pequenas de atraso.

Este assunto é o tópico do Caṕıtulo 2 que trata de sistemas LPVs.

Para a śıntese de controladores robustos (ganhos fixos), foram utilizados uma função de

Lyapunov dependente de dois instantes de tempo, conforme em (1.11), a variável extra X com

a estrutura

X = [F ′ F ′G(α(k +1))′ F ′H(α(k +1))′]′ (1.29)

e um modelo para variação paramétrica dado por g(αi(k)) = αi(k) e q(αi(k)) = (1−αi(k)), ou

seja, variações arbitrariamente rápidas. O objetivo consiste em estabilizar sistemas dinâmicos

por meio de redes de comunicação. Foram consideradas taxas de amostragem variantes no tempo

e a presença de atrasos pasśıveis de serem tratados com o uso de memória no controlador (análogo

ao caso anterior). Este assunto é o tópico do Caṕıtulo 3 que trata de sistemas amostrados com

taxas incertas.
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Para a śıntese de filtros lineares variantes com parâmetros foram utilizadas tanto funções de

Lyapunov afins nos parâmetros quanto dependentes de dois instantes de tempo. A estrutura

adotada para a variável extra X é mostrada a seguir

X = [F ′ F ′T G(β )′T−1 F ′T H(β )′]′ (1.30)

e o modelo para variação paramétrica é igual ao caso dos controladores com ganho escalonado.

Este assunto é o tópico do Caṕıtulo 4 que também apresenta condições de śıntese de filtros

robustos.

Note que todos os resultados fazem uso da variável extra X introduzida pelo lema de Finsler.

Especificamente, a obtenção das condições de śıntese, apresentadas nos caṕıtulos subsequentes,

está baseada no Lema 1.7 e as condições de śıntese são apresentadas na forma de BMIs devido à

estrutura adotada para a variável X . No entanto, condições LMIs podem ser obtidas por meio

de escolhas particulares para as matrizes G(·) e H(·) em X . Este fato será explorado na busca

pelo menor valor do limitante superior γ do desempenho H∞ em um processo que consiste na

alternância entre problemas de otimização convexos descritos por LMIs.

Por último, a principal diferença entre os resultados apresentados nos caṕıtulos 2, 3 e 4 está

na combinação adotada para a estrutura de X , o tipo de função de Lyapunov e o modelo para

as taxas de variação em cada aplicação espećıfica: controle robusto por rede de comunicação,

controle com ganho escalonado e filtragem robusta e LPV.



Chapter 1
Preliminary Results

The aim of this chapter is to introduce the definitions and concepts useful in understanding

the subject of this thesis. As in any systematic study of physical phenomena, it is necessary

to present and classify the tools used to obtain the main results that are, in the case of this

work, the mathematical models, the concept of stability and performance criteria. In general,

the theoretical basis presented in this chapter is described with a usual notation, consisting of

basic facts from the calculus, analysis and linear algebra. In summary, the techniques employed

throughout this work reduce the analysis and synthesis of controllers and filters to optimization

problems involving matrix inequalities.

1.1 Concepts and General Definitions

1.1.1 System Description

Consider the linear discrete-time time-varying system

x(k +1) = A(α(k))x(k)+Bu(α(k))u(k)+Bw(α(k))w(k) (1.1)

y(k) = C(α(k))x(k)+Du(α(k))u(k)+Dw(α(k))w(k) (1.2)

z(k) = C1(α(k))x(k)+Dw1(α(k))w(k) (1.3)

where x(k) ∈R
n represents the vector of state variables, u(k) ∈R

m the vector of control inputs

and w(k)∈R
r the vector of ℓ2[0,∞) noise. In control problems, y(k)∈R

p is the controlled output,

z(k) ∈R
q is not used, and it is assumed full access to the states. In filtering problem, y(k) is the

measured output, Bu(α(k)) and Du(α(k)) are zero, and z(k) is the signal to be estimated. The

matrices are real, with appropriate dimensions, and belonging to the polytope

P ,











A(α(k)) Bu(α(k)) Bw(α(k))
C(α(k)) Du(α(k)) Dw(α(k))
C1(α(k)) Dw1(α(k)) −



 =
N

∑
i=1

αi(k)





Ai Bui Bwi

Ci Dui Dwi

C1i Dw1i −










(1.4)

25
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The vector of time-varying parameters α(k) belongs to the unit simplex

U =
{

δ ∈R
N :

N

∑
i=1

δi = 1, δi ≥ 0 , i = 1, . . . ,N
}

for all k ≥ 0 with rates of variation given by

−g(αi(k)) ≤ ∆αi(k) ≤ q(αi(k)), (1.5)

where ∆αi(k) = αi(k + 1)−αi(k), i = 1, . . . ,N. The functions g(·) and q(·), to be appropriately

defined later on, are used to model the cases where the matrices of the plant may vary in an

arbitrary, or limited, way within the polytope. The time-invariant case is modeled by g(αi(k)) =

q(αi(k)) = 0 for all i = 1, . . . ,N.

For controller design, the signal z(k) is not used and the general structure of the control

signal is given by

u(k) = K(α(k))x(k) (1.6)

The gain K(α(k)) is designed to insure satisfactory performance of the closed-loop system in

the presence of the disturbance w(k).

In the filtering case, the structure of the filter is given by

x f (k +1) = A f (α(k))x f (k)+B f (α(k))y(k)

z f (k) = C f (α(k))x f (k)+D f (α(k))y(k)
(1.7)

where x f (t)∈R
n represents the vector of the filter state variables and z f (t)∈R

q the signal to be

estimated. The filter matrices are real, with appropriate dimensions, belonging to the polytope

F ,

{[
A f (α(k)) B f (α(k))
C f (α(k)) D f (α(k))

]

=
N

∑
i=1

αi(k)

[
A f i B f i

C f i D f i

]

, α(k) ∈ U

}

(1.8)

The vertices of the filter are designed to ensure satisfactory performance of the dynamics of the

estimation error, z(k)− z f (k), in the presence of the disturbance w(k).

1.1.2 Stability

Consider the system (1.1)-(1.2) in the form

x(k +1) = A(α(k))x(k), α(k) ∈ U (1.9)

Definition 1.1 ([8]). The system (1.9) is said to be globally asymptotically stable if, for all

α(k) ∈ U , it is:

i) Locally Stable: For all υ > 0 there exists ς > 0 such that if ||x(0)|| ≤ ς then

||x(k)|| ≤ υ , ∀k ≥ 0
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ii) Globally Attractive: For all µ > 0 and ε > 0 there exists T (µ,ε) > 0 such that if ||x(0)|| ≤ µ

then

||x(k)|| ≤ ε, ∀k ≥ T (µ,ε)

Definition 1.1 refers to robust stability since the local stability and the global attractiveness

(item i) and ii)) must be checked for every α(k) ∈ U . Using Lyapunov functions, the stability

of system (1.9) may be checked without knowing its trajectory x(k). The lemma below provides

a result along this line.

Lemma 1.1. The null solution, x(k) = 0, of system (1.9) is globally asymptotically stable if

there exists a quadratic in the state Lyapunov function

ϑ(x(k),α(k)) = x(k)′P(α(k))x(k)

such that

ϑ(x(k),α(k)) > 0

and the values of ϑ(·) are decreasing along the trajectory of the system (1.9), that is

∆ϑ(x(k),α(k)) = ϑ(x(k +1),α(k +1))−ϑ(x(k),α(k)) < 0

for all x(k) ∈R
n and α(k) ∈ U .

Although Lemma 1.1 has been presented as a sufficient condition, less conservative versions

may be obtained by exploring the structure of the Lyapunov matrix P(α(k)), [64], [84], [85].

This work will consider the forms affine in α(k)

P(α(k)) =
N

∑
i=1

αi(k)Pi, α(k) ∈ U (1.10)

and dependent on two instants of time (path-dependent), α(k) and α(k +1)

P(α(k),α(k +1)) =
N

∑
i=1

N

∑
j=1

αi(k)α j(k +1)Pi j, α(k) ∈ U (1.11)

1.1.3 H∞ Index of Performance

The H∞ index of performance of a dynamic system coincides, in the time domain, with its

ℓ2 gain. For system (1.1)-(1.2), the H∞ performance with respect to the input w(k) is given by

γ⋆ , sup
w 6=0

‖y‖2
2

‖w‖2
2

(1.12)

where w ∈ ℓ2[0,∞).

The design conditions considered in this dissertation are based on the minimization of an

upper bound γ to (1.12). The motivation is to address the worst scenario in which no information
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on the frequency range where the disturbance acts is available. Moreover, it is known that the

H∞ index of performance is related to the small gain theorem which states that a feedback loop

is stable with a finite ℓ2 gain if the product between the gains of each subsystem (the one in the

open loop and the one in the feedback loop) is less than or equal to one ([25]). Thus, controllers

and filters designed considering the H∞ index of performance will present a certain degree of

robustness against unstructured transfer functions that can model, as for instance, parametric

variations and time delays.

1.2 LMIs and Auxiliary Lemmas

1.2.1 Linear Matrix Inequalities

In general, the use of LMIs in system and control theory is motivated by two facts: convex

formulation and solution of problems by computer algorithms in polynomial time. Its origin is

associated with the work of Lyapunov in 1890 (the Lyapunov equation) and its peak occurred

at the beginning of the 1990s after the advent of interior point algorithms for LMIs [24].

The general structure of an LMI is given by

L(x) , L0 +
m

∑
i=1

xiLi > 0 (1.13)

where x ∈ R
m is the variable and the symmetric matrices Li ∈ R

n×n, i = 0, . . . ,m are known.

However, it is more common to fiund LMI problems in which the variables are matrices, as in

the Lyapunov inequality below

A′PA−P < 0 (1.14)

where P = P′ > 0 is the matrix variable. As mentioned in [24], the condensed form (1.14), in

addition to saving notation, may lead to more efficient computation.

1.2.2 Schur’s Complement

The Schur’s complement, widely used in this work, is useful in transforming a set of non-

linear matrix inequalities into LMIs, as described below.

Lemma 1.2 (Schur’s Complement). The set of non-linear matrix inequalities

{
A11 > 0, A22 > A′

12A−1
11 A12

}

in which A11 = A′
11 and A22 = A′

22, is equivalent to the following LMI
[

A11 A12

A′
12 A22

]

> 0 (1.15)

Exchanging rows and columns in the matrix above, it follows that (1.15) is equivalent to the set

{
A22 > 0, A11 > A12A−1

22 A′
12

}
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1.2.3 Stability and Index of Performance

Lemma 1.1 can be rewritten as shown below.

Lemma 1.3. The null solution of system (1.9) is globally asymptotically stable if there exists

a parameter-dependent Lyapunov matrix

P(α(k)) = P(α(k))′ > 0 (1.16)

such that

A(α(k))′P(α(k +1))A(α(k))−P(α(k)) < 0 (1.17)

for all α(k) ∈ U .

Proof: Multiply inequality (1.17) on the right by x(k) and on the left by x(k)′ in order to obtain

x(k)′A(α(k))′
︸ ︷︷ ︸

x(k+1)′

P(α(k +1))A(α(k))x(k)
︸ ︷︷ ︸

x(k+1)

−x(k)′P(α(k))x(k) < 0

which is equivalent to ∆ϑ(x(k),α(k))< 0 with ϑ(x(k),α(k))= x(k)′P(α(k))x(k). Finally, P(α(k))=

P(α(k))′ > 0 assures ϑ(x(k),α(k)) > 0 and, in accordance with Lemma 1.1, the null solution of

(1.9) is globally asymptotically stable for all α(k) ∈ U .

LMI conditions for calculating the H∞ performance of system (1.1)-(1.2) with respect to the

input w(k) may be obtained by the discrete parameter-dependent version of the bounded real

lemma as shown in [29], [37]. A variant of this result is given below.

Lemma 1.4. For a given γ, if there exist a matrix Q(α(k))′ = Q(α(k)) > 0 such that







−Q(α(k)) Q(α(k))A(α(k))′ Q(α(k))C(α(k))′ 0

(⋆) −Q(α(k +1)) 0 Bw(α(k))
(⋆) (⋆) −γI Dw(α(k))
(⋆) (⋆) (⋆) −γI







< 0 (1.18)

for all α(k) ∈ U , then system (1.1)-(1.2), with Bu(α(k)) = 0 and Du(α(k)) = 0, is globally

asymptotically stable with an upper bound γ to the H∞ performance.

Proof: The guarantee of global asymptotic stability of system (1.1)-(1.2) with an upper bound

on the H∞ performance can be summarized by the asymptotic stability of A(α(k)) and by the

existence of a Lyapunov function ϑ(x(k),α(k)) such that

∆ϑ(x(k),α(k)) < −γ−1y(k)′y(k)+ γw(k)′w(k) (1.19)

for all x(k) ∈R
n e w(k) ∈R

r. The validity of (1.18) ensures

[
−Q(α(k)) Q(α(k))A(α(k))′

(⋆) −Q(α(k +1))

]

< 0
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that is equivalent, applying the Schur’s complement, to the inequalities (1.16)-(1.17) with

P(·) = Q(·)−1. Therefore, according to Lemma 1.3, (1.18) ensures global asymptotic stability of

system (1.1)-(1.2).

By appropriately, exchanging rows and columns in (1.18) it follows that







−Q(α(k)) 0 Q(α(k))C(α(k))′ Q(α(k))A(α(k))′

(⋆) −γI Dw(α(k))′ Bw(α(k))′

(⋆) (⋆) −γI 0

(⋆) (⋆) (⋆) −Q(α(k +1))







< 0 (1.20)

Multiplying both sides of (1.20) by

T = diag([P(α(k)), I, I, P(α(k +1))])

with Q(α(k)) = P(α(k))−1 and Q(α(k +1)) = P(α(k +1))−1, one has







−P(α(k)) 0 C(α(k))′ A(α(k))′P(α(k +1))
(⋆) −γI Dw(α(k))′ Bw(α(k))′P(α(k +1))
(⋆) (⋆) −γI 0

(⋆) (⋆) (⋆) −P(α(k +1))







< 0 (1.21)

Applying the Schur’s complement in (1.21) it follows that

[
m11 m12

(⋆) m22

]

< 0 (1.22)

with

m11 = A(α(k))′P(α(k +1))A(α(k))−P(α(k))+C(α(k))′γ−1C(α(k))

m12 = A(α(k))′P(α(k +1))Bw(α(k))+C(α(k))′γ−1Dw(α(k))

m22 = Bw(α(k))′P(α(k +1)Bw(α(k)))+Dw(α(k))′γ−1Dw(α(k))− Iγ

Finally, considering ϑ(x(k),α(k)) = x(k)′P(α(k))x(k), multiply inequality (1.22) on the right

by [x(k)′ w(k)′]′ and on the left by its transpose, in order to yield (1.19) concluding the proof.

It is worth emphasizing that Lemma 1.4 provides a sufficient condition to verify the stabi-

lity of a time-varying discrete-time system with a given upper bound on the H∞ performance

with respect to ℓ2[0,∞) disturbances. This is the starting point for the results obtained in the

subsequent chapters.

1.2.4 Finsler’s Lemma and Extensions

The reduction of the conservatism in the conditions presented in the previous subsection

may be obtained by exploiting the extra variables introduced when using the Finsler’s lemma.

Lemma 1.5 ([31]). Let ξ ∈R
a, Q = Q′ ∈R

a×a, B ∈R
b×a with rank(B) < a, and B⊥ a basis

for the null space of B (that is, BB⊥ = 0). The following statements are equivalents:
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i) ξ ′Qξ < 0, ∀Bξ = 0, ξ 6= 0;

ii) B⊥′
QB⊥ < 0;

iii) ∃ µ ∈R : Q−µB′B < 0;

iv) ∃ X ∈R
a×b : Q +X B +B′X ′ < 0.

Finsler’s lemma has been widely used in control theory. As mentioned in [31] and [99], in

many cases the motivation is to eliminate design variables in matrix inequalities, which may be

done for example, by using the equivalence iv) ⇒ ii) in which the variable X is eliminated. In

other cases, such as those studied in this thesis, the aim is exactly the opposite: to introduce

extra variables in order to increase the degree of freedom during the search for feasible solutions.

In such situations, one translates from the conditions described in i), ii) to the conditions in

the form of iii) and iv) with the introduction of the extra variables µ and X . In particular,

Lemma 1.4 may be rewritten using item ii) of Finsler’s lemma as follows.

Lemma 1.6. For a given γ, if there exists a matrix P(α(k))′ = P(α(k)) > 0 such that

B
⊥′

QB
⊥ < 0 (1.23)

for all α(k) ∈ U , with

B
⊥ =





A(α(k)) Bw(α(k))
I 0

0 I



 ,

Q =





P(α(k)) 0 0

(⋆) −P(α(k))+C(α(k))′C(α(k))γ−1 C(α(k))′D(α(k))γ−1

(⋆) (⋆) D(α(k))′D(α(k))γ−1 − γI





then system (1.1)-(1.2), with Bu(α(k)) = 0 and Du(α(k)) = 0, is globally asymptotically stable

with an upper bound γ to the H∞ performance.

Proof: Developing the matrix product in (1.23) one has

B
⊥′

QB
⊥ =

[
V11 A(α(k))′P(α(k +1))Bw(α(k))+C(α(k))′Dw(α(k))γ−1

(⋆) Bw(α(k))′P(α(k +1))Bw(α(k))+D(α(k))′D(α(k))γ−1 − γI

]

< 0 (1.24)

where

V11 = A(α(k))′P(α(k +1))A(α(k))−P(α(k))+C(α(k))′C(α(k))γ−1

Applying the Schur’s complement in (1.24) it follows that







−P(α(k)) 0 C(α(k))′ A(α(k))′

(⋆) −γI D(α(k))′ Bw(α(k))′

(⋆) (⋆) −γI 0

(⋆) (⋆) (⋆) −P(α(k +1))−1







< 0 (1.25)
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Multiplying both sides of (1.25) by

T = diag([P(α(k))−1, I, I, I])

with Q(α(k)) = P(α(k))−1 and Q(α(k +1)) = P(α(k +1))−1, one has







−Q(α(k)) 0 Q(α(k))C(α(k))′ Q(α(k))A(α(k))′

(⋆) −γI D(α(k))′ Bw(α(k))′

(⋆) (⋆) −γI 0

(⋆) (⋆) (⋆) −Q(α(k +1))−1







< 0 (1.26)

that is equivalent, exchanging appropriately rows and columns, to inequality (1.18) of Lemma 1.4.

Finally, by exploring the extra variable X in Finsler’s lemma (item iv)), it is possible

to obtain less conservative conditions for Lemma 1.6. The main idea is to define particular

structures, dependent on the parameter α(k), for matrix X . Note that the equivalence between

the items in Finsler’s lemma (that is, its necessary and sufficient characteristic) loses its validity

if the variable structure is constrained. It will however be possible to obtain sufficient conditions

that provide satisfactory results for design problems (as will be clarified in next chapters). The

next lemma provides a condition less conservative than Lemma 1.6 by using condition iv) of

Finsler’s lemma.

Lemma 1.7. For a given γ, if there exist matrices P(α(k))′ = P(α(k)) > 0 and X such that

Q +X B +B
′
X

′ < 0 (1.27)

for all α(k) ∈ U , where Q is given as in Lemma 1.6 and

B =
[
−I A(α(k)) Bw(α(k))

]

then system (1.1)-(1.2), with Bu(α(k)) = 0 and Du(α(k)) = 0, is globally asymptotically stable

with an upper bound γ to the H∞ performance.

Proof: Multiplying inequality (1.27) on the right by B⊥ and on the left by B⊥′
, with B⊥

defined as in Lemma 1.6, one has

B
⊥′

QB
⊥ < 0

since BB⊥ = 0.

1.2.5 General Overview of the Results

In general, the contributions of this work are summarized in three main concepts: the use

of parameter-dependent Lyapunov functions, the use of extra variables introduced by Finsler’s

lemma and in the parametric variation modeling of α(k). The results are illustrated on the
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problem of synthesis of state feedback controllers with fixed and LPV gains, and the problem

of synthesis of robust and LPV filters.

For the synthesis of LPV controllers, we use an affine Lyapunov function, as in (1.10), the

extra variable X with the structure

X = [F(α(k))′ F(α(k))′G(α(k +1))′ F(α(k))′H(α(k +1))′]′ (1.28)

and a model for the parametric variation given by

• for 0 ≤ b ≤ 0.5

g(αi(k)) =







αi if αi ≤ b

b if b ≤ αi ≤ 1−b

b if 1−b ≤ αi

q(αi(k)) =







b if αi ≤ b

b if b ≤ αi ≤ 1−b

1−αi if 1−b ≤ αi

• for 1 ≥ b ≥ 0.5

g(αi(k)) =







αi if αi ≤ 1−b

αi if 1−b ≤ αi ≤ b

b if b ≤ αi

q(αi(k)) =







b if αi ≤ 1−b

1−αi if 1−b ≤ αi ≤ b

1−αi if b ≤ αi

where b ∈ [0,1] is a given constant. Note that b = 0 models time-invariant systems and b = 1

arbitrarily time-varying systems. A simplified structure, based on a memory device, is considered

in order to deal with possible delays in the control input. The procedure consists of augmenting

the state vector, adding the values stored in memory, and proceeding with the analysis for the

augmented system. This approach is feasible for small magnitudes of delay. This topic is covered

in Chapter 2, which deals with LPV systems.

For the synthesis of robust controllers (fixed gain), we use a Lyapunov function dependent

on two instants of time, as in (1.11), the extra variable X with the structure

X = [F ′ F ′G(α(k +1))′ F ′H(α(k +1))′]′ (1.29)

and a model for the parametric variation given by g(αi(k)) = αi(k) and q(αi(k)) = (1−αi(k)),

that is, arbitrarily rates of variation. The aim is to stabilize dynamic systems across communi-

cation networks. We consider time-varying sampling rates, and time delays that can be treated

with the use of memory controllers (similar to the previous case). This topic is covered in

Chapter 3, which deals with systems with uncertain sampling rates.

For the synthesis of LPV filters we use both affine Lyapunov functions, as well as Lyapunov

functions that depend two instants of time. The structure chosen for the extra variable X is

shown below

X = [F ′ F ′T G(β )′T−1 F ′T H(β )′]′ (1.30)

and the model for the parametric variation is the same as it was in the case of LPV controllers.

This topic is covered in Chapter 4, which also presents conditions for the design of robust filters.
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Note that all results use the extra variable X introduced by Finsler’s lemma. Specifically,

the design conditions presented in the subsequent chapters are based on Lemma 1.7 and lead

to BMIs due to the structure chosen for the variable X . However, LMI conditions may be

obtained with particular choices for matrices G(·) and H(·) in X . This fact is explored in the

search for lower values of the upper bound γ to the H∞ performance, in an algorithmic process

that consists of alternating between convex optimization problems described by LMIs.

Finally, the main difference between the results presented in chapters 2, 3 and 4 is in the

combination used for the structure of X , the type of Lyapunov functions, and the model for the

rates of variation in each specific application: robust networked control, gain-scheduled control

and robust and LPV filtering.



Chapter 2
A BMI approach for H∞ gain scheduling of

discrete time-varying systems

2.1 Introduction

One cannot deny the fact that gain scheduling has become an important topic within con-

trol system theory [67], [95]. As shown in [62], this technique can extend the validity of the

linearization approach of nonlinear systems to a range of operating points. Consequently, gain

scheduled controllers are guaranteed to work in a larger region instead of only in a certain

neighborhood of a single operating point. The main idea is to model the system in such a way

that the different operating points are parametrized by one or more variables, commonly called

scheduling variables [62]. Stability is then assured by a closed-loop Lyapunov function and a

family of linear controllers, whose parameters are changed in accordance with the scheduling

rules. Although there are many articles addressing the topic of gain scheduling, we call the

readers’ attention to the references [2], [3], [98].

The use of linear parameter varying (LPV) structures to model certain classes of nonlinear

systems has provided an interesting framework for gain scheduling control by means of convex

optimization [23], [93], [95], [97]. It is worth mentioning that the state-space dynamic matrices of

LPV systems depend on time-varying parameters that are assumed to be measured online. The

use of such parameters in defining scheduling rules, brings extra information during the design

step that may lead to less conservative results when compared to robust control strategies.

Lyapunov theory has been extensively used as the main tool to deal with the synthesis of

gain-scheduled controllers. In many cases, it might be possible to express the design conditions

as an optimization problem in terms of linear matrix inequalities (LMIs), that can be numer-

ically handled by specific software packages [24], [70], [101]. To guarantee robustness against

disturbances, the H2 and H∞ norms have been frequently used as performance indices. Re-

cent works include: [73] where the problem of stabilizability and H∞ control of discrete-time

LPV systems is investigated by means of gain scheduled state feedback controllers, [110] in

which gain scheduled controllers for linear fractional transformation (LFT) systems is designed

35
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using parameter-dependent Lyapunov functions, [36] where gain scheduled H2 controllers for

affine LPV systems are proposed, [38] in which robust and gain scheduled controllers for LFT

parameter-dependent systems are designed using duality theory, and [113] where switching H∞

controllers for a class of LPV systems scheduled along a measurable parameter trajectory are

addressed.

Bilinear matrix inequalities (BMIs) have also been applied in the study of control of LPV

systems. It is well-known that optimization problems expressed in terms of BMIs are non-

convex. Nevertheless, the use of BMIs may represent a good strategy for problems with either

no solution, or where only sufficient conditions available in the literature, as well as to improve

the closed-loop performance. See, for instance, [43], [61], [103], [116] and references therein.

Another important aspect observed in a large number of dynamic systems, including LPV

plants, is the presence of time delays. In many cases, a good characterization of time delays is

required since they may represent a source of instability to the system trajectories. When the

delay is known, a simple strategy consists in defining an augmented state vector, and then to

design a standard controller that takes into account the delayed states (i.e. a memory controller).

Other approaches could be used to cope with time delays, as for instance the ones based on

the Lypuanov-Krasovskii functionals, which result in general in more complex conditions that

demand a higher computational effort.

The aim of this chapter is to provide gain-scheduled memory controllers to stabilize discrete

time-varying linear systems with bounded rates of parameter variation. A simplified framework

for possible time delays is assumed, where the delay is constant and a memory is used to store

the delayed information. The use of a memory in the feedback loop allows one to cope with time

delays without making use of more complex Lyapunov functionals. All the system matrices are

assumed to be affected by the time-varying parameters, which are assumed to lie inside a known

polytope. An H∞ guaranteed cost, which reflects the worst-case energy gain of the system,

provides robustness with respect to unmodeled uncertainties. A preliminary version of the work

presented in this chapter appeared in [14], where the time-varying parameters were allowed to

vary arbitrarily fast inside the polytope. Here, a more precise parameter variation modeling is

used to take into account the bounds on the rates of parameter variation, providing synthesis

procedures to cope with parameters that can be frozen or can vary slowly or arbitrarily fast.

Lyapunov theory is applied to assure the closed-loop stability with H∞ disturbance attenuation,

with a parameter-dependent Lyapunov function that reduces the conservatism of the proposed

method, resulting in a more general approach when compared to methods based on quadratic

stability. Extra variables introduced by Finsler’s lemma may be freely explored in the search

for better performance of the LPV system, and lead to design conditions expressed in terms

of BMIs. The gain-scheduled memory controller is then obtained through the solution of an

optimization problem that minimizes an upper bound to the H∞ index of performance subject

to a finite number of BMI constraints formulated only in terms of the vertices of the polytopic

model. An iterative scheme is proposed exploiting the fact that the BMIs reduce to LMIs by
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fixing some variables. Some results from the literature concerned with stability without time

delays may be obtained as a particular case of the proposed method. Numerical examples

illustrate the proposed conditions. The strategy proposed here could also be adapted to cope

with the design of gain-scheduling controllers based on other types of storage functions, such as

Lyapunov-Krasovskii functionals.

2.2 Preliminaries and Problem Statement

Consider the time-varying discrete-time system,

x(k +1) = A(α(k))x(k)+Bdu(α(k))u(k− τ)+Bu(α(k))u(k)+Bw(α(k))w(k), x(0) = 0

y(k) = C(α(k))x(k)+Ddu(α(k))u(k− τ)+Du(α(k))u(k)+Dw(α(k))w(k)
(2.1)

where τ represents the discrete-time delay, x(k) ∈R
n is the state space vector, u(k) ∈R

m is the

control signal, w(k) ∈ R
r is the l2[0,∞) noise and y(k) ∈ R

q is the controlled output. The time

delay τ is an integer number assumed to be known and constant. The time-varying vector of

parameters α(k) belongs to the unit simplex

UN =
{

ψ ∈R
N :

N

∑
i=1

ψi = 1, ψi ≥ 0 , i = 1, . . . ,N
}

for all k ≥ 0 with bounded rates of parameter variation of percentage b ∈ [0,1]. For instance,

b = 0.05 indicates that the parameters are constrained to vary only 5% of their original values

between two instants of time. The time-invariant case is modeled by b = 0 and arbitrarily fast

variations by b = 1.

All matrices are real, with appropriate dimensions, belonging to the polytope

P̂ ,













A(α(k)) Bu(α(k))
Bdu(α(k)) Bw(α(k))
C(α(k)) Du(α(k))

Ddu(α(k)) Dw(α(k))







=
N

∑
i=1

αi(k)







Ai Bui

Bdui Bwi

Ci Dui

Ddui Dwi







, α(k) ∈ UN







(2.2)

More specifically, the system matrices are given, for any time k ≥ 0, by the convex combination

of the well-defined vertices of the polytope P̂. As usual in gain-scheduling control, it is also

assumed that the parameters α(k) are measured online.

In order to guarantee the stability of system (2.1), a memory state feedback controller with

a parameter-dependent gain is designed. Using extra state variables z(k) to store the delayed

values of the control signal, system (2.1) can be rewritten as follows [5]

x̃(k +1) = Ã(α(k))x̃(k)+ B̃u(α(k))u(k)+ B̃w(α(k))w(k), x̃(0) = 0

y(k) = C̃(α(k))x̃(k)+ D̃u(α(k))u(k)+ D̃w(α(k))w(k)
(2.3)
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where x̃(k) = [x(k)′ z(k)′]′ ∈R
n+mτ and

Ã(α(k)) =










A(α(k)) Bdu(α(k)) 0 . . . 0

0 0 I . . . 0
...

...
...

. . .
...

0 0 0 . . . I

0 0 0 . . . 0










, B̃u(α(k)) =










Bu(α(k))
0

0
...
I










,

B̃w(α(k))′ =
[
Bw(α(k))′ 0 0 . . . 0

]
, D̃w(α(k)) = Dw(α(k)) (2.4)

C̃(α(k)) =
[
C(α(k)) Ddu(α(k)) 0 . . . 0

]
, D̃u(α(k)) = Du(α(k))

The memory control law is given by

u(k) =
[
Kx(α(k)) Kd(α(k))

]
[

x(k)
z(k)

]

= K(α(k))x̃(k) (2.5)

where K(α(k)) = [Kx(α(k)) Kd(α(k))], yielding the closed-loop system

x̃(k +1) = Ãcl(α(k))x̃(k)+ B̃w(α(k))w(k), x̃(0) = 0

y(k) = C̃cl(α(k))x̃(k)+ D̃w(α(k))w(k)
(2.6)

with x̃(k) ∈R
n+mτ , w(k) ∈R

r, y(k) ∈R
q and

Ãcl(α(k)) = Ã(α(k))+ B̃u(α(k))K(α(k)) , C̃cl(α(k)) = C̃(α(k))+ D̃u(α(k))K(α(k)) (2.7)

The control problem to be dealt with may be stated as follows.

Problem 1. Find parameter-dependent matrices Kx(α(k)) ∈ R
m×n and Kd(α(k)) ∈ R

m×mτ of

the control law (2.5), such that the closed-loop system (2.6) is asymptotically stable, and an

upper bound γ > 0 to the H∞ performance is minimized, that is

sup
w 6=0

‖y‖2
2

‖w‖2
2

< γ2 (2.8)

with w ∈ l2[0,∞).

Condition (2.8) for a given closed-loop discrete time-varying linear system may be charac-

terized by the discrete-time version of the bounded real lemma in terms of parameter-dependent

LMIs, as was presented in [29], [37]. The result is extended here in the context of parameter-

dependent time-varying systems, as follows.

Lemma 2.1. For a given γ, if there exists a bounded matrix sequence P(α(k))′ = P(α(k)) > 0

such that1 





−P(α(k)) P(α(k))Ã(α(k))′ P(α(k))C̃(α(k))′ 0

(⋆) −P(α(k +1)) 0 B̃(α(k))
(⋆) (⋆) −γI D̃(α(k))
(⋆) (⋆) (⋆) −γI







< 0 (2.9)

for all α(k)∈UN, then the closed-loop system (2.6) is asymptotically stable with an upper bound

γ to the H∞ performance.

1The symbol (⋆) indicates symmetric blocks in the LMIs.
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αi

∆αi

b

b

−b

1

1

−1

1−b

Figure 2.1: Region on the plane ∆αi×αi where ∆αi can assume values as a function of αi (dark
region).

Note that, since the parameters lie inside a unit simplex, the rates of variation are intrinsically

lower bounded by −b and upper bounded by b, b ∈ [0,1]. In order to develop a model2 for the

parameter variation when −b < ∆αi(k) < b, b 6= 0, note that the feasible values of ∆αi(k) depend

on the actual values of αi(k), as shown in Figure 2.1 (darken area). Thus, any pair (αi,∆αi)

belongs to the polytope Λi, i = 1, . . . ,N given by

Λi ,

{

δ ∈R
2 : δ =

6

∑
j=1

λ js j, λ ∈ U6

}

,

S = [s1 · · ·s6] =

[

0 0 1−b 1 1 b

0 b b 0 −b −b

]

,

(2.10)

that is, Λi represents the convex combination of the extremes (vertices) of the feasible area.

To construct the (α,∆α)-space, the Cartesian product of all Λi, i = 1, . . . ,N must be conside-

red, taking into account that the new vertices must satisfy α1 + · · ·+ αN = 1 and ∆α1 + · · ·+

∆αN = 0. The resulting polytope, called Λ, is then given by

Λ ,

{

δ ∈R
2N : δ =

M

∑
i=1

λiqi, λ ∈ UM

}

, (2.11)

where qi ∈R
2N are given vectors. Thus, the first step to search for a solution to any LMI/BMI

depending on both α and ∆α is to lift the inequalities to the λ -space, by observing that from

(2.11) one has
[

α
∆α

]

= Qλ , Q = [q1 · · ·qM] ∈R
2N×M, λ ∈ UM. (2.12)

2For simplicity, the same b is considered for all αi, i = 1, . . . ,N.
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Therefore, in the case of parameter-dependent matrices affine on α(k), that is

X(α(k)) =
N

∑
i=1

αi(k)Xi, αi(k) =
M

∑
j=1

λ jQi j (2.13)

X(α(k +1)) =
N

∑
i=1

(αi(k)+∆αi(k))Xi, ∆αi(k) =
M

∑
j=1

λ jQ(i+N) j (2.14)

it follows that

X(α(k)) = X̄(λ ) =
N

∑
i=1

M

∑
j=1

λ jQi jXi =
M

∑
j=1

λ jX̄ j (2.15)

X(α(k +1)) = X̃(λ ) =
N

∑
i=1

M

∑
j=1

λ j(Qi j +Q(i+N) j)Xi =
M

∑
j=1

λ jX̃ j (2.16)

where

X̄ j =
N

∑
i=1

Qi jXi (2.17)

X̃ j =
N

∑
i=1

(Qi j +Q(i+N) j)Xi (2.18)

Another preliminary result, Finsler’s lemma, is reproduced here for convenience.

Lemma 2.2. Let ξ ∈ R
a, Q = Q′ ∈ R

a×a, B ∈ R
b×a with rank(B) < a, and B⊥ a basis for

the null-space of B (i.e. BB⊥ = 0). The following statements are equivalent.

i) ξ ′Qξ < 0, ∀Bξ = 0, ξ 6= 0;

ii) B⊥′
QB⊥ < 0;

iii) ∃ µ ∈R : Q−µB′B < 0;

iv) ∃ X ∈R
a×b : Q +X B +B′X ′ < 0.

Proof: See [31].

The variables µ and X in statements iii) and iv) of Lemma 2.2 allow one to present a more

general version of Lemma 2.1. As pointed out in [31], these variables represent extra degrees of

freedom that may be exploited for design purposes. By considering the particular structure

X = [F(α(k))′ F(α(k))′G(α(k +1))′ F(α(k))′H(α(k +1))′]′ (2.19)

the following condition is obtained.
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Theorem 2.1. For a given γ > 0, if there exists a bounded matrix sequence F(α(k)), G(α(k)),

P(α(k))′ = P(α(k)) > 0 and H(α(k)), such that







P(α(k +1))−F(α(k))−F(α(k))′ F̂12 F̂13 0

(⋆) F̂22 F̂23 B̃wcl(α(k))

(⋆) (⋆) F̂33 D̃wcl(α(k))
(⋆) (⋆) (⋆) −γI







< 0 (2.20)

F̂12 = F(α(k))Ãcl(α(k))′−F(α(k))′G(α(k +1))′

F̂13 = F(α(k))C̃cl(α(k))′−F(α(k))′H(α(k +1))′

F̂22 = G(α(k +1))F(α(k))Ãcl(α(k))′ + Ãcl(α(k))F(α(k))′G(α(k +1))′−P(α(k))

F̂23 = G(α(k +1))F(α(k))C̃cl(α(k))′ + Ãcl(α(k))F(α(k))′H(α(k +1))′

F̂33 = H(α(k +1))F(α(k))C̃cl(α(k))′ +C̃cl(α(k))F(α(k))′H(α(k +1))′− γI

for all (α(k),∆α(k))∈Λ, then the closed-loop system (2.6) is asymptotically stable with an upper

bound γ to the H∞ performance.

Proof: Firstly, using Schur complement, inequality (2.20) can be rewritten as follows





P(α(k +1))−F(α(k))−F(α(k))′ F̂12 FC̃cl(α(k))′−F ′H(α(k +1))′

(⋆) F̂22 F̂23

(⋆) (⋆) F̂33





+ γ−1
F̂4(α(k))F̂4(α(k))′ < 0 (2.21)

where

F̂4(α(k)) =
[
0 B̃wcl(α(k))′ D̃wcl(α(k))′

]′

Secondly, by setting

Q =





P(α(k +1)) 0 0

0 γ−1B̃wcl(α(k))B̃wcl(α(k))′−P(α(k)) γ−1B̃wcl(α(k))D̃wcl(α(k))′

0 γ−1D̃wcl(α(k))B̃wcl(α(k))′ γ−1D̃wcl(α(k))D̃wcl(α(k))′− γI





B =
[
−I Ãcl(α(k))′ C̃cl(α(k))′

]
, ξ =

[
x̃(k +1)′ x̃(k)′ w(k)′

]′
,

with X given by (2.19), inequality (2.21) yields statement iv) of Lemma 2.2. Finally, if state-

ment iv) of Lemma 2.2 holds then statement ii) also holds and Lemma 2.1 follows immediately.

The fact that iv)⇒ ii) can be verified by multiplying (2.21) on the left by B⊥ and on the right

by B⊥′
, where

B
⊥ =





Ãcl(α(k))′ C̃cl(α(k))′

I 0

0 I



 .

The conditions of Theorem 2.1 exhibit nonlinearities and must be tested at all points of

the unit simplex UN , i.e., for an infinite number of points. Moreover, the unknown parameter-

dependent matrices appear as functions of both α(k + 1) and α(k). Hence, the main goal
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hereafter is to obtain finite-dimensional conditions in terms of the vertices of the polytope P̂ to

solve Problem 1, considering the particular structure for the Lyapunov matrix (similar structures

for F(α(k)), G(α(k +1)) and H(α(k +1)) have been used)

P(α(k)) = α1(k)P1 +α2(k)P2 + . . .+αN(k)PN , α(k) ∈ UN . (2.22)

More complex structures, as for instance with polynomial dependence on α(k), could be used

following the ideas depicted in [85], yielding BMI conditions that would be more precise at the

expense of being much more involved. Now, considering the λ -space presented, using the Schur

complement, a change of variables and exploring the extra variables provided by Lemma 2.2,

BMI conditions assuring the existence of such controllers are given in the next section.

2.3 Main Results

Theorem 2.2. Given the augmented discrete-time system (2.3) and matrix Q as in (2.12), if

there exist matrices Li, Hi, Fi, Gi, Pi = P′
i > 0, with appropriate dimensions, for i = 1, . . . ,N and

a scalar γ > 0, the control law (2.5), with matrices given by

K(α(k)) =
[
Kx(α(k)) Kd(α(k))

]
= L(α(k))(F(α(k))′)−1 (2.23)

where

L(α(k)) =
N

∑
i=1

αi(k)Li, F(α(k)) =
N

∑
i=1

αi(k)Fi, α(k) ∈ UN (2.24)

assures the asymptotic stability of the closed-loop system (2.6) and an H∞ guaranteed cost γ

provided that, for matrices L̄i, H̄i, F̄i, Ḡi, P̄i, Âi, B̂ui, B̂wi, Ĉi, D̂ui and D̂wi given as in (2.17) and

H̃i, G̃i, P̃i as in (2.18)

Ξi ,







P̃i − F̄i − F̄ ′
i F12 F̄iĈ

′
i + L̄′

iD̂
′
ui − F̄ ′

i H̃ ′
i 0

(⋆) F22 F23 B̂wi

(⋆) (⋆) F33 D̂wi

(⋆) (⋆) (⋆) −γI







< 0

i = 1, . . . ,M

(2.25)

F12 = F̄iÂ
′
i + L̄′

iB̂
′
ui − F̄ ′

i G̃′
i,

F22 = G̃iFiÂ
′
i + ÂiF̄

′
i G̃′

i + G̃iL̄
′
iB̂

′
ui + B̂uiL̄iG̃

′
i − P̄i,

F23 = G̃iF̄iĈ
′
i + G̃iL̄

′
iD̂

′
ui + ÂiF̄

′
i H̃ ′

i + B̂uiL̄iH̃
′
i ,

F33 = H̃iF̄iĈ
′
i +ĈiF̄

′
i H̃ ′

i + H̃iL̄
′
iD̂

′
ui + D̂uiL̄iH̃

′
i − γI

Ξik ,







F̄11 F̄12 F̄13 0

(⋆) F̄22 + F̄ ′
22 −2P̄i − P̄k F̄23 2B̂wi + B̂wk

(⋆) (⋆) F̄33 + F̄ ′
33 −3γI 2D̂wi + D̂wk

(⋆) (⋆) (⋆) −3γI







< 0

i = 1, . . . ,M, k = 1, . . .M, i 6= k

(2.26)
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F̄11 = 2P̃i + P̃k −2F̄i −2F̄ ′
i − F̄k − F̄ ′

k , F̄12 = F̄iÂ
′
i + F̄iÂ

′
k + F̄kÂ′

i + L̄′
iB̂

′
ui + L̄′

iB̂
′
uk + L̄′

kB̂′
ui

−F̄ ′
i G̃′

i − F̄ ′
i G̃′

k − F̄ ′
kG̃′

i, F̄13 = F̄iĈ
′
i + F̄iĈ

′
k + F̄kĈ

′
i + L̄′

iD̂
′
ui + L̄′

iD̂
′
uk + L̄′

kD̂′
ui − F̄ ′

i H̃ ′
i − F̄ ′

i H̃ ′
k

−F̄ ′
kH̃ ′

i , F̄22 = G̃iF̄iÂ
′
k + G̃kF̄iÂ

′
i + G̃iF̄kÂ′

i + G̃iL̄
′
iB̂

′
uk + G̃kL̄′

iB̂
′
ui + G̃iL̄

′
kB̂′

ui, F̄23 = G̃iF̄iĈ
′
k

+G̃kF̄iĈ
′
i + G̃iF̄kĈ

′
i + G̃iL̄

′
iD̂

′
uk + G̃kL̄′

iD̂
′
ui + G̃iL̄

′
kD̂′

ui + ÂiF̄
′
i H̃ ′

k + ÂkF̄ ′
i H̃ ′

i + ÂiF̄
′
kH̃ ′

i

+B̂uiL̄iH̃
′
k + B̂ukL̄iH̃

′
i + B̂uiL̄kH̃ ′

i , F̄33 = H̃iF̄iĈ
′
k + H̃kF̄iĈ

′
i

+H̃iF̄kĈ
′
i + H̃iL̄

′
iD̂

′
uk + H̃kL̄′

iD̂
′
ui + H̃iL̄

′
kD̂′

ui

Ξikℓ ,







F̃11 F̃12 F̃13 0

(⋆) F̃22 + F̃ ′
22 −2P̄i −2P̄k −2P̄ℓ F̃23 B̂wi + B̂wk + B̂wℓ

(⋆) (⋆) F̃33 + F̃ ′
33 −6γI D̂wi + D̂wk + D̂wℓ

(⋆) (⋆) (⋆) −6γI







< 0

i = 1, . . . ,M−2, k = i+1, . . . ,M−1, ℓ = k +1, . . . ,M,

(2.27)

F̃11 = 2P̃i +2P̃k +2P̃ℓ−2F̄i −2F̄ ′
i −2F̄k −2F̄ ′

k −2F̄ℓ−2F̄ ′
ℓ , F̃12 = F̄iÂ

′
k + F̄kÂ′

i + F̄iÂ
′
ℓ

+F̄ℓÂ
′
i + F̄ℓÂ

′
k + F̄kÂ′

ℓ + L̄′
iB̂

′
uk + L̄′

kB̂′
ui + L̄′

iB̂
′
uℓ + L̄′

ℓB̂
′
ui + L̄′

ℓB̂
′
uk + L̄′

kB̂′
uℓ− F̄ ′

i G̃′
k − F̄ ′

kG̃′
i

−F̄ ′
i G̃′

ℓ− F̄ ′
ℓ G̃′

i − F̄ ′
ℓ G̃′

k − F̄ ′
kG̃′

ℓ, F̃13 = F̄iĈ
′
k + F̄kĈ

′
i + F̄iĈ

′
ℓ + F̄ℓĈ

′
i + F̄ℓĈ

′
k + F̄kĈ

′
ℓ + L̄′

iD̂
′
uk

+L̄′
kD̂′

ui + L̄′
iD̂

′
uℓ + L̄′

ℓD̂
′
ui + L̄′

ℓD̂
′
uk + L̄′

kD̂′
uℓ− F̄ ′

i H̃ ′
k − F̄ ′

kH̃ ′
i − F̄ ′

i H̃ ′
ℓ− F̄ ′

ℓ H̃ ′
i − F̄ ′

ℓ H̃ ′
k

−F̄ ′
kH̃ ′

ℓ, F̃22 = G̃iF̄kÂ′
ℓ + G̃iF̄ℓÂ

′
k + G̃kF̄iÂ

′
ℓ + G̃kF̄ℓÂ

′
i + G̃ℓF̄iÂ

′
k + G̃ℓF̄kÂ′

i + G̃iL̄
′
kB̂′

uℓ

+G̃iL̄
′
ℓB̂

′
uk + G̃kL̄′

iB̂
′
uℓ + G̃kL̄′

ℓB̂
′
ui + G̃ℓL̄

′
iB̂

′
uk + G̃ℓL̄

′
kB̂′

ui, F̃23 = G̃iF̄kĈ
′
ℓ + G̃iF̄ℓĈ

′
k + G̃kF̄iĈ

′
ℓ

+G̃kF̄ℓĈ
′
i + G̃ℓF̄iĈ

′
k + G̃ℓF̄kĈ

′
i +GiL

′
kD̂′

uℓ +GiL
′
ℓD̂

′
uk +GkL′

iD̂
′
uℓ +GkL′

ℓD̂
′
ui +GℓL

′
iD̂

′
uk

+GℓL
′
kD̂′

ui + ÂiF̄
′
kH̃ ′

ℓ + ÂiF̄
′
ℓ H̃ ′

k + ÂkF̄ ′
i H̃ ′

ℓ + ÂkF̄ ′
ℓ H̃ ′

i + ÂℓF̄
′
i H̃ ′

k

+ÂℓF̄
′
kH̃ ′

i + B̂uiL̄kH̃ ′
ℓ + B̂uiL̄ℓH̃

′
k + B̂ukL̄iH̃

′
ℓ + B̂ukL̄ℓH̃

′
i

+B̂uℓL̄iH̃
′
k + B̂uℓL̄kH̃ ′

i , F̃33 = H̃iF̄kĈ
′
ℓ + H̃iF̄ℓĈ

′
k + H̃kF̄iĈ

′
ℓ + H̃kF̄ℓĈ

′
i + H̃ℓF̄iĈ

′
k

+H̃ℓF̄kĈ
′
i + H̃iL̄

′
kD̂′

uℓ + H̃iL̄
′
ℓD̂

′
uk + H̃kL̄′

iD̂
′
uℓ + H̃kL̄′

ℓD̂
′
ui + H̃ℓL̄

′
iD̂

′
uk + H̃ℓL̄

′
kD̂′

ui

Proof: Applying the following operation [89]

Ξ(λ ) =
M

∑
i=1

λ 3
i Ξi +

M

∑
i=1

M

∑
k=1,k 6=i

λ 2
i λkΞik +

M−2

∑
i=1

M−1

∑
k=i+1

M

∑
ℓ=k+1

λiλkλℓΞikℓ (2.28)

to the BMIs (2.25), (2.26) and (2.27) inequality (2.20) follows immediately considering the

particular structure (2.22) for the Lyapunov matrix, the change of variables

L(α(k)) = K(α(k))F(α(k))′

and the lift of the BMI to the λ -space. Note that the choice of P(α(k)) given by (2.22) with

Pi > 0 assures a lower bound to the sequence. Lastly, the parameter-dependent gain K(α(k)) is

obtained by the change of variables given in (2.23), what concludes the proof.

Note that the actual variables are Li, Hi, Fi, Gi, Pi = P′
i > 0, but the BMIs (2.25)-(2.27) are

written in terms of L̄i, H̄i, F̄i, Ḡi, P̄i, H̃i, G̃i and P̃i.

Corollary 2.1. The minimum γ attainable by the conditions of Theorem 2.2 is given by the

optimization problem

minγ s.t. (2.25),(2.26),(2.27) (2.29)
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Note that as the problem is non-convex, only sub-optimal solutions can be obtained. The use

of a memory controller brings some advantages when dealing with discrete time delay systems.

Using extra variables to store the past values of the control signal, it is possible to cope with

Problem 1 without applying more complex Lyapunov methods, (for instance, the Lyapunov-

Krasovskii functional). Sophisticated Lyapunov functionals may lead to conditions that require

a larger computational effort to be solved. Whenever possible, the use of memory controllers

is suggested when dealing with discrete time delay systems since it simplifies the analysis.

Nevertheless, the method could be adapted to cope with other Lyapunov functions, as the

Lyapunov-Krasovskii one.

Gain scheduled control of discrete-time systems with time-varying parameters was also ad-

dressed by means of affinely parameter-dependent Lyapunov functions in [28], [29] and improved

in [73] to cope with systems in which all state space matrices are supposed to be affected by

time-varying parameters. In the above works, the design conditions are given in terms of LMIs.

In this chapter, however, statement iv) in Lemma 2.2 is applied to reach more general BMI

conditions with multiplier defined as in (2.19). The advantages of this approach are due to

the extra variables that can be used in the search for better performance of the closed-loop

system. For example, lower H∞ guaranteed costs may be obtained exploring the new variables

G(α(k +1)) and H(α(k +1)). In this sense, Theorem 2.1 encompasses the conditions in [28].

The computational time necessary to solve the sufficient BMI conditions presented here man

be estimated in terms of the number of scalar variables V and the number of BMIs L. These

two parameters are written as a function of ñ (number of augmented states) and N (number of

vertices) as follows.

V = N

(
ñ(ñ+1)

2
+2ñ2 + ñ(q+m)

)

+1, L =
(M4 +3M3 +2M2 +6M)

6
, ñ = n+mτ

When dealing with problems that take uncertainties into account, it is clear that the difficulty

in solving the problem increases with the number of uncertain parameters. In the framework

studied in this chapter, this fact can be particularly illustrated by the number of BMIs in

Theorem 2.2. Considering a system with a large number of uncertainties, the number of vertices

used to describe the whole of possible system outcomes will also be large, yielding a large number

of inequalities in the conditions of Theorem 2.2. Naturally, the computation time will also

increase since for the LMI/BMI solvers available nowadays, the computational time depends

on the number of LMIs/BMIs, on the number of variables of the problem to be solved and, of

course, on the computer hardware used.

Although other methods could be applied to problem (2.29), the following algorithm is

proposed.

Algorithm 1. Let Gi = 0 and Hi = 0, i = 1, . . . ,N. Let ε be given. Set k = 1 and iterate:

1. Fix the variables Hi and Gi, minimize w.r.t. γk and determine Fi, Li and Pi.
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2. Fix the variables Fi and Li, minimize w.r.t. γk and obtain Hi, Gi and Pi.

3. If |γk − γk−1| < ε, then stop (no significant changes).

4. Set k = k +1 and go to step 1.

This approach is sometimes called an Alternating Semi-Definite Programming method [43].

At each step, a convex optimization problem in terms of LMI conditions is solved. It is worth

stressing that the aim here is not to develop new strategies to solve BMIs. Whenever feasible,

other methods from the literature may be applied to solve Corollary 2.1, such as the methods in

[43], [61], [103], [116]. Concerning the convergence aspect, the proposed algorithm is a heuristic

approach and consequently there is no guaranteed convergence result to the local optimum.

However, since steps 1 and 2 are convex optimization problems, the resulting H∞ cost is non-

increasing with the iterations.

An important aspect of Algorithm 1 is the choice of the initial values of the variables Gi and

Hi. Initializing them as null matrices produces LMI conditions in step 1 of the first iteration

similar to the ones presented in [29], [73] in terms of stabilization, since the only extra variables

in the LMIs are Fi. In this case, the extra degree of freedom provided by Gi and Hi cannot be

explored. As a remedy, an alternative structure to matrices Gi and Hi is proposed:

Gi = ςI, Hi = [hrs]i, hrs = ς , i = 1, . . . ,N (2.30)

where ς is a real number. In this case, the conditions of Theorem 2.2 can be tested as LMIs

through line searches.

Corollary 2.2. Given the augmented discrete-time system (2.3) and a scalar ς ∈ R, if there

exist matrices Li, Fi, Pi = P′
i > 0, with appropriate dimensions, i = 1, . . . ,N and a scalar γ > 0

such that (2.25) and (2.26) hold with Gi and Hi given by (2.30), then there exists a memory

control law (2.5), ensuring the asymptotic stability of the closed-loop system (2.6) and an H∞

guaranteed cost γ, with K(α) given as in (2.23) and (2.24).

Through a line search on ς , the conditions of Corollary 2.2 can be used to search for stabi-

lizing controllers even when the conditions [29], [73] and the first iteration of Algorithm 1 fail.

Moreover, if Corollary 2.2 provides a feasible solution, the respective ς can be used to initialize

Gi and Hi as in (2.30), assuring a feasible solution to the first iteration of Algorithm 1.

By fixing the variable matrices Fi = F and Li = L (not depending on α(k)), H∞ robust

memory controllers can be obtained using the conditions of Theorem 2.2, as stated in the next

corollary.

Corollary 2.3. Given the augmented discrete-time system (2.3), if BMI (2.25), for i = 1, . . . ,M,

and BMI (2.26), for i = 1, . . . ,M − 1, j = i + 1, . . . ,M, of Theorem 2.2 are feasible with fixed

variable matrices L and F then the closed-loop system (2.6) is asymptotically stable with a robust

memory controller K = L(F ′)−1 and an H∞ guaranteed cost γ.
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Note that BMI (2.27) is not necessary in this case, since it would produce redundant condi-

tions. The line search strategy may also be applied in this context, similarly to Corollary 2.2.

It is worth stressing that for time-varying discrete-time systems, robust stabilizability implies

gain scheduling stabilizability, but the converse is not true [9]. In other words, there may exist

systems for which Theorem 2.2 and Corollary 2.2 provide feasible solutions but Corollary 2.3

is unfeasible. This fact points out the importance of studying and improving gain scheduling

strategies for control systems, specially in the discrete-time domain.

Finally, the novelties presented here consist especially in the use of modeling parameter

variations in the λ -space within the gain-scheduling framework and in the use of BMIs as a

tool in the search of better H∞ performance. To the best of the authors’ knowledge, the use of

Lemma 2.2 with the particular structure (2.19) (that results in Theorem 2.1) has never been seen

in the literature in the context of gain-scheduled control. Consequently, Theorem 2.2, obtained

through Theorem 2.1 and expressions (2.17), (2.18) and (2.22) represents a novel strategy to

face the problem of feedback control for discrete time-varying systems. The conditions provide

good results when compared to other recent methods in the control literature, as shown in the

numerical experiments, and represents a flexible strategy in the sense that it can be used in

four different contexts, namely, LPV or robust control of time-varying systems with bounded

or unbounded rates of variation.

2.4 Numerical Experiments

All the experiments have been performed in a PC equipped with: Athlon 64 X2 6000+

(3.0 GHz), 2GB RAM (800 MHz), using Linux (Ubuntu), Matlab (7.0.1) and the SDP solver

SeDuMi [101] interfaced by the parser YALMIP [70]. The numerical complexity associated

with the proposed conditions and the ones from the literature used for comparison purposes

are estimated in terms of the computational times given in seconds. Only the time required

to solve the LMIs is considered, since the time necessary to build the set of LMIs is highly

dependent on the LMI parser interface. Particularly with respect to the iterative procedure

given in Algorithm 1, the time of the i-th iteration is the cumulated total time.

Example I: This example is concerned with the fourth order two-mass-spring system presented

in [59] that is reproduced here in Figure 2.2. The same transfer function is considered, i.e. from

the input force d applied to mass m1 to the error signal e = x2 (position of mass m2).

The masses and the stiffness of the second spring are assumed constant as m1 = 2, m2 = 1,

k2 = 0.5. The friction forces f1 and f2 are associated to the viscous friction coefficient c0. The

stiffness of the first spring and the viscous friction coefficient are assumed to be time-varying in

the ranges

1 ≤ k1(k) ≤ 13, 1 ≤ c0(k) ≤ 13

resulting in a polytope of N = 4 vertices, obtained by evaluating the following discrete-time
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m1 m2

k1 k2

x1

x2d

f1 f2

Figure 2.2: Mass-spring system.

equation at the extreme values of the parameters.

x(k +1) =








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0 1 0 0.1
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0

0.1k2
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
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

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
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






0

0
0.1
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0








u(k) (2.31)

The sampled version (2.31) of the two-mass-spring system was obtained using the Euler’s first-

order approximation for the derivative with a sampling time of 0.1 s. The other system matrices

are Ci = [0 1 0 0], Bwi = [0 0.1 0.1 0]′, Dwi = 0.01, Dui = 0, i = 1, . . . ,4. Additionally, it is also

investigated the situation where the model is affected by a one-step-delayed input, considering

Bdui = [0 0 1 0]′ and Ddui = 0, i = 1, . . . ,4. The results obtained by the methods [29, Theorem 4]

(gain scheduling control), [29, Theorem 5] (robust control), Theorem 2.2 and Corollary 2.3 are

shown in Table 2.1 for the case of arbitrarily fast variations of the parameters (b = 1) and for

slow variations (b = 0.05), i.e. the value of the parameters are constrained to vary only 5% from

the instant k to the instant k +1.

Table 2.1: Results and elapsed time associated to the methods of [29] and the conditions of
Theorem 2.2 (T2.2) and Corollary 2.3 (C2.3) for the control design problem in Example I.

Method [29, T4] [29, T5] T 2.2it=1 C2.3it=2 T 2.2it=1 C2.3it=2

b 1 1 1 1 0.05 0.05

γ (τ = 0) 0.80 1.50 0.79 1.48 0.43 1.03
Time (s) 0.5 0.4 460.8 69.7 810.5 63.2

γ (τ = 1) 1.40 2.52 1.39 2.49 0.63 1.55
Time (s) 0.6 0.4 1415.5 92.7 1351.0 116.3

In the case b = 1, the conditions of [29] and the ones proposed in this chapter produce practi-

cally the same H∞ guaranteed costs. On the other hand, for b = 0.05 (slow parameter variation),

the method proposed yields significantly less conservative results. Such results illustrate that
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Figure 2.3: H∞ attenuation level γ as a function of bound b.

the proposed approach may be beneficial when bounds on the parameters variation are known

and accounted for. In general, this is the case for mechanical systems, as in this example, where

the parameters c0 and k2 are assumed to vary slowly. The improvements in the H∞ guaranteed

costs, when considering bounds on the rates of variation, obtained by Theorem 2.2 and Corol-

lary 2.3 were 47% and 30%, respectively, for the delay-free case. For the delayed input case, the

improvements are larger, i.e. 54% and 40%, respectively, for Theorem 2.2 and Corollary 2.3.

Concerning the computational complexity, the time demanded by the proposed approach is

higher due to the conversion of the parameters to the λ -space domain. In this example, the four

parameters in the original polytopic domain yield twenty eight vertices in the λ -space domain.

This is the price to be paid in order to take into account limited rates of variation. Figure 2.3

illustrates the H∞ attenuation level γ as a function of bound b obtained with Theorem 2.2 for

the delay free case (τ = 0) with one iteration (it=1).

Finally, a time simulation has been performed for the delayed input case with the gain-

scheduled controllers obtained through the proposed conditions. The parameters k2(k) and

co(k) vary ≈ 4% per instant of time, starting from their minumum values until their maximum.

The input noise was generated using the Matlab command w(k) = 0.2∗randn for 0 ≤ k ≤ 100.

The noise and the outputs (considering Dw = 0 and x0 = 0) of the system, using the synthesized

gain-scheduling controllers for b = 1 and b = 0.05, are depicted in Figure 2.4. Clearly, the case
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Figure 2.4: Time simulation of the mass-spring system, with a one step delay, stabilized through
the conditions of Theorem 2.2 for the cases b = 1 and b = 0.05.

b = 0.05 presents a better disturbance rejection. In fact, the total error e = ∑100
i=1 |y(k)| is e = 7.91

and e = 4.29 for the cases b = 1 and b = 0.05, respectively, yielding an improvement of 45%.

Note that the error is attenuated in both cases due to the H∞ guaranteed cost.

Example II: Consider system (2.3) with vertices (borrowed from [73, Example 2]) given by

Ã1 =

[
0.28 −0.315

0.63 −0.84

]

, Ã2 =

[
0.52 0.77

−0.7 −0.07

]

, B̃u1 =

[
1

0

]

, B̃u2 =

[
0

1

]

,

B̃wi = [1 0]′, C̃i = [1 0] and D̃wi = D̃ui = 0, i = 1,2. This system with arbitrarily fast parameters

was also studied in [29], but in a simpler case where matrix B̃u was fixed and time-invariant

(i.e. B̃u1 = B̃u2). The aim here is to compare the gain scheduling design conditions from [73]

(capable to cope with time-varying Bu(α(k))) with the BMI approach proposed in Theorem 2.2.

Additionally, it is considered that the system is affected by one single delay (one step) with

Bdui = [0 1]′ and Ddui = 0, i = 1,2. Table 2.2 shows the improvements due to the BMI approach

over [73] as the number of iterations (it) evolves. As can be seen in Table 2.2, the H∞ upper

bound γ was reduced in approximately 59.87% with 6 iterations, providing better rejection of

disturbances.
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Table 2.2: Results and elapsed time associated to the method [73] and the conditions of Theo-
rem 2.2 (T2.2) in the gain scheduling control design given in Example II.

Method [73] T 2.2it=1 T 2.2it=2 T 2.2it=3 T 2.2it=4 T 2.2it=5 T 2.2it=6

γ 20.09 14.39 9.63 8.60 8.27 8.14 8.06

Improvement – 28.33% 52.04% 57.15% 58.82% 59.46% 59.87%

Time (s) 0.12 1.12 2.07 2.98 3.91 4.80 5.70

2.5 Conclusion

The H∞ gain scheduled memory controller for LPV discrete-time systems, with bounded

rates of variation, belonging to a polytope has been designed in this chapter. The memory of

the controller, used to store the previous values of the control signal, was modeled as a new

state-space variable leading to an augmented system representation. A sufficient condition has

been proposed in terms of BMIs described only at the vertices of the polytope. Extra variables

provided by Finsler’s lemma were used to derive the BMI conditions. The controller design

is accomplished by means of an optimization problem that combines convex optimization and

line searches. An extension to deal with the design of H∞ robust memory controllers has also

been given. The conditions compare favorably with other methods appeared recently in the

literature, as shown in the numerical experiments.



Chapter 3
Robust H∞ networked control for uncertain

sampled-data systems

3.1 Introduction

The control community has struggled for decades to find solutions to problems concerned

with the perfect operation of dynamical systems immersed in hostile environments. There is

no denying that it is wise to seek better characterizations of model uncertainties, to guarantee

not only stability but also robustness against practical disturbances and perturbations. Within

this framework, networked control system (NCS) architecture has recently received considerable

attention.

Technological advances have enabled the extensive use of communication channels in the

control of dynamical systems [108], [115]. Using a real-time network to exchange information

among control system components (sensors, actuators, controllers, etc.), NCSs are a good al-

ternative to implementing distributed control and interconnected systems. To illustrate the

usefulness of NCSs one can cite the following benefits: reduced system wiring, plug and play

devices, and ease of system diagnosis and maintenance [115]. Unfortunately there are also some

drawbacks: systems with loops closed over communication networks become more complex and

require sophisticated control techniques. Among the main issues arising in NCSs deserving spe-

cial attention are network-induced delays, packet dropouts, multiple-packet transmission, and

bandwidth requirements.

Network-induced delays occur whenever data are exchanged through a communication chan-

nel and, in general, can be broken into three parts: time delays at the source node, across the

network channel, and at the destination node, [68]. As pointed out in [115], their nature is

related to the medium access control (MAC) protocol and may be constant, time-varying, or

random. Packet dropouts may occur whenever more than one node tries to transmit simulta-

neously, leading to message collisions, or they may occur because of node failures. Although

retransmission is an option, there are some cases where it may be disadvantageous or even impos-

sible to re-transmit. Multiple-packets instead of single-packet transmission may be needed for

51
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many reasons, such as bandwidth and packet size constraints, which in some sense increase the

chances of packet dropouts and network-induced delays. Bandwidth usage has a direct impact

on system stability and performance. From the control point of view, it is known that a faster

sampling rate is required to guarantee that the behavior of sampled data models approximates

that of continuous-time systems. In NCSs this implies a high network load and consequently

larger bandwidth requirements.

The study of control strategies to overcome these difficulties has received considerable recent

attention [26], [69], [71], [79], [83], [104], [114]. Lyapunov theory, which has been one of the main

tools for dealing with the stability analysis and synthesis of controllers, is being used within the

NCS framework. Recent works include [109], where a feedback controller is constructed for a

discrete-time Markovian jump system with random delays via a set of linear matrix inequality

(LMI) conditions; [48], where the control problem is solved for the multipoint-packet system

using H2 optimization techniques; [112], where stabilization of an NCS is achieved by means of

a packet-loss dependent Lyapunov function; and [58], where a Lyapunov-Krasovskii functional is

used to design a state feedback controller for a time delay sampled system. As can be seen from

these references, much effort has been expanded to bring together advances in control theory

and the benefits of communication networks.

Depending on the system to be controlled, some networks may be more suitable than others.

For instance, Ethernet-based network solutions may be more appropriate for NCSs operating at

low network loads, since in this case the induced time delay is very small, whereas ControlNet

network solutions equipped with a token bus protocol perform well at high network loads when

the percentage of packets discarded is at issue, as discussed in [68]. It is important to point out

that control strategies based on a simplified framework, such as a constant delay or even zero

delay, may display reliable behavior when applied in specific cases. In any case, a controller

design method that takes into account all the characteristics of a network which impact system

stability still remains a challenge.

This chapter addresses the design of robust controllers to stabilize NCSs subject to time-

varying sampling rates. The stability of this type of system is important within the NCS

framework, especially in the context of dynamic bandwidth allocation and bandwidth usage

control. A simplified framework for the networked-induced delay is assumed. The uncertain

sampling period is taken to lie inside a known interval. The sampled data system is represented

by an uncertain discrete-time linear model with time-varying parameters lying inside a polytope

whose vertices are determined through the Cayley-Hamilton theorem, without using approxi-

mations or truncation. The proposed approach complements and extends the results of [79],

[104] in two directions: index of performance and the stability of sampled data systems with

time-varying sampling periods. Specifically, the stability conditions of the closed-loop system

are certified by a parameter-dependent Lyapunov function and the robustness of the controller

using an H∞ guaranteed cost, as proposed in the preliminary version of the results presented in

this chapter [15].
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An improved strategy is used in which a more general parameter-dependent Lyapunov func-

tion is applied to provide less conservative stability conditions. As shown in [63], [64], this

class of path-dependent Lyapunov functions can provide necessary and sufficient conditions for

robust stability analysis of arbitrarily time-varying discrete-time systems. Extra matrix vari-

ables are introduced in the bounded real lemma conditions, producing design conditions that

are expressed in terms of bilinear matrix inequalities (BMIs). A robust memory controller is

then obtained from the solution of an optimization problem that minimizes an upper bound to

the H∞ index of performance subject to a finite number of BMI constraints formulated only in

terms of the vertices of a polytope. As illustrated by means of numerical examples, the use of

BMIs can improve the NCS performance. Furthermore, the conditions may be reduced to a set

of LMIs by a convenient choice of the extra variables. At each step of the algorithm, a convex

optimization problem with LMI constraints is solved, providing nonincreasing values for the

bounds on the H∞ index of performance. Even when no communication channel is considered,

the proposed approach improves some of the results in the literature concerned with the robust

control of time-varying discrete-time systems [28], [29].

3.2 Preliminaries and Problem Statement

The NCS model considered is described in Figure 3.1.

Plant

Network Channel

Controller
ZOH

actuator

Continuous-time system

Sampler

h

ẋ = Ax+Bu

y = Cx+Du

x(t)

x(hk−h)u(hk−h)

u(t − τ)

Figure 3.1: NCS Model.
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The continuous-time plant is given by the following equations, for t ≥ 0,

ẋ(t) = Ax(t)+Bu(t − τ)

y(t) = Cx(t)+Du(t)+Ddu(t − τ)

x(0) = 0, u(ς) = 0, ς ∈ {−τ,0}

(3.1)

where τ represents the network-induced time delay, x(t)∈R
n is the state space vector, u(t)∈R

m

is the control signal, and y(t) ∈ R
q is the output. All matrices are real, with appropriate

dimensions.

The total networked-induced delay τ is broken into two parts: the delay that occurs when

data are transmitted from the sensor to the controller τsc and the delay when the data are

transmitted from the controller to the actuator τca. As mentioned in [115], the delay due to

computations in the controller can be modeled into either τsc or τca. Note that the delays are

not being used to model network scheduling. Depending on the MAC protocol of the network,

network-induced delays may be constant, time-varying, or random. Under the assumption of

a scheduling MAC protocol, the delays occur while waiting for the token, or time slot. In this

case, it can be said that a scheduling network is an example of a situation in which the delay

can be bounded and made constant by transmitting packets periodically [115]. Concerned with

small delays, Ethernet-based networks experience almost no delay at low network loads [68].

Furthermore, if the controller is time-invariant (such as the one disucssed in this chapter), these

sources of delays can be added for analysis purposes, for example, τ = τsc + τca. For simplicity,

τ is considered constant and known, a situation that may occur when static scheduling network

protocols are implemented. Moreover, τ is assumed to be less than one sampling period. A

buffer in the controller node is used to store the delayed information.

System (3.1) is sampled with a period h > τ , yielding the discrete-time model [5], for k ∈Z+,

x(0) = 0, and u(ς) = 0, ς ∈ {−h,0}:

x(kh+h) = As(h)x(kh)+Bsu0(h,τ)u(kh)+Bsu1(h,τ)u(kh−h)+Bsww(kh)

y(kh) = Csx(kh)+Dsuu(kh)+Dsdu(kh−h)+Dsww(kh)
(3.2)

where w(kh) ∈R
r is an extra input, belonging to l2[0,∞), used to model, through matrices Bsw

and Dsw, possible noise in the process. The system matrices As(h), Bsu0(h,τ), Bsu1(h,τ), Cs, Dsu,

and Dsd are given by

As(h) = exp(Ah), Bsu0(h,τ) =
∫ h−τ

0
exp(As)dsB, Dsd = Dd

Bsu1(h,τ) = exp
(
A(h− τ)

)
∫ τ

0
exp(As)dsB, Cs = C, Dsu = D

(3.3)

As discussed in [79], [104], the sampling period h may change its value at runtime for different

reasons, for example, dynamic bandwidth allocation and scheduling decisions. By considering

the sampling period as a time-varying parameter, it is possible to reduce the flow of information

between sensor and actuator. Nevertheless, bounds on such variations can be determined,
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guaranteeing that the actual values of h at each instant k, namely, hk, lie inside a finite discrete

set as specified below:

hk ∈{hmin, . . . ,hmax}, hk = κ ·g, κ ∈N (3.4)

It is assumed that the real values of hk are not known at the instant of time k, but only that

they belong to (3.4) and hmin ≥ τ . The number of possible values of these sets depends on the

processor/network clock granularity g, as discussed in [104]. The clock granularity is related

to processor frequency and κ ∈ N is a function of time that specifies how many times g the

sampling period h will be at instant k.

In order to guarantee the stability of the networked system shown in Figure 3.1, a state

feedback controller is designed. Using an extra state variable z(kh) = u(kh−h) to store the last

value of the control signal, the dynamics of system (3.2) can be represented by the following

difference equations [5]:

x̃(kh+h) = Ã(h)x̃(kh)+ B̃u(h)u(kh)+ B̃ww(kh)

y(kh) = C̃x̃(kh)+Dsuu(kh)+Dsww(kh)
(3.5)

where x̃(kh) = [x(kh)′ z(kh)′]′ and

Ã(h) =

[
As(h) Bsu1(h,τ)

0 0

]

, B̃u(h) =

[
Bsu0(h,τ)

I

]

,

B̃w =

[
Bsw

0

]

, C̃ =
[
Cs Dsd

]
(3.6)

In the case where there is no time delay (τ = 0), the state space vector becomes x̃(kh) = x(kh)

and the augmented system matrices simplify in a standard way.

The control signal is given by

u(kh) = Kxx(kh)+Kdu(kh−h) =
[
Kx Kd

]
[

x(kh)
z(kh)

]

= Kx̃(kh) (3.7)

A discrete-time polytopic model is used to represent the set of all possible matrices in sys-

tem (3.5) due to the uncertain time-varying sampling periods hk given by (3.4). More specifically,

the system matrices (Ã(h), B̃u(h)), for any k ≥ 0, are described as a convex combination of well-

defined vertices (Ã j, B̃u j). The main difficulty in defining the vertices is related to the exponential

terms in (3.3), which need to be computed for all hk in (3.4). By using the Cayley-Hamilton

theorem [1], these terms can be written as

exp(Ah) =
n−1

∑
i=0

ρi(h)Ai (3.8)

∫ h−τ

0
exp(As)ds =

∫ h−τ

0

(n−1

∑
i=0

ρi(s)A
i
)

ds =
n−1

∑
i=0

(∫ h−τ

0
ρi(s)ds

)

Ai =
n−1

∑
i=0

ηi(h)Ai (3.9)

where

ηi(h) =
∫ h−τ

0
ρi(s)ds
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The coefficients ρi(h) and ηi(h) may be determined for each value of hk by solving a set of linear

equations defined in terms of the eigenvalues of matrix A. For instance, the first block of the

matrix Ã(hk) in (3.6) is given by

As(h) = exp(Ah) =
n−1

∑
i=0

ρi(h)Ai =
n−1

∑
i=0

θi(hk)Ωi (3.10)

where the coefficients θi(hk), i = 0, . . . ,n− 1, are obtained from the modes associated with the

eigenvalues of A and matrices Ωi ∈R
n×n are determined by collecting terms in the above equal-

ity. Similarly, Bsu1(hk,τ) and Bsu0(hk,τ) can be computed as a linear combination of matrices,

following (3.3), (3.8)-(3.9) and, in some cases, can be described in terms of the same parameters

θi(hk), i = 0, . . . ,n−1.

Since ρi(h), i = 0, . . . ,n−1, are written as linear combinations of terms hk exp(λh), where λ

is an eigenvalue of matrix A, and hk satisfies (3.4), the minimum and maximum values of θi(hk),

i = 0, . . . ,n−1, can be determined in such a way that

θ i ≤ θi(hk) ≤ θ i, i = 0, . . . ,n−1 (3.11)

All possible outcomes for Ã(hk) and B̃u(hk) are then given by

Ã(α(k)) =
N

∑
j=1

α j(k)Ã j, B̃u(hk) =
N

∑
j=1

α j(k)B̃u j

with N = 2n and the time-varying vector α(k) lying inside the unit simplex

U =

{

α ∈R
N :

N

∑
i=1

αi = 1, αi ≥ 0 , i = 1, . . . ,N

}

(3.12)

for all k ≥ 0. The vertices (Ã j, B̃u j) of the polytope are obtained by all possible combinations of

θ i and θ i in (3.11). In the numerical example presented later, the above computation is given

in details.

The uncertain polytopic closed-loop system is then given by

x̃(k +1) = Ãcl(α(k))x̃(k)+ B̃ww(k)

y(k) = C̃cl x̃(k)+ D̃ww(k)
(3.13)

with

Ãcl(α(k)) = Ã(α(k))+ B̃u(α(k))K, C̃cl = C̃ +DsuK, D̃w = Dsw (3.14)

and the uncertain matrices
(
Ã(α(k)), B̃u(α(k))

)
belong to the polytope

P ,

{

(
Ã(α(k)), B̃u(α(k))

)
=

N

∑
j=1

α j

(
Ã j, B̃u j

)
, α ∈ U

}

(3.15)

for all k ≥ 0.

The control problem to be dealt with is stated as follows.
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Problem 2. Find constant matrices Kx ∈ R
m×n and Kd ∈ R

m×m of the state feedback control

(3.7) such that the closed-loop system (3.13) is asymptotically stable and an upper bound γ to

the H∞ performance is minimized, that is

sup
w 6=0

‖y‖2
2

‖w‖2
2

< γ2 (3.16)

with w ∈ l2[0,∞).

In the literature, an LMI characterization of such an H∞ disturbance attenuation for a pre-

cisely known closed-loop system is given by the discrete-time version of the bounded real lemma

[24], with extensions to uncertain systems [87] and to the time-varying case [37]. A slightly

modified version, motivated by a quadratic in the state path-dependent Lyapunov function [63]

is presented in the next lemma.

Lemma 3.1. The closed-loop system (3.13) is asymptotically stable with an H∞ disturbance

attenuation given by γ > 0 if there exists a symmetric parameter-dependent matrix P(α(k),α(k+

1)) such that1







P(α(k +1),α(k +2)) Ãcl(α(k))′P(α(k),α(k +1)) C̃′
cl 0

(⋆) P(α(k),α(k +1)) 0 P(α(k),α(k +1))B̃w

(⋆) (⋆) γI D̃w

(⋆) (⋆) (⋆) γI







> 0 (3.17)

Proof: Note that the feasibility of (3.17) assures P(α(k),α(k + 1)) > 0. Multiply on the left

and on the right in (3.17) by diag{P(α(k + 1),α(k + 2))−1,P(α(k),α(k + 1))−1,I,I} and apply

the Schur complement to obtain

[
P(α(k),α(k +1))−1 − Ãcl(α(k))P(α(k +1),α(k +2))−1Ãcl(α(k))′− γ−1B̃wB̃′

w

(⋆)

Ãcl(α(k))P(α(k +1),α(k +2))−1C̃′
cl + γ−1B̃wD̃′

w

γI−C̃clP(α(k +1),α(k +2))−1C̃′
cl − γ−1D̃wD̃′

w

]

> 0

which is the discrete-time version of the bounded real lemma for time-varying systems. As a

matter of fact, the above condition may be obtained by defining the Lyapunov function

ϑ(x(k)) = x(k)′P(α(k),α(k +1))−1x(k) (3.18)

and imposing

∆ϑ(x(k))+ γ−1y(k)′y(k)− γw(k)′w(k) < 0

on the dual of system (3.13).

1The symbol (⋆) indicates symmetric blocks in the LMIs.
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Lemma 3.2. For a given γ > 0, if there exist a symmetric parameter-dependent matrix

P(α(k),α(k +1)) > 0 and a parameter-dependent matrix X (α(k),α(k +1)) such that





P(α(k +1),α(k +2)) 0 0

(⋆) −P(α(k),α(k +1))+ γ−1B̃wB̃′
w γ−1B̃wD̃′

w

(⋆) (⋆) γ−1D̃wD̃′
w − γI





+X (α(k),α(k +1))B(α(k))+B(α(k))′X (α(k),α(k +1))′ < 0 (3.19)

where

B(α(k)) =
[
−I Ãcl(α(k))′ C̃′

cl

]

then the closed-loop system (3.13) is asymptotically stable with an upper bound γ > 0 to the H∞

performance.

Proof: Suppose there exist P(α(k),α(k+1)) and X (α(k),α(k+1)) such that (3.19) is verified.

Then, multiply (3.19) by (B⊥(α(k)))′ on the left and by B⊥(α(k)) on the right with

B
⊥(α(k)) =





Ãcl(α(k))′ C̃′
cl

I 0

0 I



 , B(α(k))B⊥(α(k)) = 0

Considering the dual system (i.e., Ãcl = Ã′
cl, B̃w = C̃′

cl, C̃cl = B̃′
w, and D̃w = D̃′

w) and using the

Schur complement, inequality (3.17) follows in a straightforward way.

Lemma 3.2 provides a sufficient condition that assures robust asymptotic stability with γ

disturbance attenuation to the uncertain time-varying closed-loop system (3.13) in terms of the

existence of a symmetric parameter-dependent matrix P(α(k),α(k + 1)) and an extra variable

X (α(k),α(k +1)) that must verify inequality (3.19) for α(k) ∈ U , α(k +1) ∈ U . As has been

presented, Lemma 3.2 cannot be used to solve Problem 2, since the decision variables do not

have a known structure, the control gains Kx and Kd in the time-varying closed-loop matrix

Ãcl(α(k)) appear in nonlinear terms, and the parameter-dependent condition (3.19) must be

tested for all α(k) ∈ U , k ≥ 0.

The main purpose of this chapter is to provide finite-dimensional LMI based conditions,

formulated in terms of the vertices of the polytope P, to solve Problem 2. For that, two main

facts are exploited:

• The time-varying parameter of the polytopic model α(k) is allowed to vary arbitrarily fast

inside the polytope, that is, α(k +1) ∈ U is independent of α(k) ∈ U .

• Lemma 3.2 provides a sufficient condition for the closed-loop system asymptotic stability

with γ disturbance attenuation independently of matrix X (α(k),α(k + 1)), which rep-

resents an important degree of freedom. The result can be viewed as an extension of

Finsler’s lemma [31]. Several different sufficient conditions could be derived by imposing

particular choices to X (α(k),α(k +1)). As an example, the particular choice

X =
[
F(α(k))′ 0 0

]′



3.3. Main Results 59

produces a result which is similar to the one in [37, Theorem 1], but with inconvenient

products of terms depending on α(k). To avoid the product of parameter-dependent terms

occurring at the same instant of time, some blocks could be made constant, zeroed out,

or constrained to depend only on α(k +1).

By making α(k +2) = δ (k) ∈ U , α(k +1) = β (k) ∈ U and by imposing a special structure

to the the extra variable X (α(k),α(k+1)) = X (β (k)) in Lemma 3.2, BMI conditions assuring

the existence of Kx and Kd that solve Problem 2 are given in the next section.

3.3 Main Results

Theorem 3.1. ( H∞ Robust Controller) For a given γ > 0, if there exist matrices L ∈

R
m×(n+m), Hi ∈ R

q×(n+m), F, Gi, Pi j = P′
i j > 0 ∈ R

(n+m)×(n+m), i = 1, . . . ,N and j = 1, . . . ,N,

such that







Pjk −F −F ′ FÃ′
i +L′B̃′

ui −F ′G′
j

(⋆) G jFÃ′
i + ÃiF

′G′
j +G jL

′B̃′
ui + B̃uiLG′

j −Pi j

(⋆) (⋆)
(⋆) (⋆)

FC̃′ +L′D̃u −F ′H ′
j 0

G jFC̃′ +G jL
′D̃′

u + ÃiF
′H ′

j + B̃uiLH ′
j B̃w

H jFC̃′ +C̃F ′H ′
j +H jL

′D̃′
u + D̃uLH ′

j − γI D̃w

(⋆) −γI







< 0 (3.20)

i = 1, . . . ,N, j = 1, . . . ,N, k = 1, . . . ,N

then the memory state feedback control gain that solves Problem 2 is given by

K =
[
Kx Kd

]
= L(F ′)−1 (3.21)

assuring that the closed-loop system (3.13) is asymptotically stable with an upper bound γ to the

H∞ performance.

Proof: Multiplying (3.20) by αi, β j, and δk, summing for i, j,k = 1, . . . ,N, and letting L = KF ′,

one obtains







P(β ,δ )−F −F ′ F(Ã(α)+ B̃u(α)K)′−F ′G(β )′

(⋆) G(β )F(Ã(α)+ B̃u(α)K)′ +(Ã(α)+ B̃u(α)K)F ′G(β )′−P(α,β )
(⋆) (⋆)
(⋆) (⋆)

F(C̃ + D̃uK)′−F ′H(β )′ 0

G(β )F(C̃ + D̃uK)′ +(Ã(α)+ B̃u(α)K)F ′H(β )′ B̃w

H(β )F(C̃ + D̃uK)′ +(C̃ + D̃uK)F ′H(β )′− γI D̃w

(⋆) −γI







< 0 (3.22)
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which is exactly the parameter-dependent condition (3.19) of Lemma 3.2 with

α(k) = α ∈ U , α(k +1) = β ∈ U , α(k +2) = δ ∈ U , ∀k ≥ 0

P(α(k),α(k +1)) = P(α,β ) =
N

∑
i=1

N

∑
j=1

αiβ jPi j

P(α(k +1),α(k +2)) = P(β ,δ ) =
N

∑
j=1

N

∑
k=1

β jδkPjk

X (α(k),α(k +1)) =
N

∑
k=1

β j





F

G jF

H jF



 =





F

G(β )F
H(β )F





and the closed-loop matrices Ãcl(α) and C̃cl as in (3.13). Finally, the control gain is obtained

from the change of variables L = KF ′, yielding K = L(F ′)−1.

Corollary 3.1. The minimum γ attainable by the conditions of Theorem 3.1 is given by the

optimization problem

minγ s.t. (3.20) (3.23)

3.3.1 Remarks and Extensions

The first important remark is that by fixing G = H = 0, the conditions of Theorem 3.1

reduce to LMIs. Consequently, Corollary 3.1 in this case is a convex optimization problem that

can be efficiently handled by semidefinite programming algorithms, see for instance SeDuMi

[101]. Although several methods may be applied for the solution of the BMI problem (3.23),

the following algorithm is suggested. Fix the variables Hi = 0 and Gi = 0 and minimize γ with

respect to F , L and Pi j. Then, fix the variables F , L and Pi j, minimize γ with respect to Hi

and Gi, and obtain the new values of Hi and Gi. Repeat this procedure until no significant

changes in the value of γ occur. This algorithm is sometimes called the alternating semidefinite

programming method and consists of fixing some variables and solving for others in such a way

that at each step one has a convex optimization problem. Despite the fact that there is no

guarantee of convergence to a local minimum in a general BMI setting, these methods are easy

to implement and provide good results in many cases, as illustrated by the examples presented

in Section 3.4.

It is important to emphasize at this point that the BMI conditions are used to improve the

quality of the H∞ attenuation level γ , that is, to make it tighter. At each step of the proposed

algorithm, a convex optimization problem with LMI constraints is solved. More specifically,

in the first step of this algorithm the matrices G(·) and H(·) are set to zero and the initial

solution is obtained from a convex LMI optimization problem (Corollary 3.1). The start of the

algorithm with zeroed matrices turns out to be a good option since it reproduces the convex
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controller design conditions appearing in the literature for discrete-time systems with time-

varying parameters [28]. Other choices for initial values G(·) and H(·), although possible, do

not have a correspondence with existing conditions. Moreover, by fixing some variables while

searching for others, one is always solving LMI problems that assure nonincreasing values of γ .

As can be seen from the numerical examples, the algorithm provides very good results.

The fact that the conditions of Theorem 3.1 need to be satisfied by constant matrices L and

F guarantees the existence of a robust state feedback gain K = L(F ′)−1. Other choices may

be used, resulting in different structures for X (α(k),α(k + 1)) that would, in general, lead to

parameter-dependent feedback gains. In particular, the choices made in Theorem 3.1 assure

that the extra variable X (α(k),α(k + 1)) depends only on α(k + 1), in other words, that all

the products between the uncertain time-varying matrix Ã(α(k)) and G(·), H(·) in Lemma 3.2

occur at different instants of time. Products of time-varying matrices at the same instant of

time α(k) in Lemma 3.2 would require more involved manipulations, such as, for instance, the

ones proposed in [91].

A state feedback controller has been chosen to illustrate the possibilities of the proposed

approach. Sufficient conditions for decentralized or output feedback control may be obtained

by imposing block diagonal structures to the matrices L and F in Theorem 3.1, following the

ideas in [50], [66].

The results of Lemma 3.2 and Theorem 3.1 may be improved by considering a larger path

in the Lyapunov function (3.18) of Lemma 3.2, that is, P(α(k), . . . ,α(k + L)). Larger paths

(not necessarily of the same size) and other structures may also be used in the extra matrix

X (·) of Lemma 3.2. At the expense of a larger computational effort, lower values for γ may be

obtained. Note that the LMI conditions for a path of size L+1 provide at least the same values

of γ obtained with L.

On the other hand, simpler design conditions based on a Lyapunov matrix P(α(k)) can

be obtained as a particular case of Theorem 3.1. This preliminary result, stated in the next

corollary, appears in [15].

Corollary 3.2. A sufficient condition for the existence of a memory state feedback control gain

that solves Problem 2 is obtained by solving Theorem 3.1 with matrices Pi j = Pi and Pjk = Pj,

that is

P(α(k)) =
N

∑
i=1

αiPi, P(α(k +1)) =
N

∑
j=1

β jPj, α, β ∈ U

Finally, it is important to emphasize that using the Cayley-Hamilton theorem to deal with

the matrix exponential in (3.3) provides a systematic way to obtain the vertices of polytope

(3.15). It is also helpful when bounded rates of variation are involved, since in this case an

explicit expression for the variation rate may be obtained. Additionally, the use of a polytope

to model the time-varying parameter hk represents an interesting strategy for solving Problem 2.

First, it does not require a knowledge of the processor/network clock granularity g, since the only



62 Chapter 3. Robust H∞ networked control for uncertain sampled-data systems

information used to derive the polytopic model is the extreme values of sets (3.4). Second, the

time-varying uncertainties, introduced during the sampling stage, can be completely modeled

by a polytope of the form (3.15). Once one has defined the vertices of the closed-loop polytope,

there will exist a vector α(k) such that (3.15) holds for each instant of time k ≥ 0. The only

condition on vector α(k) is that it belongs to the unit simplex U for all k ≥ 0. Furthermore,

the number of values in the set (3.4) does not influence the computational burden; in other

words, a larger number of hk does not imply a greater computational effort, which allows clock

granularity to be as small as possible.

3.3.2 More complex NCS scenarios

The controller design method addressed here is mainly concerned with a time-varying sam-

pling period motivated by applications to reduce bandwidth usage. As pointed out in [79], the

bandwidth may be reduced by controlling the values that hk assumes as time evolves in order

to reduce the flow of information between the sensor and the controller/actuator. Since robust

control is at issue, the sampling period is considered to be uncertain and Lyapunov theory is

used for the purpose of synthesis. Although the proposed approach simplifies, or even neglects

some aspects of the NCS (the assumptions here being constant time delay, no packet dropouts,

single-packet transmission, and infinite sensor precision), some ideas are proposed on how to

deal with more complex scenarios.

When the time delay is considered constant and longer than h, system (3.5) has to be slightly

modified and more state variables are used to describe the delay, as proposed in [5]. In this

case, the matrices in (3.6) become

Ã(h) =










As(h) Bsu1(h,τ) 0 . . . 0

0 0 I . . . 0
...

...
...

. . .
...

0 0 0 . . . I

0 0 0 . . . 0










, B̃u(h) =










Bsu0(h,τ)
0
...
0

I










, B̃w(h) =










Bsw(h,τ)
0
...
0

0










C̃ =
[
Cs Dsd 0 . . . 0

]

Assuming an event-driven controller and actuator, Theorem 3.1 could be applied when the

delay is time-varying within an interval, but in this case the information on the bounds of τk

is used to derive the vertices of the polytope — in this case, ηi(·) in (3.9) would be a function

of both hk and τk. Whenever possible, the use of a memory controller through the simplified

analysis presented here is suggested, but the method could be adapted to use more complex

Lyapunov functions, such as Lyapunov-Krasovskii functionals.

Data packet dropout and multiple-packet transmission in NCS can be modeled as an asyn-

chronous dynamic system (ADS) with rate constraints on events [115]. A simplified ADS with
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rate constraints can be written as a set of difference equations, as proposed in [115]:

x(k +1) = fs(x(k)), s = 1,2, . . . ,N (3.24)

where each discrete state fs(·) occurs in a fraction of time rs, ∑N
s=1 rs = 1. The stability of such

a class of systems is studied in [55], as reproduced in the following lemma.

Lemma 3.3 ([55]). Given an ADS as (3.24), if there exist a Lyapunov function ϑ(x(k)) : Rn →

R+ and scalars ξ1,ξ2, . . . ,ξN corresponding to each rate such that

ξ r1

1 ξ r2

2 · · ·ξ rN

N > ξ > 1 (3.25)

ϑ(x(k +1))−ϑ(x(k)) ≤ (ξ−2
s −1)ϑ(x(k)), s = 1,2, . . . ,N (3.26)

then the ADS remains exponentially stable, with a decay rate greater than ξ .

By using Lemma 3.3, Theorem 3.1 can be extended to deal with packet dropout and multiple-

packet transmission. The NCS is modeled by a set of difference equations activated by a switch

that closes at a certain rate r. The packet dropout effect, or the multiple-packet transmission,

is then represented by an augmented system, as done in [115], and Lemma 3.3 is applied in the

study of stability.

Finally, concerning the infinite sensor precision, the effect of quantizers can be modeled using

the sector bound approach. This strategy treats the quantization error as a nonlinearity that

lies inside a sector bound. It is a simple and classic approach to study quantization effects and

is closely related to absolute stability theory [62]. The approaches discussed in [42] could be

explored in this direction.

It is worth mentioning that the extensions proposed in this subsection may be involved or

may introduce some conservatism in the results. The aim here is to point out that Theorem 3.1

is not restricted to a simplified framework and may be adapted to deal with different situations.

These topics will be further investigated in future work.

3.4 Numerical Experiments

Example I

The aim here is to illustrate the proposed method and to show in detail the steps based on

the Cayley-Hamilton theorem to obtain the vertices of the polytopic model.

This example, borrowed from [1], is a simplified model of an armature voltage-controlled DC

servo motor consisting of a stationary field and a rotating armature and load. All effects of the

field are neglected. The aim is to design H∞ robust memory control of the speed of the shaft.

All information is sent through a communication network. The behavior of the DC servo motor
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shown in Figure 3.2 is described by the differential equations

[
ϕ̈
ρ̈a

]

=







−
b

J

KT

J

−
Kϕ

La

−
Ra

La







[
ϕ̇
ρ̇a

]

+





0

1

L



ea(t) (3.27)

where ea is the externally applied armature voltage, ρa is the armature current, Ra is the

resistance of the armature winding, La is the armature winding inductance, em is the back emf

voltage induced by the rotating armature winding (em = Kϕ ϕ̇,Kϕ > 0), b is the viscous damping

due to bearing friction, J is the moment of inertia of the armature and load, and ϕ is the

shaft position. The torque generated by the motor is given by T = KT ia and J = 0.01kgm2/s2,

b = 0.1Nms, KT = Kϕ = 0.01Nm/Amp, Ra = 1Ω, and La = 0.5H.

+

+ +

+

−

− −

−
ea

Ra La

ia

armature

em

b

J

ϕ

R f

e f

L f
i f

Figure 3.2: DC Servo motor as presented in [1].

System (3.27) was also studied in [104], assuming zero delay, time-varying sampling rates in

the sensor, and no index of performance. Although this system is already stable, Corollary 3.1

was applied in order to provide a gain matrix that guarantees robustness against unmodeled

l2[0,∞) perturbations by minimizing the H∞ index of performance of the closed-loop system.

Furthermore, a nonzero delay is considered, τ = 0.5ms, and the sampling rate is allowed to vary

within the interval hk ∈ [0.001 0.099].

Closing the loop with (3.7), one can express system (3.27) by the polytope (3.15) with

four vertices (N = 4) obtained through Cayley-Hamilton theorem as follows. First, to compute

As(h) = exp(Ah), obtain ρ0(h) and ρ1(h) by solving the linear system
[

1 −9.9975

1 −2.0025

][
ρ0(h)
ρ1(h)

]

=

[
θ1(h)
θ2(h)

]

θ1(h) = exp(−9.9975h), θ2(h) = exp(−2.0025h)

Then, express exp(Ah) as

exp(Ah) = ρ0(h)I+ρ1(h)A =

[
1.0003 −0.1251

0.0025 −0.0003

]

θ1(h)+

[
−0.0003 0.1251

−0.0025 1.0003

]

θ2(h)
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By evaluating θ1(h) and θ2(h) at the extreme values of h, one has

0.3717 ≤ θ1(h) ≤ 0.9901, 0.8202 ≤ θ2(h) ≤ 0.9980

and the polytopic model with N = 4 vertices (obtained by collecting terms) is given by

exp(Ah) = α1

[
0.3715 0.0561

−0.0011 0.8203

]

+α2

[
0.9901 −0.0212

0.0004 0.8201

]

+α3

[
0.3715 0.0783

−0.0016 0.9982

]

+α4

[
0.9900 0.0010

−0.0000 0.9980

]

Similarly, to compute Bsu0(h,τ), use Cayley-Hamilton to obtain η0(h) and η1(h) such that

∫ h−τ

0
exp(As)ds = η0(h)I+η1(h)A

by solving the linear system

[
η0(h)
η1(h)

]

=

[
0.0252 −0.6251

0.0126 −0.0625

][
θ1(h)
θ2(h)

]

−

[
−0.5994

−0.0500

]

Then, using the extreme values for θ1(h) and θ2(h) above and collecting terms, one obtains

Bsu0(h,τ) =
∫ h−τ

0
exp(As)dsB = α1

[
0.0067

0.1788

]

+ α2

[
0.0222

0.1788

]

+ α3

[
−0.0155

0.0010

]

+ α4

[
0

0.0010

]

Matrix Bsu1(h,τ) can be evaluated from exp(Ah) since

Bsu1(h,τ) = exp(Ah)
(

exp(−Aτ)
∫ τ

0
exp(As)dsB

)

yielding (from similar steps) the vertices

Bsu11
=

[
0.0001

0.0008

]

, Bsu12
=

[
0

0.0008

]

, Bsu13
=

[
0.0001

0.0010

]

, Bsu14
=

[
0

0.0010

]

The polytopic model for Ã(α) is then given by

Ã1 =





0.3715 0.0561 0.0001

−0.0011 0.8203 0.0008

0 0 0



 , Ã2 =





0.9901 −0.0212 0

0.0004 0.8201 0.0008

0 0 0





Ã3 =





0.3715 0.0783 0.0001

−0.0016 0.9982 0.0010

0 0 0



 , Ã4 =





0.9900 0.0010 0

0 0.9980 0.0010

0 0 0





System (3.27) is then rewritten as in (3.5) with matrices Dsw = [1], B′
sw = [0.1 0] and Dsd = [0].

Corollaries 3.1 and 3.2 are aplied using alternating semidefinite programming. Each iteration

consists of two steps. First, the problem is solved with G(·) = 0 and H(·) = 0 (in this case, the
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Table 3.1: H∞ Robust Memory Controller for Example I.

Method H∞ Upper Bound γ Gain Matrix K

Corollary 3.1 10.87 [−1.8822−9.6684−0.0117]
Corollary 3.2 10.90 [−1.5670−9.8076−0.0150]

problem is convex) and, second, G(·) and H(·) are explored in the search for a better H∞ upper

bound γ . The results after five iterations are shown in Table 3.1.

Sufficient conditions for the existence of a decentralized or a static output feedback control

gain may be obtained from Theorem 3.1 by simply imposing to matrices L and F in (3.21) a

fixed structure, following the lines in [50], [66]. For instance, suppose that the first state variable

is not available for feedback. By imposing

L =
[
0 ℓ2 ℓ3

]
, F =





f11 0 0

0 f22 f23

0 f32 f33





to matrices L and F in Theorem 3.1 the following result is obtained (after five iterations)

K =
[
0 0.8002 −7.5613×10−6

]
, γ = 11.09

Example II

This example is intended to point out the quality of the proposed method when no commu-

nication channel is considered. Consider an uncertain time-varying discrete-time system with

vertices given by

Ã1 =

[
0.28 −0.315

0.63 −0.84

]

, Ã2 =

[
0.52 0.77

−0.7 −0.07

]

, B̃u1 =

[
1

2

]

, B̃u2 =

[
9

21

]

B̃w =

[
1

0

]

, C̃ =
[
1 1

]
, D̃w = D̃u =

[
0
]

This system is also studied in [29] but for a simpler case, where the parameters of matrix B̃u are

time-invariant. Here, the results from Theorem 3.1 are compared to [73, Remark 2]. In order to

illustrate the efficiency of the proposed method due to the use of a path-dependent Lyapunov

function, Corollary 3.1 is contrasted with Corollary 3.2. The results can be seen in Table 3.2.

3.5 Conclusion

This chapter addressed the H∞ robust controller for NCSs with uncertain time-varying

sampling rates. A new state space variable, representing the buffer of the controller, was added

to model a time-delay in the control signal. A polytope with vertices determined by Cayley-

Hamilton theorem was used to model the system. Using an approach based on path-dependent
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Table 3.2: H∞ Robust Memory Controller for Example II.

Method Iteration γ Improvement Time (sec)
[73] – 67.33 – 0.09

Corollary 3.1 1 31.37 53.40% 0.17
Corollary 3.1 2 23.10 65.69% 0.33

...
...

...
...

Corollary 3.1 10 19.21 71.47% 1.55
Corollary 3.2 1 30.39 54.87% 0.20
Corollary 3.2 2 17.10 74.61% 0.39

...
...

...
...

Corollary 3.2 10 11.25 83.29% 1.72

Lyapunov functions, theoretical conditions were formulated for the existence of a state feedback

control assuring an H∞ attenuation level for the closed-loop system. Then, sufficient conditions

for the existence of the memory controller are derived in terms of BMIs described only at the

vertices of the polytope. An algorithm exploiting appropriate choices of the extra variables

is used to solve the problem through a sequence of convex optimization procedures, providing

lower levels for the H∞ performance of the closed-loop system. When no communication channel

is considered, the proposed conditions can also provide better results when compared to other

methods in the literature dealing with time-varying discrete-time systems. Some remarks on

possible extensions to more complex NCS scenarios were presented and numerical experiments

were provided to illustrate different aspects of the proposed approach.



Chapter 4
H∞ filtering for discrete-time systems with

bounded time-varying parameters

4.1 Introduction

Technological advances have always pushed the control community to face more complex

problems in several different frameworks. Concerning the linear filtering problem, that extends

from the original work by Kalman [60], a large number of papers dealing with deterministic and

stochastic scenarios has appeared in the literature. More sophisticated structures are needed

when dealing with signal recovery and estimation under time-varying or constant uncertainties.

In this context, Lyapunov theory has been extensively applied as a tool to deal with the

synthesis of filters that guarantee the stability of the estimation error dynamics, while guaran-

teeing a certain level of performance. For example, quadratic Lyapunov functions have been

used to deal with time-invariant or arbitrarily time-varying systems as can be seen in [30], [49],

[52] concerning the H2 and H∞ robust filtering. Improvements of these results may be obtained

using parameter-dependent Lyapunov functions, as proposed in [53] for the time-invariant case

and in [37] for the time-varying case with bounded rates of variation. Recent published works

have also dealt with robust filtering.

Considering the case where the time-varying parameters, although unknown a priori, may

still be measured online, gain scheduling techniques represent an interesting option for filtering

or control of dynamic systems when contrasted with robust methods. Furthermore, as discussed

in [62], gain-scheduling strategies extend the validity of the linearization approach of nonlinear

systems to a range of operating points. As mentioned in [95], gain scheduling is an effective and

economical method for nonlinear control design in practice. In the filtering framework, recent

works include [6], [96] where affine parameter varying filters, with limited rate of variation, are

obtained, [57] in the context of parameter-dependent filters by means of nonlinear fractional

transformation and quadratic stability, [46] concerned with LPV filtering for slowly varying sys-

tems and [18] where the LPV filtering for arbitrarily time-varying systems in polytopic domain

is addressed.

69
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Extending the powerful features of gain scheduling (well presented in [95]) to deal with the

filtering problem is of great importance especially within the class of time-varying discrete-time

systems. It is known from [9] that for time-varying discrete-time systems, robust stabilizability

implies gain scheduling stabilizability, but the converse is not true. These facts motivate the

results and effort of the present work.

This chapter investigates the LPV filtering of time-varying systems with bounds on the rate

of variation. A preliminary version of the results presented in this chapter have appeared in [16]

considering only the robust filter design, and applications in the context of networked robust

filtering in [21]. Here, the proposed approach complements and extends previous results in the

literature by presenting a systematic procedure for filtering design that can be applied in four

different frameworks, namely, LPV or robust filtering of time-varying systems with bounded or

unbounded rates of variation. Lyapunov theory is applied in order to obtain the design condi-

tions of the filter. A parameter-dependent Lyapunov function is used to reduce the conservatism

of the proposed method, resulting in a more general approach when compared to methods based

on quadratic stability. All system matrices are assumed to be affected by time-varying parame-

ters, which are assumed to lie inside a polytope. A more precise parameter variation modeling

is applied to give a better description of the uncertainty domain and an H∞ guaranteed cost

is used as a performance index. The H∞ filtering limits the maximum possible variance of the

error signal over all exogenous inputs with bounded variance [94], i.e. the H∞ norm reflects

the worst-case energy gain of the system and does not require statistical assumptions on the

exogenous input (a situation in which the Kalman filtering cannot be employed, [105]). Fur-

thermore, it can provide robustness with respect to unmodeled uncertainties. The LPV filter

is then obtained from the solution of an optimization problem that minimizes an upper bound

to the H∞ index of performance subject to a finite number of bilinear matrix inequality (BMI)

constraints formulated only in terms of the vertices of a polytope. No grids in the parametric

space are used. Extra variables introduced through the BMI conditions can be explored in the

search for better H∞ performance of the estimation error dynamics giving more flexibility to the

design process. Robust filters for time-invariant and arbitrarily time-varying uncertain systems

may be obtained as particular cases of the proposed method. Numerical examples illustrate the

efficacy of the proposed results.

4.2 Problem statement and preliminary results

Consider the time-varying discrete-time system, for k ≥ 0

x(k +1) = A(α(k))x(k)+B(α(k))w(k)

z(k) = C1(α(k))x(k)+D1(α(k))w(k) (4.1)

y(k) = C2(α(k))x(k)+D2(α(k))w(k)
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where x(k) ∈ R
n is the state space vector, w(k) ∈ R

m is the noise input belonging to l2[0,∞),

z(k) ∈R
p is the signal to be estimated and y(k) ∈R

q is the measured output. The time-varying

vector of parameters α(k) belongs to the unit simplex (for all k ≥ 0)

UN =
{

δ ∈R
N :

N

∑
i=1

δi = 1, δi ≥ 0 , i = 1, . . . ,N
}

and has bounded rates of variation of percentage b ∈ [0,1]. For instance, b = 0.05 indicates that

the parameters are constrained to vary only 5% of their original values between two instants of

time. The time-invariant case is modeled by b = 0 and arbitrarily fast variations by b = 1.

All matrices are real, with appropriate dimensions, belonging to the polytope1

P̃ ,











A(α) B(α)
C1(α) D1(α)
C2(α) D2(α)



 =
N

∑
i=1

αi





Ai Bi

C1i D1i

C2i D2i



 , α ∈ UN






. (4.2)

More specifically, the system matrices are given, for any time k ≥ 0, by the convex combination

of the well-defined vertices of the polytope P.

A full-order, proper, LPV filter is investigated here, as given by:

x f (k +1) = A f (α)x f (k)+B f (α)y(k), x f (0) = 0

z f (k) = C f (α)x f (k)+D f (α)y(k)
(4.3)

where x f (t) ∈ R
n is the filter state space vector and z f (t) ∈ R

p the estimated signal. All filter

matrices are real, with appropriate dimensions, belonging to the polytope

P̂ ,

{[
A f (α) B f (α)
C f (α) D f (α)

]

=
N

∑
i=1

αi

[
A f i B f i

C f i D f i

]

, α ∈ UN

}

. (4.4)

The estimation error dynamics is given by

ς(k +1) = Â(α)ς(k)+ B̂(α)w(k),ς(0) = 0

e(k) = Ĉ(α)ς(k)+ D̂(α)w(k)
(4.5)

where ς(k) = [x(k)′ x f (k)
′]′, e(k) = z(k)− z f (k) and

Â(α) =

[
A(α) 0

B f (α)C2(α) A f (α)

]

, B̂(α) =

[
B(α)

B f (α)D2(α)

]

Ĉ(α) =
[
C1(α)−D f (α)C2(α) −C f (α)

]
,

D̂(α) =
[
D1(α)−D f (α)D2(α)

] (4.6)

The filtering problem is stated as follows.

1The time dependence of α(k) will be omitted to lighten the notation.
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αi

∆αi

b

b

−b

1

1

−1

1−b

Figure 4.1: Region on the plane ∆αi×αi where ∆αi can assume values as a function of αi (dark
region).

Problem 3. Find matrices A f i ∈ R
n×n, B f i ∈ R

n×q, C f i ∈ R
p×n and D f i ∈ R

p×q i = 1, . . . ,N,

of the filter (4.3), such that the estimation error system (4.5) is asymptotically stable, and an

upper bound γ to the H∞ estimation error performance is minimized, that is

sup
w 6=0

‖e‖2
2

‖w‖2
2

< γ2 (4.7)

with w ∈ l2[0,∞).

Note that, since the parameters lie inside a unit simplex, the rates of variation are intrinsically

lower bounded by −b and upper bounded by b, b ∈ [0,1]. In order to model2 the parameter

variation when −b < ∆αi(k) < b, b 6= 0, it must be taken into account that the feasible values

of ∆αi(k) depend on the actual values of αi(k), as show in Figure 4.1 (darken area).

Thus, any pair (αi,∆αi) belongs to the polytope Λi, i = 1, . . . ,N given by

Λi ,

{

δ ∈R
2 : δ =

6

∑
j=1

λ jr j, λ ∈ U6

}

,

[r1 · · ·r6] =

[

0 0 1−b 1 1 b

0 b b 0 −b −b

]

,

(4.8)

that is, Λi is the convex combination of the extremes (vertices) of the feasible area.

To construct the (α,∆α)-space, the Cartesian product of all Λi, i = 1, . . . ,N must be conside-

red, taking into account that the new vertices must satisfy α1 + · · ·+ αN = 1 and ∆α1 + · · ·+

∆αN = 0. The resulting polytope, called Λ, is then given by

Λ ,

{

δ ∈R
2N : δ =

M

∑
i=1

λisi, λ ∈ UM

}

, (4.9)

2For simplicity, the same b is considered for all αi, i = 1, . . . ,N.
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where si ∈R
2N are given vectors. As a consequence, the first step to search for a solution to any

LMI/BMI depending on both α and ∆α is to make a lifting to the λ -space. From (4.9) one has

(α ′,∆α ′)′ = Sλ , S = [s1 · · ·sM] ∈R
2N×M, λ ∈ UM. (4.10)

In the case of affine parameter-dependent matrices, that is

X(α(k)) =
N

∑
i=1

αi(k)Xi, αi(k) =
M

∑
j=1

λ jSi j, (4.11)

X(α(k +1)) =
N

∑
i=1

(αi(k)+∆αi(k))Xi, ∆αi(k) =
M

∑
j=1

λ jS(i+N) j, (4.12)

it follows that

X̄(λ ) =
N

∑
i=1

M

∑
j=1

λ jSi jXi =
M

∑
j=1

λ jX̄ j, X̃(λ ) =
N

∑
i=1

M

∑
j=1

λ j(Si j +S(i+N) j)Xi =
M

∑
j=1

λ jX̃ j, (4.13)

where3

X̄ j =
N

∑
i=1

Si jXi, (4.14)

X̃ j =
N

∑
i=1

(Si j +S(i+N) j)Xi. (4.15)

Theorem 4.1. (Stability Analysis) For a given γ, if there exists bounded matrix sequences

P(α)′ = P(α) > 0, G(ζ ), H(ζ ), matrix F and full rank matrix T , with appropriate dimensions,

such that (the term (⋆) indicates symmetric blocks in the matrix inequality)





P(α+)−F −F ′ FÂ(α)′−F ′T G(ζ )′T−1 FĈ(α)′−F ′T H(ζ )′

(⋆) L22 L23

(⋆) (⋆) L33



 < 0, (4.16)

L22 = (T ′)−1G(ζ )T ′FÂ(α)′ + Â(α)F ′T G(ζ )′T−1 −P(α)+ γ−1B̂(α)B̂(α)′,

L23 = (T ′)−1G(ζ )T ′FĈ(α)′ + Â(α)F ′T H(ζ )′ + γ−1B̂(α)D̂(α)′,

L33 = H(ζ )T ′FĈ(α)′ +Ĉ(α)F ′T H(ζ )′− γI+ γ−1D̂(α)D̂(α)′,

for all α,ζ ∈ UN, where α+ = α(k + 1), and bounded ∆α, then the error dynamics (4.5) is

asymptotically stable with an upper bound γ to the H∞ performance.

Proof: Firstly, multiply the inequality (4.16) on left by T ′ and on right by T , with

T
′ =

[
Â(α) I 0

Ĉ(α) 0 I

]

,

3The same conversion is applied in the system and filter matrices.
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in order to obtain
[

Â(α)P(α+)Â(α)′−P(α)+ γ−1B̂(α)B̂(α)′

(⋆)

Â(α)′P(α+)Ĉ(α)′ + γ−1B̂(α)D̂(α)′

Ĉ(α)P(α+)Ĉ(α)′ + γ−1D̂(α)D̂(α)′− γI

]

< 0 (4.17)

If (4.17) holds, it follows that Â(α)P(α+)Â(α)′−P(α) < 0 and, from the Lyapunov theory

[62], the system is asymptotically stable. Secondly, by choosing ϑ(k) = ς(k)′P(α)ς(k) as a

parameter-dependent Lyapunov function and considering the dual system (i.e. Â = Â′, B̂ = Ĉ′,

Ĉ = B̂′ and D̂ = D̂′), it follows, after some algebraic manipulation, that inequality (4.17) implies

∆ϑ(k) < −γ−1e(k)′e(k)+ γw(k)′w(k).

Therefore, system (4.5) has an upper bound γ to the H∞ performance.

It is important to stress that the extra variables F , G(ζ ) and H(ζ ) in (4.16) represent extra

degrees of freedom in the search for a feasible solution of Theorem 4.1. As pointed out in

[31], these variables may be identified as Lagrangian multipliers and can be explored for design

purposes. In this sense, different structures of matrices F , G(ζ ) and H(ζ ) can be used yielding

different sufficient conditions for stability analysis. For instance, assuming polytopic structures,

G(·) and H(·) c maye parametrized in α or α+ as used throughout this chapter.

The nonlinear inequality conditions of Theorem 4.1 must be tested at all points of the simplex

UN , i.e., at an infinite number of points. Hence, the main goal hereafter is to obtain finite-

dimensional BMI conditions in terms of the vertices of the polytope P to solve Problem 3. Using

Schur complement and a change of variables, finite-dimensional BMIs assuring the existence of

such filters are given in the next section.

4.3 Main Results

By considering the particular structure

P(α) = α1P1 +α2P2 + . . .+αNPN , α ∈ UN , (4.18)

lifted to the λ -space, the following sufficient condition can be obtained.

Theorem 4.2. ( H∞ LPV Filtering) Given the system (4.1) and matrix S as in (4.10), if there

exist matrices Z, Y , R, Qi ∈R
n×n, Li ∈R

n×q, Ji ∈R
p×n, D f i ∈R

p×q, G, Mi = M′
i > 0 ∈R

2n×2n,

H ∈R
p×2n, i = 1, . . . ,N and a scalar γ > 0 such that, for matrices Q̄i, L̄i, J̄i, D̄ f i, M̄i, Āi, B̄i, C̄1i,

C̄2i, D̄1i and D̄2i given as in (4.14) and M̃i as in (4.15)

Ξi ,








F11 F12 F̂3i − F̂ ′
1H ′

0

(⋆) F22 GF̂3i + F̂ ′
2iH

′ F̂4i

(⋆) (⋆) HF̂3i + F̂ ′
3iH

′− γI F34

(⋆) (⋆) (⋆) −γI








< 0, i = 1, . . . ,M, (4.19)
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F11 = M̃i − F̂1 − F̂ ′
1, F12 = F̂2i − F̂ ′

1G′,

F22 = GF̂2i + F̂ ′
2iG

′− M̄i, F34 = D̄1i − D̄ f iD̄2i,

F̂1 =

[
Z Y ′ +R′

Z Y ′

]

, F̂2i =

[
Ā′

iZ Ā′
iY

′ +C̄′
2iL̄

′
i + Q̄′

i

Ā′
iZ Ā′

iY
′ +C̄′

2iL̄
′
i

]

,

F̂3i =

[

C̄′
1i −C̄′

2iD̄
′
f i − J̄′i

C̄′
1i −C̄′

2iD̄
′
f i

]

, F̂4i =

[
Z′B̄i

Y B̄i + L̄iD̄2i

]

,

Ξik ,







F̂11 F̂12 F̂3ik −2F̂ ′
1H ′

0

(⋆) F̂22 GF̂3ik + F̂ ′
2ikH ′ F̂4ik

(⋆) (⋆) HF̂3ik + F̂ ′
3ikH ′−2γI F̂34

(⋆) (⋆) (⋆) −2γI







< 0,

{
i = 1, . . . ,M−1

k = i+1, . . . ,M
, (4.20)

F̂11 = M̃i + M̃k −2F̂1 −2F̂ ′
1, F̂12 = F̂2ik −2F̂ ′

1G′,

F̂22 = GF̂2ik + F̂ ′
2ikG′− M̄i − M̄k, F̂34 = D̄1i + D̄1k − D̄ f iD̄2k − D̄ f kD̄2i,

F̂2ik =

[

(Ā′
i + Ā′

k)Z (Ā′
i + Ā′

k)Y
′ +C̄′

2iL̄
′
k +C̄′

2kL̄′
i + Q̄′

i + Q̄′
k

(Ā′
i + Ā′

k)Z (Ā′
i + Ā′

k)Y
′ +C̄′

2iL̄
′
k +C̄′

2kL̄′
i

]

,

F̂3ik =

[

C̄′
1i +C̄′

1k −C̄′
2iD̄

′
f k −C̄′

2kD̄′
f i − J̄′i − J̄′k

C̄′
1i +C̄′

1k −C̄′
2iD̄

′
f k −C̄′

2kD̄′
f i

]

, F̂4ik =

[

Z′(B̄i + B̄k)

Y (B̄i + B̄k)+ L̄iD̄2k + L̄kD̄2i

]

,

then there exists an LPV filter in the form of (4.3), ensuring the asymptotic stability of the

estimation error dynamic (4.5) and an H∞ guaranteed cost γ, for all (α,∆α) ∈ Λ with vertices

given by

A f i = V̂−1Qi(UZ)−1, B f i = V̂−1Li,
C f i = Ji(UZ)−1, D f i,

(4.21)

where U ∈R
n×n and V̂ ∈R

n×n are matrices arbitrarily chosen such that R = V̂UZ.

Proof: Applying the following operation

Ξ(λ ) =
N

∑
i=1

λ 2
i Ξi +

N−1

∑
i=1

N

∑
k=i+1

λiλkΞik, (4.22)

to the BMIs (4.19) and (4.20) one gets

Ξ(λ ) =







F11 F12 F13 0

(⋆) F22 F23 F̂4

(⋆) (⋆) F33 F34

(⋆) (⋆) (⋆) −γI







< 0, (4.23)

F11 = M̃(λ )− F̂1 − F̂ ′
1, F12 = F̂2(λ )− F̂ ′

1G′, F13 = F̂3(λ )− F̂ ′
1H ′,

F22 = GF̂2(λ )+ F̂2(λ )′G′− M̄(λ ), F23 = GF̂3(λ )+ F̂2(λ )′H ′,

F33 = HF̂3(λ )+ F̂3(λ )′H ′− γI, F34 = D̄1(λ )− D̄ f (λ )D̄2(λ ),
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where

F̂2(λ ) =

[
Ā(λ )′Z Ā(λ )′Y ′ +C̄2(λ )′L̄(λ )′ + Q̄(λ )′

Ā(λ )′Z Ā(λ )′Y ′ +C̄2(λ )′L̄(λ )′

]

,

F̂3(λ )′ =
[
C̄1(λ )− D̄ f (λ )C̄2(λ )− J̄(λ ) C̄1(λ )− D̄ f (λ )C̄2(λ )

]
,

F̂4(λ )′ =
[
B̄(λ )′Z B̄(λ )′Y ′ + D̄2(λ )′L̄(λ )′

]
.

Then, define the partitioned matrices [27]

F =

[
X ′ U ′

Û ′ X̂ ′

]

, F−1 =

[
Y V̂

V Ŷ

]

, T =

[
X−1 Y ′

0 V̂ ′

]

, T−1 =

[
X −XY ′(V̂ ′)−1

0 (V̂ ′)−1

]

together with the following variable transformation

[
Q̄(λ ) L̄(λ )

J̄(λ ) D̄ f (λ )

]

=

[
V̂ 0

0 I

][
Ā f (λ ) B̄ f (λ )

C̄ f (λ ) D̄ f (λ )

][
UZ 0

0 I

]

, R = V̂UZ, (4.24)

where Z = X−1. Using the above change of variable, multiply inequality (4.23) to the left by Ŝ′

and to the right by Ŝ with

Ŝ =

[
S 0

0 I

]

, S =

[
T−1

0

0 T−1

]

, I =

[
I 0

0 I

]

,

yielding the following inequality







P̃(λ )−F −F ′ FÂ(λ )′−F ′T G′T−1 FĈ(λ )′−F ′T H ′
0

(⋆) L̂22 L̂23 B̂(λ )

(⋆) (⋆) L̂33 D̂(λ )
(⋆) (⋆) (⋆) −γI







< 0, (4.25)

L̂22 = (T ′)−1GT ′FÂ(λ )′ + Â(λ )F ′T G′T−1 −P̄(λ ),

L̂23 = (T ′)−1GT ′FĈ(λ )′ + Â(λ )F ′T H ′,

L̂33 = HT ′FĈ(λ )′ +Ĉ(λ )F ′T H ′− γI,

where P(λ ) = (T ′)−1M(λ )T−1 and the matrices Â(·), B̂(·), Ĉ(·) and D̂(·) have the same structure

of (4.6), but in the λ -space. Finally, considering the lift of the BMI to the λ -space and applying

Schur complement, inequality (4.25) reduces to (4.16) of Theorem 4.1 with G(ζ ) = G and H(ζ ) =

H. The filter matrices are obtained by the change of variables (4.24), which concludes the proof.

Corollary 4.1. The minimum γ attainable by the conditions of Theorem 4.2 is given by the

optimization problem

minγ s.t. (4.19)–(4.20) (4.26)

Theorem 4.2 is presented in terms of BMI constraints due to the use of extra variables F , G

and H. The advantages of this approach are due the fact that such variables may be used in the

search for better performance of the closed-loop system. For instance, a lower H∞ guaranteed
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cost may be obtained by exploring the new variables G and H. Nevertheless, by choosing G = 0

and H = 0 the conditions of Theorem 4.2 reduce to LMIs, and, in this case, Corollary 4.1

becomes a convex optimization problem that can be handled by Semi-Definite Programming

(SDP) algorithms.

In order to solve Corollary 4.1 within the BMI framework, many methods from the litera-

ture may be applied, such as the two following algorithms. The first one is sometimes called

Alternating SDP (or Gauss-Seidel) method [43] and consists of fixing some variables and solving

for others in such a way that at each step a convex optimization problem is solved. The second

one is called path-following method [56] and consists of linearizing the BMIs. Although in both

cases there is no guarantee of convergence, these methods are easy to implement and provide

good results. In this chapter, the first approach is used and the algorithm is as follows.

Algorithm 2. Let G = 0 and H = 0. Let ε and kmax be given. Set k = 1 and iterate:

1. Fix the variables H and G, minimize w.r.t. γk, Z, Y , R, Qi, Li, Ji, D f i and Mi. Get the

new values of Z, Y , R, Qi, Li, Ji and D f i.

2. Fix the variables Z, Y , R, Qi, Li, Ji and D f i, minimize w.r.t. γk, H, G and Mi. Get the

new values of H and G.

3. If |γk − γk−1| < ε, then stop (no significant changes).

4. Set k = k +1 and go to step 1 if k ≤ kmax. Otherwise stop.

In order to reduce the number of BMIs and the computational time required to solve the

optimization problem (4.26), the conditions of Theorem 4.2 were obtained with G(ζ ) = G and

H(ζ ) = H. If G(ζ ) and H(ζ ) were parametrized with α a more sophisticated procedure, such

as the one proposed in [89], should be applied.

If b = 0, Problem 3 corresponds to the filtering problem of time-invariant uncertain systems.

In this case, Theorem 4.2 provides sufficient conditions to design filters for uncertain discrete-

time systems in polytopic domains. In the case b = 1, i.e. the parameters may vary arbitrarily

inside the unit simplex UN , the conditions of Theorem 4.2 encompass the ones provided in

[11, Theorem 2] leading to less conservative results when contrasted with LPV filters designed

through quadratic Lyapunov functions.

4.3.1 Robust filtering

For the robust case, consider P(α) as in (4.18) and the particular structures

G(ζ ) = G(α) =
N

∑
i=1

αiGi, H(ζ ) = H(α) =
N

∑
i=1

αiHi, α ∈ UN ,

lifted to the λ -space, yielding the following result.
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Theorem 4.3. ( H∞ Robust Filtering) Given the system (4.1) and matrix S as in (4.10), if

there exist matrices Z, Y , R, Q∈R
n×n, L∈R

n×q, J ∈R
p×n, D f ∈R

p×q, Gi, Mi = M′
i > 0∈R

2n×2n,

Hi ∈R
p×2n, i = 1, . . . ,N and a scalar γ > 0 such that, for matrices Q̄, L̄, J̄, D̄ f , Ḡi, H̄i, M̄i, Āi,

B̄i, C̄1i, C̄2i, D̄1i and D̄2i given as in (4.14) and M̃i as in (4.15)

Ξi ,








F11 F12 F̂3i − F̂ ′
1H̄ ′

i 0

(⋆) F22 ḠiF̂3i + F̂ ′
2iH̄

′
i F̂4i

(⋆) (⋆) H̄iF̂3i + F̂ ′
3iH̄

′
i − γI F34

(⋆) (⋆) (⋆) −γI








< 0, i = 1, . . . ,M, (4.27)

F11 = M̃i − F̂1 − F̂ ′
1, F12 = F̂2i − F̂ ′

1Ḡ′
i,

F22 = ḠiF̂2i + F̂ ′
2iḠ

′
i − M̄i, F34 = D̄1i − D̄ f D̄2i,

F̂1 =

[
Z Y ′ +R′

Z Y ′

]

, F̂2i =

[
Ā′

iZ Ā′
iY

′ +C̄′
2iL̄

′ + Q̄′

Ā′
iZ Ā′

iY
′ +C̄′

2iL̄
′

]

,

F̂3i =

[

C̄′
1i −C̄′

2iD̄
′
f − J̄′

C̄′
1i −C̄′

2iD̄
′
f

]

, F̂4i =

[
Z′B̄i

Y B̄i + L̄D̄2i

]

,

Ξik ,








F̂11 F̂12 F̂3i + F̂3k − F̂ ′
1(H̄

′
i + H̄ ′

k) 0

(⋆) F̂22 ḠiF̂3k + ḠkF̂3i + F̂ ′
2iH̄

′
k + F̂ ′

2kH̄ ′
i F̂4i + F̂4k

(⋆) (⋆) H̄iF̂3k + H̄kF̂3i + F̂ ′
3iH̄

′
k + F̂ ′

3kH̄ ′
i −2γI F̂34

(⋆) (⋆) (⋆) −2γI








< 0, (4.28)

i = 1, . . . ,M−1, k = i+1, . . . ,M,

F̂11 = M̃i + M̃k −2F̂1 −2F̂ ′
1, F̂12 = F̂2i + F̂2k − F̂ ′

1(Ḡ
′
i + Ḡ′

k),

F̂22 = ḠiF̂2k + ḠkF̂2i + F̂ ′
2iḠ

′
k + F̂ ′

2kḠ′
i − M̄i − M̄k, F̂34 = D̄1i + D̄1k − D̄ f (D̄2i + D̄2k),

then there exists a robust filter in the form of (4.3), ensuring the asymptotic stability of the

estimation error dynamics (4.5) and an H∞ guaranteed cost γ, for all (α,∆α) ∈ Λ with vertices

given as in (4.21).

Proof: Similar to the proof of Theorem 4.2.

The remarks relevant for Theorem 4.2 also hold for Theorem 4.3. Additionally, for b = 0,

G(α) = 0 and H(α) = 0, the conditions of Theorem 4.3 reduce to the H∞ extension of the

results in [53, Theorem 5.1].

4.3.2 Practical appeal and possible extensions

The filter design method presented in this section may be applied to all types of dynamical

processes that may be written as (4.1). It encompasses the cases of time-invariant (b = 0),

bounded time-varying (0 < b < 1) and arbitrarily time-varying (b = 1) systems. Consequently, it

can be used in many different practical situations, including systems that exchange information

through a communication channel, commonly known as networked control systems (NCSs).
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Figure 4.2: Networked Filtering Model.

The usefulness and importance of NCS architectures is largely due to advances in digital control

and computer interfaced structures. Drawbacks associated with NCS are discussed in [68],

[107], [115]. In the filtering framework, the problem of estimating a signal of a precisely known

continuous-time system, sampled by a zero-order hold with a time-varying sampling period,

through an NCS can be studied using the proposed technique. By using the Cayley-Hamilton

theorem or Taylor series expansion, the time-varying sampled-data matrices can be rewritten

as in (4.2) and Theorem 4.2 may be applied to provide the filter matrices. More specifically,

consider a time-invariant continuous-time system sampled by a zero-order hold with a period h.

The structure of the filtering model is illustrated in Figure 4.2. Assuming that h may change its

value at run-time due to various reasons, such as bandwidth allocation and scheduling decisions,

let the actual value of h at each instant k (i.e., hk) lie inside a finite discrete set as specified

below

hk ∈ {hmin, . . . ,hmax}, hk = κ ·g, κ ∈ N. (4.29)

The parameter g is known as the processor/network clock granularity, [104]. The clock granu-

larity is related with the processor frequency and k ∈N is a function of time that specifies how

many times g the sampling period h will be at instant k.

To represent the set of all possible sampled-data system matrices due to uncertain sampling

rates, a polytopic model is considered. In this case, the system matrices, for any time k ≥ 0, are

described as a convex combination of well-defined vertices, which are given by the arrangements

of the extreme values of (4.29) with the help of the Cayley-Hamilton theorem or Taylor series

expansion [1]. The sampled system is then rewritten as (4.1) and Theorem 4.2 (or Theorem 4.3)

may be used to provide a networked filter such that the estimation error is asymptotically stable

under time-varying sampling rates. This problem is of great interest specially when dealing with

scheduling or dynamic bandwidth allocation for bandwidth reduction [79].

Other improvements of theorems 4.2 and 4.3 may be obtained by exploring the structure

of the Lyapunov matrix P(α) and the extra variables F , G(ζ ) and H(ζ ) of Theorem 4.1.

As can be seen in (4.18), the Lyapunov matrix used in Theorem 4.2 is affine in α . More

sophisticated structures may lead to better results, for example, the polynomially parameter

dependent Lyapunov (PPDL) functions used in [85] can be explored for b < 1. The case b = 1
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(arbitrarily parameter variation) seems to be more involved. Considering stability analysis and

Lyapunov matrices that depend only on the parameter at the actual instant of time (i.e. α(k))

it turns out that the positiveness of the affine Lyapunov matrix (4.18) is a necessary condition

for the positiveness of PPDL functions with degree greater than one. Consequently, whether or

not PPDL functions with higher degree will help to improve the performance when compared

to affine functions for synthesis purpose with b = 1 is still an open question. Nevertheless,

parameter dependent Lyapunov matrices that depend on more than one instant of time, as the

path dependent Lyapunov function proposed in [63], [64], can provide better results for b = 1

when contrasted to the affine Lyapunov matrix.

Changes in the structure of matrices F , G(·) and H(·) have appeared in (4.16) may also lead

to better results, as given in [39], [47]. A result for arbitrarily time-varying systems, obtained

with the path dependent Lyapunov matrix4

P(α) = P(α,α+) =
N

∑
i=1

N

∑
j=1

αiα+ j
Pi j, α, α+ ∈ UN , (4.30)

and the particular choices

G(ζ ) = G(ρ) =
N

∑
i=1

ρiGi, H(ζ ) = H(ρ) =
N

∑
i=1

ρiHi, ρ ∈ UN ,

with ρ ∈ UN , is presented in the next theorem. Note that, since b = 1 (arbitrarily fast rates of

variation), there is no need to lift the matrices to the λ -space.

Theorem 4.4. (Path dependent approach) Given the system (4.1), if there exist matrices Z,

Y , R, Qi ∈ R
n×n, Li ∈ R

n×q, Ji ∈ R
p×n, D f i ∈ R

p×q, Gi, Mi j = M′
i j > 0 ∈ R

2n×2n, Hi ∈ R
p×2n

i, j = 1, . . . ,N and a scalar γ > 0 such that

Ξi jℓ ,








M jℓ− F̂1 − F̂ ′
1 F̂2i − F̂ ′

1G′
j F̂3i − F̂ ′

1H ′
j 0

(⋆) G jF̂2i + F̂ ′
2iG

′
j −Mi j G jF̂3i + F̂ ′

2iH
′
j F̂4i

(⋆) (⋆) H jF̂3i + F̂ ′
3iH

′
j − γI D1i −D f iD2i

(⋆) (⋆) (⋆) −γI








< 0, (4.31)

i = 1, . . . ,N, j = 1, . . . ,N, ℓ = 1, . . . ,N,

Ξik jℓ ,








2M jℓ−2F̂1 −2F̂ ′
1 F̂2ik −2F̂ ′

1G′
j F̂3ik −2F̂ ′

1H ′
j 0

(⋆) F̂22 G jF̂3ik + F̂ ′
2ikH ′

j F̂4ik

(⋆) (⋆) H jF̂3ik + F̂ ′
3ikH ′

j −2γI F̂34

(⋆) (⋆) (⋆) −2γI








< 0, (4.32)

i = 1, . . . ,N −1, k = i+1, . . . ,N j = 1, . . . ,N, ℓ = 1, . . . ,N,

F̂22 = G jF̂2ik + F̂ ′
2ikG′

j −Mi j −Mk j, F̂34 = D1i +D1k −D f iD2k −D f kD2i,

4The Lyapunov matrix can also be generalized for any number of instants ahead following the lines given in
[63], at the price of a quick increase in the computational effort.
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where F̂1, F̂2i, F̂3i, F̂4i, F̂2ik, F̂3ik and F̂4ik have the same structure of the ones from Theorem 4.2

but in the α domain, then there exists an LPV filter in the form of (4.3), ensuring the asymptotic

stability of the estimation error dynamic (4.5) and an H∞ guaranteed cost γ, for all α ∈ UN

with arbitrary rates of variation and vertices given as in (4.21).

Proof: Similar to the proof of Theorem 4.2 except that now there is no lift to the λ -space and

the operation (4.22) becomes

Ξ(α,ρ,η) =
N

∑
ℓ=1

ηℓ

{
N

∑
j=1

ρ j

{
N

∑
i=1

α2
i Ξi jℓ +

N−1

∑
i=1

N

∑
k=i+1

αiαkΞik jℓ

}}

.

Note that the Lyapunov matrix (4.30) would imply on three instants of time α(k), α(k +1)

and α(k +2) in Theorem 4.1. Since these values are completely independent when b = 1, they

are represented respectively by α , ρ and η (all of them belonging to unit simplexes, for all

k ≥ 0), yielding matrix Ξ(α,ρ,η) in Theorem 4.4. The robust version of Theorem 4.4 can be

obtained in a similar way of Theorem 4.3.

4.4 Numerical Experiments

All the experiments have been performed in a PC equipped with: Athlon 64 X2 6000+

(3.0 GHz), 2GB RAM (800 MHz), using the SDP solver SeDuMi [101] interfaced by the parser

YALMIP [70]. The numerical complexity is estimated in terms of the computational times given

in seconds. Particularly to the iterative procedure given in Algorithm 2, the time of the i-th

iteration is the total time accumulated up to this iteration.

Example I: Consider the following time-varying discrete-time system borrowed from [37]

x(k +1) =

[
0 −0.5
1 1+θ(k)

]

x(k)+

[
−6 0

1 0

]

w(k),

z(k) =
[
1 0

]
x(k), (4.33)

y(k) =
[
−100 10

]
x(k)+

[
0 1

]
w(k),

where θ ≤ θ(k) ≤ θ and |∆θ(k)| ≤ δ . The equivalent polytopic representation of system (4.33)

is obtained by the change of variables θ(k) = α1(k)θ +α2(k)θ and |∆α1(k)|= |∆α2(k)| ≤ δ/|θ −

θ | = b. With respect to the ranges of the time-varying parameters, the case to be investigated

is θ = −θ = 0.4 and 0 ≤ δ ≤ 0.8 (corresponding to 0 ≤ b ≤ 1).

The first task is to synthesize robust filters using Algorithm 2 with Theorem 4.3 and the

approaches from [37, Lemma 4] (Lyapunov matrix affine in θ(k)) and [37, Theorem 2] (Lyapunov

matrix quadratic in θ(k)). Algorithm 2 is performed twice, considering the maximum number of

iterations as kmax = 1 and kmax = 5. Figure 4.3 shows the minimum γ achieved with strictly proper

filters (D f =0). Note that with only one iteration, where in fact the conditions of Theorem 4.3
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Figure 4.3: H∞ upper bound attained by using strictly proper robust filters in the design
problem of Example I.

reduce to LMIs, the proposed approach based on affine parameter-dependent Lyapunov matrix

outperforms the best method of [37] that is based on a Lyapunov matrix quadratic in θ(k).

The zero iteration case (it = 0) shown in the figure was obtained without introducing the

extra variables G(·) and H(·). Smaller guaranteed costs can be obtained through the iterative

procedure given in Algorithm 2 at the price of a higher computational effort.

The second part of the experiment concerns a more detailed comparison between the pro-

posed design conditions and the methods from the literature for the specific cases δ = 0 (time-

invariant parameter) and δ = 0.8 (arbitrarily fast). In the case δ = 0 the nonconvex procedure

from [39, Theorem 2] is also included in the comparisons. For δ = 0.8, the LPV filter design

conditions proposed in the chapter are compared to [118, Theorem 3]. The results are shown in

Table 4.1, where it = 0 means without the extra variables G(·) and H(·). In the robust filtering

case, the proposed conditions provide the best H∞ guaranteed costs with five iterations at the

price of slightly higher computational efforts. In the LPV filtering case the proposed conditions

presented the same H∞ guaranteed costs than [118, Theorem 3] for the case δ = 0.8. Note that,

differently from [118, Theorem 3], the proposed conditions could still synthesize LPV filters for

the range 0 < δ < 0.8.

Example II: Consider a time-varying system with state-space matrices given by

A =

[
0.265−0.1650θ(k) 0.45(1+θ(k))

0.5(1−θ(k)) 0.265−0.215θ(k)

]

, B =

[
1.5−0.5θ(k)

0.1

]

, C′
2 =

[
1

0

]

,

where D2 = 1, C1 = I2, D1 = 02 and −1 ≤ θ(k) ≤ 1 is an arbitrarily fast time-varying parameter

(∆θ(k) = 2). The polytopic representation of the system is obtained as in Example I. The aim
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Table 4.1: H∞ guaranteed costs and computational times obtained in the design problem of
Example I for time-invariant (δ = 0) and arbitrarily fast (δ = 0.8) parameters.

Method Filter δ γ Time
[37, Lem. 4] 0 11.16 0.44
[37, Thm. 2] 0 11.16 0.44

[39, Thm. 2]it=5
robust 0 9.30 1.45

Theorem 4.3it=0 0 11.16 0.38
Theorem 4.3it=1 0 10.65 0.78
Theorem 4.3it=5 0 9.16 3.55

[37, Lem. 4] 0.8 21.99 0.57
[37, Thm. 2] 0.8 21.99 0.58

Theorem 4.3it=0 0.8 21.99 0.46
Theorem 4.3it=1 0.8 17.72 0.95

Theorem 4.3it=5
robust 0.8 16.04 5.15

Theorem 4.4it=0 0.8 17.59 0.22
Theorem 4.4it=1 0.8 15.68 0.44
Theorem 4.4it=5 0.8 14.52 2.18
[118, Thm. 3] 0.8 8.49 0.42

Theorem 4.2it=0 0.8 8.49 0.33
Theorem 4.2it=1 LPV 0.8 8.49 0.48
Theorem 4.4it=0 0.8 8.49 0.24
Theorem 4.4it=1 0.8 8.49 0.33

is to synthesize robust and LPV H∞ filters using the conditions proposed in the chapter and

the ones from [37] and [118]. For the LPV case, only Theorem 4.2 and Theorem 4.4 were able

to provide a feasible solution. In the robust case, all methods failed except the robust version of

Theorem 4.4. The results can be seen in Table 4.2. The robust filter matrices after one iteration

are given by

A f =

[
0.5238 1.5844

−0.0406 −0.0927

]

, B f =

[
−0.7852

0.8116

]

, C f =

[
0.0070 −0.0002

0.5238 1.7974

]

,

D′
f =

[
0.9931 −0.7029

]
,

and after six iterations, with an improvement of approximately 67%, by

A f =

[
0.2508 0.3667

−0.0201 −0.0447

]

, B f =

[
−6.3140

4.1041

]

, C f =

[
−0.0045 −0.0135

0.1703 0.5597

]

,

D′
f =

[
1.0012 −0.3848

]
.

As expected, the H∞ guaranteed cost associated with the LPV filter was better but no im-

provement was obtained with the BMI iterations. This example illustrates the fact that there

may exist systems where robust filters can only be designed by using path-dependent Lya-

punov matrices, that encompass the methods based on Lyapunov matrices depending (affinely,

quadratically or polynomially) on parameters only at the current instant of time k.
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Table 4.2: H∞ guaranteed costs and computational times obtained in the design problem of
Example II. The computational time (in seconds) is the cumulated time as the number of BMI
iterations evolves.

Method Filter γ Improvement Time
T 4.4it=1 19.41 – 0.89
T 4.4it=2 9.10 53.10 % 2.03
T 4.4it=3 robust 7.55 61.07 % 3.17
T 4.4it=4 6.82 64.85 % 4.21
T 4.4it=5 6.56 66.18 % 5.30
T 4.4it=6 6.26 67.75 % 6.41
T 4.4it=1

LPV
1.22 – 0.85

T 4.4it=2 1.22 0.00 % 1.96

Figure 4.4 shows the results for the noise input generated by the Matlab command w(k) =

0.3∗randn, for 0 ≤ k ≤ 50, and zero initial condition. After six iterations, the first state of the

error vector had an improvement of 2.29% and the second state of 40.05%.
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Figure 4.4: Time-domain analysis. The first graph illustrates the parameter variation in time
while the others show the estimation errors for two robust filters designed in Example II.

Example III: This example, borrowed from [1], consists of a simplified model of an armature

voltage-controlled DC servo motor, consisting of a stationary field and a rotating armature

and load. All effects of the field are neglected. The aim is to design an H∞ robust filter to

estimate the armature current given the speed of the shaft. All information is sent through

a communication network. The behavior of the DC servo motor shown in Figure 4.5 can be
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Figure 4.5: DC Servo motor as presented in [1].

described by

[
θ̈
ρ̈a

]

=






−
bv

J

KT

J

−
Kθ

La

−
Ra

La






[
θ̇
ρ̇a

]

+

[
2

2

]

ω, y =
[
1 0

]
[

θ̇
ρ̇a

]

, (4.34)

where ea is the externally applied armature voltage, ρa is the armature current, Ra the resistance

of the armature winding, La the armature winding inductance, em the back-emf voltage induced

by the rotating armature winding (em = Kθ θ̇ ,Kθ > 0), bv the viscous damping due to bearing

friction, J the moment of inertia of the armature and load and θ the shaft position. Further,

the torque generated by the motor is given by T = KT ia. For J = 0.01kgm2/s2, bv = 0.1Nms,

KT = Kθ = 0.01Nm/Amp, Ra = 1Ω and La = 0.5H, system (4.34) can be rewritten in the form

(4.1) with the following sampled-data matrices, presented as a function of hk,

As =

[
exp(−10hk)−0.0003exp(−2hk) 0.125(exp(−2hk)− exp(−10hk))
0.002(exp(−10hk)− exp(−2hk)) −0.0003exp(−10hk)+ exp(−2hk)

]

,

Bs =

[
0.025exp(−10hk)−0.125exp(−2hk)+0.099

0.0000626exp(−10hk)−0.99exp(−2hk)+0.99

]

, (4.35)

C1s =
[
0 1

]
, C2s =

[
1 0

]
, D1s = 0, D2s = 0.

The sampling rate is allowed to vary within the interval hk ∈ [0.001 0.099]. The system is

then expressed by polytope (4.2) with four vertices (N = 4), obtained by evaluating exp(−10hk)

and exp(−2hk) at the extreme values of hk, where the parameters αi are related to hk and b = 1.

Theorem 4.3 provided a robust filter after one iteration with H∞ upper bound γ = 1.1519 and

matrices

A f =

[
9.4526 76.4453

−1.1618 −9.3958

]

, B f =

[
−1917.2236

253.1882

]

,

C f =
[
0.0214 0.1722

]
, D f =

[
5.1008

]
.
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4.5 Conclusion

The H∞ LPV filtering for uncertain discrete-time systems with bounded time-varying param-

eters has been addressed in this chapter, where all system matrices are affected by time-varying

parameters. With a convex description of the parameter time variation, a less conservative

design condition was obtained. Extra variables were used to derive BMI conditions that may

be explored in the search for a better H∞ performance. The filter design is accomplished by

means of an optimization problem, formulated only in terms of the vertices of the polytope. The

proposed approach provides improvements and advantages when compared to other methods

from the literature, as illustrated by examples.



Chapter 5
Conclusion and Perspectives

This dissertation presented contributions to the control and filtering of discrete time-varying

systems in terms of parameter-dependent Lyapunov functions. The main contributions are as

follows.

Concerning the LPV control problems, the novelties rely mainly on the use of a more accurate

model for the parametric variations of the system, and in the use of BMIs for the improvement

of the H∞ performance. No prior results used Lemma 1.7 with the structure (1.28) for the

synthesis of LPV controllers. Consequently, the theorems obtained in Chapter 2, represent a

new strategy for the synthesis of feedback controllers for discrete time-varying systems. The

conditions presented provide better performance when compared with recent techniques pub-

lished in literature, as verified through numerical simulations. The proposed method represents

a flexible option since it can be applied in four different contexts, namely, LPV or robust control

of time-varying systems with bounded or unbounded rates of variation.

With respect to the networked control problem, a solution was proposed to stabilize sys-

tems with time-varying, possibly uncertain, sampling rates, a relevant issue in the context of

dynamic bandwidth allocation. By considering time-varying sampling rates, it is possible to

control and to reduce the flow of information between sensors and actuators. This is an impor-

tant issue when dealing with NCS design, which in general is based on the cost-benefit ratio

between stability/performance and the usage of bandwidth. Although a simplified NCS struc-

ture was considered, as modeled by a discrete time-varying uncertain system, a solution based

on parameter-dependent Lyapunov functions was presented. Furthermore, a precise character-

ization of the sampling rate in terms of a polytope, with a systematic procedure for obtaining

the vertices using Cayley-Hamilton theorem was presented. In addition to providing a com-

plete theoretical characterization for robust control systems with uncertain sampling rates, the

proposed conditions can effectively improve the performance of the closed-loop system. There-

fore, by minimizing an upper bound to the H∞ performance, controllers designed with the aid

of the theorems proposed in Chapter 3 present a certain degree of robustness to unstructured

uncertainties. The results proposed can also be used when no communication networks are

87
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considered.

Similarly to the case of LPV control, the main contributions in the context of filtering

problems rely on the use of Lemma 1.7, using the structure (1.30), and for the model used

for parametric variation. The performance achieved with filters designed using the theorems

presented in Chapter 4 was superior when compared with the main techniques published recently

in the literature for filtering of discrete systems with bounded rates of variation, particularly

the ones presented in [37]. Moreover, in the case of arbitrarily fast rates of variation, the use

of path-dependent Lyapunov functions was very efficient, providing conditions for synthesis of

LPV filters never seen in this context before. Applications to filtering through communication

networks were also presented.

Perspectives

• A natural step, and a promising one from the practical point of view, is the extension

of the results to cope with the synthesis of dynamic output feedback controllers. It is

known that most real physical systems have a larger number of states than the number

of outputs. In this sense, the use of output feedback in the context of networked control

systems is attractive since it provides a way to reduce the volume of information to be

sent through the network and therefore the usage of network bandwidth;

• Another perspective is to consider, in the context of LPV systems, the availability of the

parameter α(k) only at the instant k + 1. In this case, the LPV controller, or filter, is

implemented using only the information given by α(k − 1). It is expected an increase

in the number of BMIs/LMIs, and that the arbitrarily time-varying case is easier to be

faced than the case with bounded rates of variation. Moreover, concerning the uncertainty

modeling, another promising approach is the use of multi-simplex [86] for the cases with

more than one uncertain parameter. This is an interesting strategy, especially for discrete-

time systems with bounded rates of variation, because it provides a direct interpretation

of the parameters in the polytopic model with respect to the parameters of the real plant;

• Other possibilities for future work include: the extension of the results of Chapter 2 to

cope with networked control systems with different delays in the sensor/controller and

controller/actuator paths, what may be done using the Lyapunov-Krasovskii functional

and the techniques proposed in [54] and [100]; the minimization of the upper bound γ to the

H∞ performance within specific frequency ranges using weighting functions established in

accordance with the characteristics of the real system; and lastly explore other structures

for the Lyapunov function, such as polynomial functions, [84], [85] or dependent on more

instants of time [64].
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Publications

Directly related to the dissertation: [12], [15], [16], [17] and [21].

Indirectly related to the dissertation: [10], [11], [13], [18], [74], [75], [76], [77] and [78]. The

abstracts of these papers are presented below.

• BP06a: “Filtragem LPV com desempenho H2 para sistemas lineares politópicos variantes

no tempo” — In this paper, the continuous and discrete-time filtering problems for lin-

ear time-varying systems are investigated. Convex conditions to design linear parameter

varying filters which minimize an upper bound to the H2 estimation error performance

are provided. Both system and filter matrices are considered to be affected by arbitrarily

time-varying parameters belonging to a polytope. Different from other strategies in the

literature, the filter design is accomplished by means of a convex optimization procedure,

formulated only in terms of the vertices of the polytope, avoiding the use of exhaustive

gridding in the parameter space. Numerical examples illustrate the efficiency of the pro-

posed approach.

• BP06b: “H∞ LPV filtering for linear systems with arbitrarily time-varying parameters

in polytopic domains” — In this paper, the problem of H∞ filtering for linear systems

affected by arbitrarily time-varying parameters in polytopic domains is investigated. A

linear parameter-varying filter which minimizes an upper bound to the H∞ estimation

error performance is determined for both continuous and discrete-time cases. Different

from other strategies in the literature, the filter design is accomplished by means of a

convex optimization procedure and the time-varying parameters are supposed to affect all

systems matrices. The LPV filter is obtained from the optimal solution of a convex linear

matrix inequality problem formulated only in terms of the vertices of the polytope. There

is no use of exhaustive gridding in the parameter space. Numerical examples illustrate

the efficiency of the proposed approach.

• BMV+08: “Filtragem LPV H∞ de sistemas cont́ınuos variantes no tempo com atraso

no estado: uma abordagem por relaxações LMIs” — In this paper, the problem of H∞

filtering for continuous time systems with state delays and time-varying parameters in

polytopic domains is investigated. The time-varying parameters can affect all system

matrices and are supposed to be available (measured) online. A linear parameter vary-

ing filter, which minimizes an upper bound to the H∞ estimation error performance, is

determined considering that both filter and system state space variables are affected by

constant time delay. The filter design is accomplished by means of a convex optimiza-

tion procedure formulated using LMIs and parameter-dependent Lyapunov functionals,

without using exhaustive gridding in the parameter space. Both delay-dependent and

independent conditions are presented. LMI relaxations for the filtering problem are also

considered. Numerical examples illustrate the efficiency of the proposed approach.
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• BMO+08: “Parameter-dependent H2 and H∞ filter design for linear systems with ar-

bitrarily time-varying parameters in polytopic domains” — In this paper, the problem

of filter design for linear continuous-time systems with arbitrarily fast time-varying pa-

rameters is investigated. The time-varying parameters belong to a polytope with known

vertices, affect all the system matrices and are assumed to be available online for imple-

mentation of the filters. Necessary and sufficient parameter-dependent LMI conditions for

the existence of a parameter-dependent filter assuring that the estimation error dynamics

is quadratically stable and satisfies bounds to the H2 or to the H∞ norms are given. A

sequence of standard LMI conditions assuring the existence of homogeneous polynomially

parameter-dependent (HPPD) solutions to the parameter-dependent LMIs for filter de-

sign is provided in terms of the vertices of the polytope (no gridding is required), yielding

parameter-dependent filters of arbitrary degree assuring quadratic stability of the error

dynamics for the H2 or the H∞ cases. As the degree of the HPPD solutions increases, less

and less conservative LMI conditions are obtained, tending to the necessary conditions

that assure optimal values for the H2 or the H∞ performance of the estimation error dy-

namics under quadratic stability. Numerical examples illustrate the results, showing that

parameter-dependent filters can provide better attenuation levels than the ones obtained

with robust filters, at the price of a more complex filtering strategy.

• MBP06: “Projeto de controladores escalonados H2 por realimentação de estados para

sistemas politópicos variantes no tempo” — This paper focuses on the control of linear

time-varying systems affected by parameters which can vary arbitrarily inside a polytope.

The proposed conditions are sufficient to ensure quadratic stability, exploiting the duality

in systems and being described in terms of convex optimization problems subject to linear

matrix inequalities of finite dimension whose solutions provide parameter-dependent state

feedback gains (gain-scheduled controllers) which ensure the stability of the system with

a prescribed H2 guaranteed cost. Differently from other approaches in the literature, the

conditions proposed do not use exhaustive discretization in the space of the parameters

to compute a family of controllers, do not assume that some of the system matrices are

fixed (time-invariant) neither assume special structures for the time-varying parameters.

Numerical examples including the design of controllers subject to failures of actuators for

an aircraft model are given, illustrating the efficiency of the proposed conditions.

• MBOP06: “Śıntese convexa de controladores para sistemas arbitrariamente variantes

no tempo: estabilidade com dissipatividade garantida” — This paper provides a convex

condition to compute linearly parameter-dependent state feedback gains (gain-scheduling)

which stabilize the closed-loop system with guaranteed dissipativity when the system is

affected by arbitrarily time-varying parameters belonging to a polytope. The proposed

conditions are written as a convex optimization problem with linear matrix inequality

constraints. A sequence of relaxations, based on Pólya’s Theorem, provides conditions
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that are progressively more accurate, ensuring a dissipation that tends to the maximum

value of dissipation which one can obtain using quadratic stability and linearly parameter-

dependent state feedback gains, as illustrated by numerical examples.

• MBP07: “H2 Dynamic output feedback scheduled controllers for linear time-varying

polytopic systems: a convex LMI approach” — This paper provides a convex condition

to design dynamic output feedback scheduled controllers which ensure the closed-loop

stability and minimize an upper bound to the H2 norm for linear systems whose matrices

are affected by arbitrarily time-varying parameters belonging to a polytope. Differently

from the conditions for the design of robust H2 dynamic controllers, which are non-convex,

the proposed design is entirely based on a convex linear matrix inequality optimization

procedure. Moreover, in this paper, all the system matrices are affected by the vector of

time-varying parameters which can vary arbitrarily fast inside the polytope. By means of

variable elimination and also by exploiting the positivity of the parameters, it is shown

that the design problem can be expressed as a convex optimization problem subject to

a finite number of linear matrix inequality constraints formulated only in terms of the

vertices of the polytope, avoiding the use of exhaustive gridding in the parameter space

to compute a family of controllers. Numerical examples, including an application to the

control of a model of a helicopter subject to abrupt failures of actuator, illustrate the

efficiency of the proposed approach.

• MOC+07: “Robust absolute stability and stabilization based on homogeneous polyno-

mially parameter-dependent Lur’e functions” — This paper provides finite dimensional

convex conditions to construct homogeneous polynomially parameter-dependent Lur’e

functions which ensure the stability of nonlinear systems with state-dependent nonlin-

earities lying in general sectors and which are affected by uncertain parameters belonging

to the unit simplex. The proposed conditions are written as linear matrix inequalities

parameterized in terms of the degree g of the parameter-dependent solution and in terms

of the relaxation level d of the inequality constraints, based on an extension of Pólya’s

Theorem. As g and d increase, progressive less conservative solutions are obtained. The

results in the paper include as special cases existing conditions for robust stability analysis

and for absolute stability. A convex solution for control design is also provided. Numerical

examples illustrate the efficiency of the proposed conditions

• MOC+09: “Robust absolute stability and nonlinear state feedback stabilization based

on polynomial Lur’e functions” — This is a more detailed version of the paper MOC+07,

presenting a discussion of systems with sector bounded nonlinearities and parameter de-

pendent Lyapunov functions, published in the international journal Nonlinear Analysis.

Theory, Methods and Applications.
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Capı́tulo 5
Conclusões e Perspectivas

Esta tese apresenta contribuições para a teoria de controle no contexto de controle e filtragem

de sistemas discretos variantes no tempo por meio de funções de Lyapunov dependentes de

parâmetros.

Para os problemas de controle com ganhos escalonados, as novidades estão principalmente

no uso de um modelo mais preciso da variação paramétrica do sistema, e na utilização de BMIs

para o refinamento do desempenho H∞. Não é do conhecimento do autor nenhum trabalho

que tenha utilizado o Lema 1.7 com a estrutura (1.28) para śıntese de controladores LPVs.

Consequentemente, os teoremas obtidos no Caṕıtulo 2 representam uma nova estratégia para a

śıntese de controladores por realimentação de estados de sistemas discretos variantes no tempo.

As condições propostas forneceram melhores resultados quando comparadas com técnicas recen-

tes publicadas na literatura, o que foi verificado por meio de simulações numéricas. O método

proposto representa uma opção flex́ıvel pois pode ser aplicado em quatro diferentes contextos,

respectivamente, controle LPV ou robusto de sistemas variantes no tempo com taxas limitadas

ou ilimitadas.

Em relação aos problemas de controle por rede de comunicação, foi proposta uma solução

para estabilizar sistemas amostrados com taxas variantes no tempo, possivelmente incertas,

tema relevante no contexto de alocação dinâmica de largura de banda. Ao se considerarem

taxas de amostragem variantes no tempo, é posśıvel controlar e reduzir o fluxo de informação

entre sensores e atuadores. Trata-se de um ponto importante para śıntese de NCSs, que em geral

baseia-se na razão custo-benef́ıcio entre estabilidade/desempenho e uso da largura de banda.

Embora tenha-se considerado uma estrutura NCS simplificada, modelada por um sistema incerto

discreto variante no tempo, uma solução baseada em funções de Lyapunov dependentes de

parâmetros foi apresentada (dentro do conhecimento do autor, nunca utilizada neste contexto

anteriormente). Ainda, uma caracterização precisa das taxas de amostragem por meio de um

politopo, com um procedimento sistemático para obtenção dos vértices pelo teorema de Cayley-

Hamilton, foi apresentada. Além de fornecer uma completa caracterização teórica para controle

robusto de sistemas amostrados com taxas incertas, as condições propostas podem melhorar
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efetivamente o desempenho do sistema em malha fechada. Consequentemente, controladores

projetados com o aux́ılio dos teoremas propostos no Caṕıtulo 3 apresentam um certo grau de

robustez a incertezas não estruturadas pois minimizam um limitante superior para o desempenho

H∞. O resultado apresentado também pode ser utilizado nos casos em que não se consideram

redes de comunicação.

Analogamente ao caso do controle LPV, para os problemas de filtragem as contribuições

estão, principalmente, no uso do Lema 1.7, mas agora com a estrutura (1.30), e no modelo para

variação paramétrica. O desempenho alcançado com filtros projetados utilizando os teoremas

apresentados no Caṕıtulo 4 mostrou-se superior quando comparado com as principais técnicas

publicadas recentemente na literatura para filtragem de sistemas discretos com taxas de vari-

ação limitadas, em especial a apresentada em [37]. Ainda, para o caso de taxas de variação

arbitrariamente rápidas, a utilização de funções de Lyapunov dependentes de dois instantes de

tempo mostrou-se bastante eficiente, fornecendo condições para śıntese de filtros LPVs, dentro

do conhecimento do autor, nunca vistas neste contexto anteriormente. Aplicações de filtragem

por redes de comunicação também foram apresentadas.

Perspectivas

• Um passo natural, e promissor do ponto de vista prático, é a extensão dos resultados para

a śıntese de controladores por realimentação dinâmica de sáıda. Sabe-se que a maioria

dos sistemas f́ısicos reais possuem um número maior de estados em relação ao número de

sáıdas. Neste sentido, o uso de realimentação de sáıda no contexto de controle por redes

de comunicação mostra-se atrativo ao reduzir o volume de informação a ser trafegado pela

rede e, consequentemente, o uso da largura de banda;

• Outra perspectiva está em não considerar, nos problemas com sistemas LPVs, a disponi-

bilidade do parâmetro α(k) no instante atual, mas sim no instante k + 1. Neste caso, o

controlador, ou filtro, LPV seria implementando utilizando apenas a informação α(k−1).

Espera-se um aumento no número de BMIs/LMIs nas condições de śıntese, e que o caso

variante no tempo de forma arbitrária seja mais simples de ser tratado do que o caso com

taxas de variação limitada. Ainda em relação ao modelo para incertezas, outra perspectiva

promissora é a utilização de multi-simplex [86] para os casos com mais de um parâmetro

incerto. Trata-se de uma abordagem interessante, em especial para sistemas discretos com

taxas de variação limitadas, pois permite uma relação direta dos parâmetros do modelo

politópico com os parâmetros reais da planta;

• Outras possibilidades para trabalhos futuros incluem a extensão dos resultados do Ca-

ṕıtulo 2 para tratar sistemas de controle por rede com diferentes atrasos nos laços sen-

sor/controlador e controlador/atuador, como por exemplo utilizando funcionais de Lyapu-

nov-Krasovskii e as técnicas propostas em [54] e [100]; considerar a minimização do limi-
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tante superior para o desempenho H∞ em intervalos de frequência definidos por funções

de ponderação (weighting functions) estabelecidas de acordo com as caracteŕısticas do

sistema f́ısico real; por último explorar outras estruturas para a função de Lyapunov, tais

como funções polinomiais, [84], [85] ou dependentes de mais instantes de tempo [64].

Publicações

Relacionadas diretamente com a tese: [12], [15], [16], [17] e [21].

Relacionadas indiretamente com a tese: [10], [11], [13], [18], [74], [75], [76], [77] e [78]. Os

resumos destes trabalhos são apresentados a seguir.

• BP06a: “Filtragem LPV com desempenho H2 para sistemas lineares politópicos varian-

tes no tempo” — Nesse artigo, os problemas de filtragem cont́ınua e discreta de sistemas

lineares variantes no tempo são investigados. Condições convexas para o projeto de filtros

lineares variantes com parâmetros que minimizam um limitante superior do desempenho

H2 do erro de estimação são fornecidas. É considerado que tanto as matrizes do sistema

quanto as do filtro são afetadas por parâmetros pertencentes a um politopo que podem

variar arbitrariamente no tempo. Ao contrário de outras estratégias da literatura, o pro-

cedimento para projeto do filtro é descrito como um problema convexo de otimização,

expresso apenas em termos dos vértices do politopo, evitando a discretização exaustiva do

espaço de parâmetros. Exemplos numéricos ilustram a eficiência da abordagem proposta.

• BP06b: “H∞ LPV filtering for linear systems with arbitrarily time-varying parameters

in polytopic domains” — Esse artigo trata o problema de filtragem H∞ de sistemas com

taxas de variação arbitrárias. Um filtro LPV que minimiza um limitante superior para o

desempenho H∞ é determinado tanto para o caso cont́ınuo quanto discreto no tempo. O

filtro é obtido solucionando-se um problema convexo de otimização com LMIs descritas

em função dos vértices do politopo. Simulações numéricas ilustram o resultado.

• BMV+08: “Filtragem LPV H∞ de sistemas cont́ınuos variantes no tempo com atraso no

estado: uma abordagem por relaxações LMIs” — Nesse artigo, o problema de filtragem

H∞ de sistemas cont́ınuos com atraso no estado e parâmetros variantes no tempo é inves-

tigado. As matrizes do sistema são supostas afetadas por parâmetros variantes no tempo,

considerados dispońıveis para medição em tempo real. Um filtro LPV, que minimiza um

limitante superior para o desempenho H∞ do erro de estimação, é determinado conside-

rando que tanto as variáveis de estado do filtro quanto as do sistema são afetadas por

atrasos constantes no tempo. A śıntese do filtro é realizada por meio de um procedimento

convexo de otimização formulado em termos de LMIs e um funcional de Lyapunov de-

pendente de parâmetros. Condições de śıntese dependentes e independentes do atraso são

apresentadas. Relaxações LMIs para o problema de filtragem são consideradas. Exemplos

numéricos são apresentados.
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• BMO+08: “Parameter-dependent H2 and H∞ filter design for linear systems with arbi-

trarily time-varying parameters in polytopic domains”— Esse artigo investiga o problema

de filtragem de sistemas cont́ınuos variantes no tempo. Os parâmetros variantes no tempo

pertencem a um politopo com vértices conhecidos e estão dispońıveis para leitura em

tempo real. Condições necessárias e suficientes para a existência de um filtro dependente

de parâmetros que garante a estabilidade quadrática do erro de estimação, com custo ga-

rantido H2 e H∞, são apresentadas. Uma sequência de condições LMIs que garantem a

existência de soluções polinomiais homogêneas dependentes de parâmetros para as LMIs

é fornecida. A medida em que se aumenta o grau das soluções, condições menos con-

servadoras são obtidas, aproximando-se de condições necessárias para valores ótimos de

desempenho H2 e H∞ do erro de estimação no contexto de estabilidade quadrática.

• MBP06: “Projeto de controladores escalonados H2 por realimentação de estados para sis-

temas politópicos variantes no tempo”— Esse artigo aborda o controle de sistemas lineares

variantes no tempo cujos parâmetros podem variar de forma arbitrária no interior de um

politopo. As condições fornecidas são suficientes para garantir a estabilidade quadrática,

explorando o conceito de dualidade em sistemas e sendo descritas como problemas de oti-

mização convexa com um número finito de restrições do tipo LMIs. As soluções fornecem

ganhos LPVs de realimentação de estados que asseguram a estabilidade do sistema com

um certo custo garantido H2. Exemplos numéricos incluindo o projeto de controle sob

falhas de atuadores para o modelo simplificado de um avião são apresentados, ilustrando

a eficiência das condições propostas.

• MBOP06: “Śıntese convexa de controladores para sistemas arbitrariamente variantes no

tempo: estabilidade com dissipatividade garantida” — Esse artigo fornece uma condição

convexa para computar ganhos de realimentação linearmente dependentes de parâmetros

que estabilizam o sistema em malha fechada com dissipatividade garantida quando o

mesmo é afetado por parâmetros arbitrariamente variantes no tempo pertencentes a um

politopo. As condições propostas são escritas como um problema convexo de otimização

com restrições do tipo LMIs. Uma sequência de relaxações, baseadas no Teorema de Pólya,

proporciona condições cada vez mais precisas, garantindo uma dissipação que tende ao

máximo valor posśıvel sob estabilidade quadrática e realimentação de estados com ganhos

linearmente dependentes de parâmetros, como ilustrado por meio de exemplos numéricos.

• MBP07: “H2 Dynamic output feedback scheduled controllers for linear time-varying

polytopic systems: a convex LMI approach” — Esse artigo trata o problema de śıntese

de controladores escalonados por realimentação dinâmica de sáıda. Utilizando eliminação

de variáveis e explorando a positividade dos parâmetros no simplex unitário, obtêm-se

condições de śıntese expressas por meio de problemas convexos com LMIs. Exemplos

numéricos, incluindo aplicação no controle de um helicóptero com falhas abruptas no
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atuador, são apresentados.

• MOC+07: “Robust absolute stability and stabilization based on homogeneous polynomi-

ally parameter-dependent Lur’e functions” — Esse artigo fornece condições convexas para

construção de funções de Lur’e polinomiais homogêneas que garantem a estabilidade de

sistemas não lineares com não-linearidades no estado limitadas em setores. As condições

propostas são escritas por meio de LMIs e parametrizadas em função do grau g da solução

dependente de parâmetros e do ńıvel d de relaxação das restrições, baseadas na extensão

do teorema de Pólya. Condições menos conservadoras são obtidas à medida que os valores

de g e d aumentam. Os resultados desse artigo contêm como caso particular condições

existentes na literatura para análise de estabilidade robusta e para estabilidade absoluta.

Exemplos numéricos são apresentados.

• MOC+09: “Robust absolute stability and nonlinear state feedback stabilization based on

polynomial Lur’e functions” — Trata-se de uma versão mais detalhada, na qual consta

discussões sobre sistemas com não-linearidades em setor e funções de Lyapunov depen-

dentes de parâmetros, do artigo MOC+07, publicado na revista internacional Nonlinear

Analysis. Theory, Methods and Applications.

Aceitos para publicação

Relacionadas diretamente com a tese: [19], [20] e [22].
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